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Abstract: We find an exact analytical solution of the Y-system describing a cusped

Wilson line in the planar limit of N=4 SYM. Our explicit solution describes anomalous

dimensions of this family of observables for any value of the ‘t Hooft coupling and arbitrary

R-charge L of the local operator inserted on the cusp in a near-BPS limit.

Our finding generalizes the previous results of one of the authors & Sever and passes

several nontrivial tests. First, for a particular case L = 0 we reproduce the predictions

of localization techniques. Second, we show that in the classical limit our result perfectly

reproduces the existing prediction from classical string theory. In addition, we made a

comparison with all existing weak coupling results and we found that our result interpolates

smoothly between these two very different regimes of AdS/CFT. As a byproduct we found a

generalization of the essential parts of the FiNLIE construction for the γ-deformed case and

discuss our results in the framework of the novel Pµ-formulation of the spectral problem.
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1. Introduction

The duality between planar N = 4 supersymmetric Yang-Mills theory (SYM) in four

dimensions and superstring theory in AdS5 × S5 is one of the best-understood cases of

AdS/CFT correspondence [1]. Recent intensive studies of this example have led to the

discovery of integrable structures which give a hope that the exact solution of both the-

ories is within reach (for a review see e.g. [2]). Integrability-based methods have been

used for observables such as correlation functions, Wilson loops and scattering amplitudes,

and were especially successful in application to the spectral problem, providing a complete

solution for the spectrum of anomalous dimensions of local single-trace operators in N = 4

SYM. The key ingredient of the integrability structure is given by a nice universal set of

functional relations (known as Y-system) [3] which together with the symmetry and ana-

lyticity constraints [4, 5] can be related with an infinite set of the Thermodynamic Bethe

ansatz integral equations [6, 7, 8]. The simple structure of Y-system and the underlying

integrable Hirota equations allows one [5] to simplify considerably this infinite set of equa-

tions making possible efficient perturbative expansion [9] and high precision numerics as

well as the exact analytical derivations presented in this paper.

The Y-system approach was recently shown to be essential in understanding another

kind of observable – the quark-antiquark potential on the three-sphere, or equivalently the

generalized cusp anomalous dimension Γcusp. This quantity describes the divergence in the

expectation value of a Wilson loop made of two lines forming a cusp,

〈W 〉 ∼
(

ΛIR

ΛUV

)Γcusp

, (1.1)

with ΛUV and ΛIR being the UV and IR cutoffs [10]. The quantity Γcusp has been studied

at weak and strong coupling (for some recent results see [11, 12, 13, 14]), and is also related

to a number of other observables, such as IR divergence in amplitudes and radiation power

from a moving quark, see e.g. [15, 16, 17, 18]. The cusp anomalous dimension is a function

of two angles, φ and θ, which describe the geometry of the Wilson line setup shown in Fig.

1 [19]. The first angle, φ, is the angle between the quark and antiquark lines at the cusp.

The second angle, θ, arises because the locally supersymmetric Wilson lines considered

here include a coupling to the scalar fields. As there are six real scalars in N = 4 SYM the

coupling can be defined by a unit vector ~n which gives a point on S5. For the two lines we

have two different vectors, ~n and ~nθ, with θ being the angle between them. Explicitly, we

can write the cusped Wilson loop as

W0 = Pexp

0
∫

−∞

dt
[

iA · ẋq + ~Φ · ~n |ẋq|
]

× Pexp

∞
∫

0

dt
[

iA · ẋq̄ + ~Φ · ~nθ |ẋq̄|
]

, (1.2)

where ~Φ denotes a vector consisting of the six scalars of N = 4 SYM, while xq(t) and xq̄(t)

are the quark and antiquark trajectories (straight lines through the origin) which make up

an angle φ at the cusp (see Fig.1).

A fully nonperturbative description for the value of Γcusp was obtained in a remarkable

development by Drukker [20] and by Correa, Maldacena & Sever [21]. They proposed an

– 2 –



Figure 1: The setup. A Wilson line with a cusp angle φ and L scalar fields Z = Φ1+ iΦ2 inserted

at the cusp. Coupling of the scalar fields to the two half lines is defined by directions ~n and ~nθ in

the internal space, with the angle θ between them. In this paper we consider the near-BPS limit

corresponding to φ ≈ θ.

infinite system of TBA integral equations which compute this quantity at arbitrary ’t Hooft

coupling λ and for arbitrary angles. In order to implement the TBA approach, the cusp

anomalous dimension was generalized for the case when a local operator with R-charge L

is inserted at the cusp (cf. Fig. 1):

WL = Pexp

0
∫

−∞

dt
(

iA · ẋq + ~Φ · ~n |ẋq|
)

× ZL × Pexp

∞
∫

0

dt
(

iA · ẋq̄ + ~Φ · ~nθ |ẋq̄|
)

. (1.3)

Here Z = Φ1+ iΦ2, with Φ1 and Φ2 being two scalars independent from (~Φ ·~n) and (~Φ ·~nθ).
The anomalous dimension ΓL(φ, θ, λ) corresponding to such Wilson loop is captured by the

TBA equations exactly at any value of L. For L = 0 the usual quark-antiquark potential

is recovered. The number of field insertions plays the role of the system’s volume in the

TBA description, and ΓL(φ, θ, λ) is obtained as the vacuum state energy.

While the infinite system of these TBA equations is rather complicated, having the

two angles as continuous parameters opens the possibility to look for simplifications in

some limits where an exact analytical solution may be expected1. In this paper we will

focus on the near-BPS limit when φ ≈ θ. For φ = θ the configuration is BPS and the

anomalous dimension vanishes [27, 28]2. The small deviations from this supersymmetric

case are known to be partially under control: the cusp dimension at L = 0 was computed

for φ ≈ θ analytically at any coupling in [15, 16] using results from localization methods

[29, 30]. The answer in the planar limit reads

Γcusp(φ, θ, λ) = − 1

4π2
(φ2 − θ2)

1

1− θ2

π2

√

λ̃ I2

(√

λ̃
)

I1

(√

λ̃
) +O

(

(φ2 − θ2)2
)

, λ̃ = λ

(

1− θ2

π2

)

(1.4)

1On the other hand, non-perturbative predictions from the spectral TBA have been mostly restricted

to numerics [22, 23, 24, 25]; see also [26].
2Strictly speaking the BPS condition allows φ = −θ in addition to φ = θ but these two cases are trivially

related.
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where In are the modified Bessel functions of the first kind. The existence of such explicit

result suggests that the cusp TBA system should simplify dramatically when φ ≈ θ. Even

though the full set of TBA equations was simplified a bit in this limit as described in [21],

the result is still an enormously complicated infinite set of integral equations. Remarkably,

it turned out that these equations admit an exact analytical solution. It was obtained in

[31] for the particular near-BPS configuration where θ = 0 and φ is small. The result of

[31] covers all values of L and λ and for L = 0 reproduces the localization result (1.4) in

which θ should be set to zero.

In the present paper we extend the results of [31] to the generic near-BPS limit. Thus,

we consider the case when φ ≈ θ, but θ is arbitrary and is an extra parameter in the

result. We also filled some gaps in the previous derivation using the novel Pµ-formulation

[32]. We obtain an explicit expression valid for all values of θ, L and λ. For this we

solve the Bremsstrahlung TBA analytically, following the strategy developed in [31]. Quite

surprisingly the result for arbitrary θ is considerably simpler and takes the form

ΓL(g) =
φ− θ

4
∂θ log

detM2L+1

detM2L−1
, (1.5)

where we define an N + 1×N + 1 matrix

MN =

















Iθ1 Iθ0 · · · Iθ2−N Iθ1−N

Iθ2 Iθ1 · · · Iθ3−N Iθ2−N
...

...
. . .

...
...

IθN IθN−1 · · · Iθ1 Iθ0
IθN+1 IθN · · · Iθ2 Iθ1

















(1.6)

and Iθn are

Iθn =
1

2
In

(√

λ̃
)

[(

√

π + θ

π − θ

)n

− (−1)n

(

√

π − θ

π + θ

)n]

. (1.7)

At L = 0 we have reproduced in full the localization result (1.4). For L > 0 our

result complements and generalizes the calculation of [31] as another integrability-based

prediction for localization techniques. As in [31], the determinant expressions we got

suggest a possible link to matrix models, which would be interesting to explore further.

The rest of the paper is organized as follows. In section 2 we describe the initial

simplification of the TBA system in the near-BPS limit, resulting in an infinite set of

the Bremsstrahlung TBA equations. Then in section 3 we apply the powerful methods

developed for the spectral problem to reduce this system to a finite set of equations, known

as FiNLIE [5, 33]3. In section 4 we make an analytic ansatz for the unknowns in the

FiNLIE and construct its explicit solution, obtaining our result for the energy. As in [31] a

key structure we encounter in the process is a Baxter equation for a set of auxiliary Bethe

roots. We also describe checks of our result at both strong and weak coupling. In section

5 we use our analytic solution of FiNLIE to illustrate a very recent reduction of the TBA

3See also [34, 35] for an alternative approach.
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Figure 2: The T-hook. The indices (a, s) of Y -functions take values on the infinite T-shaped

lattice in the figure. We also show the form of expansion in small ǫ for different groups of Y -

functions. Notice that the momentum carrying Y -functions Ya,0 are small in ǫ and enter the system

only through the singularity at u = 0.

equations to the so-called Pµ-system [32] which involves only a few unknowns with simple

analytical properties. In section 6 we present our conclusions. The several appendices

contain various technical details.

2. TBA equations in the near-BPS limit

In this section we discuss the first simplification of the cusp TBA system in the near-BPS

regime, when the two angles φ and θ are close to each other. Following [21] we will thus

obtain a somewhat simpler, but still infinite, set of integral equations – the Bremsstrahlung

TBA.4

Let us remind that the cusp TBA equations are very similar to those describing the

spectrum of single trace operator anomalous dimensions. After subtracting the asymptotic

large L solution, these two infinite sets of equations for the Y-functions Ya,s(u) become

exactly the same. The integer indices (a, s) of the Y-functions take values in the infinite

T-shaped domain familiar from the spectral TBA (see Fig. 2). The only difference is in an

extra symmetry requirement for the Y-functions, and in the large L asymptotic solution5.

The asymptotic solution encodes, in particular, the boundary scattering phase which

has a double pole at zero mirror momentum. Due to this, the momentum-carrying functions

Ya,0(u) have a double pole for u = 0. This greatly simplifies their dynamics in the near-BPS

4The authors of [21] obtained the Bremsstrahlung TBA equations for the generic case φ ≈ θ, but the

equations were given explicitly in [21] only for the small angles case so we will repeat the derivation here.
5The extra symmetry requirement in the cusp TBA reads Ya,s(u) = Ya,−s(−u) but is irrelevant in our

discussion as for our state all Y-functions are even.
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regime – only the residue at this pole is important and gives a non-vanishing contribution.

This residue is small for φ ≈ θ, and thus the structure of the expansion of the cusp TBA

system in our case is very similar to what happens in the small angles regime discussed in

detail in [21, 31].

We found it convenient to use a small expansion parameter

ǫ ≡ (φ− θ) tanφ0, (2.1)

where6 we denote φ0 = (φ+ θ)/2. As in the small angles case, it is sufficient to keep only

the leading orders in the expansion of the Y-functions, which are

Ya,1 = Ya [1 + ǫ(Ωa − Xa)] , 1/Y1,s = Ys [1 + ǫ(Ωs + Xs)] , (2.2)

Y1,1 = −1− 2ǫΨ, 1/Y2,2 = −1− 2ǫΦ,

while the residue of Ya,0 reads

lim
u→0

(

u2Ya,0
)

= (ǫCa)
2 . (2.3)

This expansion (except for the Ωa functions which will not enter our equations) is also

shown in Fig. 2.

It is straightforward to plug these expansions into the cusp TBA system, and then

simplify the equations a bit further using the same techniques as in the small angles case.

We give more technical details in Appendix B. The resulting set of Bremsstrahlung TBA

equations reads:

Φ−Ψ = πCaK̂a(u), (2.4)

Φ +Ψ = s ∗
[

−2
X2

1 + Y2
+ π(K̂+

a − K̂−
a )Ca − πδ(u)C1

]

, (2.5)

log Y1,m = s ∗ Im,n log (1 + Y1,n)− δm,2s∗̂
(

log
Φ

Ψ
+ ǫ (Φ−Ψ)

)

− ǫπsCm, (2.6)

∆a = [R(10)
ab + B(10)

a,b−2]∗̂ log
1 + Yb

1 +Ab
+R(10)

a1 ∗̂ log
(

Ψ

1/2

)

− B(10)
a1 ∗̂ log

(

Φ

1/2

)

, (2.7)

Ca = (−1)a+1a
sin aθ

tan θ

(
√

1 +
a2

16g2
− a

4g

)2+2L

F (a, g)e∆a , (2.8)

where the kernels and conventions are the same as in [31] and are defined in Appendix A

– in particular we use the standard notation

f [±a] ≡ f(u± ia), f± ≡ f(u± i/2). (2.9)

The equation (2.6) for Y1,m should be understood to hold at orders O(ǫ0) and O(ǫ1) only.

Notice that as in the small angles case the functions Ωa from (2.2) have dropped out of the

equations.

6To shorten notation we will sometimes use θ instead of φ0 in the text, on the understanding that

equations containing θ are assumed to hold to the leading order in ǫ.
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We see that our Bremsstrahlung TBA equations are almost the same as in [31]. How-

ever, importantly, the asymptotic condition at large real u is different:

1/Y1,m → sin2 θ

sin(m+ 1)θ sin(m− 1)θ
, (2.10)

which should hold up to terms of order O(ǫ) inclusive. Finally, the cusp anomalous dimen-

sion is determined by the double pole of momentum-carrying Y -functions:

ΓL(g) = ǫ

∞
∑

a=1

Ca
√

1 + 16g2/a2
. (2.11)

In the next section we will reduce this TBA system to a finite set of nonlinear equations.

3. FiNLIE

3.1 Twisted ansatz for T-functions

In this section we apply the same methods as in [31] to reduce the Bremsstrahlung TBA

given above to a finite set of nonlinear integral equations (FiNLIE). The FiNLIE approach

of [31] is very helpful to truly reveal the power of the spectral TBA [36, 9] 7. For us it allows

to reduce drastically the number of unknown functions, opening the way to the analytic

solution of the problem in section 4.

Our main task is to reduce the infinite set of equations (2.6) for the functions Y1,m. In

order to do this we use its relation to the Y-system and Hirota equations in the horizontal

right wing of the T-hook. Indeed, from the integral form of (2.6) and the analyticity of the

kernels it is clear that Y1,m(u) are analytic and regular in the strip |Imu| < m−1
2 . Then for

m > 2 the equation (2.6) can be rewritten as the Y-system functional equation using the

property (D.1):

log
(

Y +
1,mY

−
1,m

)

= log (1 + Y1,m−1) (1 + Y1,m+1) . (3.1)

This set of functional equations can be solved by switching to the so-called T-functions

according to

1/Y1,m =
T+
1,mT

−
1,m

T1,m+1T1,m−1
− 1. (3.2)

In terms of T-functions the Y-system equation becomes the Hirota equation in the

horizontal strip, for which the general solution is known [5, 40] and involves only two

unknown functions which we denote Q1 and Q2:

T1,s = C

∣

∣

∣

∣

∣

Q
[s]
1 Q̄

[−s]
1

Q
[s]
2 Q̄

[−s]
2

∣

∣

∣

∣

∣

. (3.3)

In this way we are able to replace the infinite set of Ym functions (m = 2, 3, . . . ) by two

functions Q1(u) and Q2(u). Now the problem is reduced to finding an ansatz for the

7One can also use the Luscher approximation to extract the first several orders like in [37, 38, 39].
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functions Q1, Q2 entering (3.3). The main requirement for this ansatz is that the Y1,m
generated by (3.2), (3.3) should have the correct asymptotics at large real u given by

(2.10). For small angles the asymptotics is 1
m2−1

and the corresponding ansatz for the

Q-functions is known [31]. Here we present an ansatz which works also in a deformed case

with nontrivial twists.

The ansatz also has to ensure the correct analytical properties of the Y-functions

which are dictated by the integral equations (2.6). First of all, the Y1,m functions should

be analytic inside the strip |Im u| < m−1
2 and even as functions of u. The term with

δm,2 in (2.6) can be reproduced if Y1,2(u) has branch cuts starting at u = i/2 ± 2g and

u = −i/2± 2g.

Our proposal for Q-functions meeting these requirements is:

Q1 = Q̄1 = e+θ(u−iG(u)), (3.4)

Q2 = Q̄2 = e−θ(u−iG(u)), (3.5)

where G(u) should be a function with a branch cut on the real axis in order to satisfy the

properties of T-functions listed above. Note that the asymptotics (2.10) of Y -functions

is automatically satisfied for any G(u) decaying at infinity. Finally, as T1,s are even and

real functions (to ensure the same properties for Y-functions), G(u) should be odd and

imaginary.

With this choice of Q1 and Q2 we can calculate T1,s from (3.3) where for consistency

with [31] in the small angle limit we choose C = 1
2i sin θ

T1,s =
sin(s− G[s] + G[−s])θ

sin θ
. (3.6)

Discontinuity of the function G can be found from the equation analogous to (3.1) for

m = 2 [5]. It reads

T
++

1,1 T
−−

1,1

T
+−

1,1 T
−+

1,1

= r, where r =
1 + 1/Y2,2
1 + Y1,1

(3.7)

and we denoted

T+±(u) = T (u+ i/2± i0) and T−±(u) = T (u− i/2± i0) . (3.8)

More explicitly, using the formula (3.6) for T1,1 one can write

r =
sin
(

1− G[+2] + /G − ρ/2
)

θ sin
(

1 + G[−2] − /G − ρ/2
)

θ

sin
(

1− G[+2] + /G + ρ/2
)

θ sin
(

1 + G[−2] − /G + ρ/2
)

θ
, (3.9)

where /G(u) is the average of G on both sides of the cut if u is on the cut, and it is equal to

G(u) + ρ(u)/2 away from the cut. This allows to deduce the discontinuity of the function

G with one real Zhukovsky cut in terms of a combination (3.7) of “fermionic” Y-functions

Y1,1 and Y2,2.

Finally, for small θ the combinations Q1 ±Q2 obtained from our ansatz nicely match8

(up to overall factors) the Q-functions in the small angles case [31], where Q1 = 1 and

Q2 = −iu− G(u).
8As T1,s are given by a determinant, we are free to replace Q1,2 by their linear combinations
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3.2 Expansion in the near-BPS case

The ansatz presented in the previous subsection is valid for a general, not necessarily near-

BPS situation. Here we will apply it to the case of φ ≈ θ (i.e. small ǫ) studied in this

paper.

As we have seen above, the solution for Y -functions is completely defined by a single

function G(u), which we will call the resolvent. For the goals of this paper we only need to

know G up to the linear in ǫ terms inclusive. Our proposal for the resolvent is

G(u) = 1

2πi

2g
∫

−2g

dv
ρ(v)

u− v
+ ǫ
∑

a6=0

ba
u− ia/2

. (3.10)

The first term creates a short branch cut9 in G(u), which translates into the branch cuts

of Ym. The discontinuity of the resolvent across this cut is the density ρ:

ρ(u) = G(u− i0) −G(u+ i0). (3.11)

The second term in (3.10) produces poles at ±i/2 with residues proportional to ǫ in Y-

functions, which account for the term ǫπsCm in (2.6).

One can see that the properties of T1,m being real and even imposes the following

constraints on the density and poles: ρ should be even and real as a function with a long

cut, while ba = b−a and ba = −b∗a.
Most of the equations in the paper are already expanded in ǫ, so it is convenient to

introduce expanded to the leading order versions of the quantities above. The leading order

part of the resolvent is10

G(u) =
1

2πi

2g
∫

−2g

dv
ρ(v)

u− v
. (3.12)

We also introduce the leading order T -functions Tm related to the leading order Y -

functions as

Ym =
T +
m T −

m

Tm+1Tm−1
− 1. (3.13)

Explicitly, the leading order part of (3.14) gives

Ts =
sin (s −G[s] +G[−s])φ0

sinφ0
. (3.14)

3.3 Final reduction to FiNLIE

We now use the ansatz discussed above and finalize the reduction of the initial Bremsstrahlung

TBA system to a finite set of equations. The remaining steps in the derivation are analo-

gous to [31] so we will be brief here (more details are given in Appendix C).

9i.e. a cut from −2g to 2g.
10The density ρ contains both the leading order in ǫ part and the linear correction, however, in this paper

we will never need to deal with this correction. Hence, we will denote the full density and its leading order

part by the same letter ρ hoping that this will not cause any confusion.
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The first two TBA equations (2.4), (2.5) contain the “fermionic” functions Φ and Ψ

in the left hand side. In order to deal with them, notice that after plugging the expansion

(2.2) of Y-functions into r defined by (3.7) one gets r = Φ/Ψ. Thus the equation (3.7) at

the leading order becomes

Φ

Ψ
=

T ++

1 T −−

1

T +−

1 T −+

1

, (3.15)

where the notation analogous to (3.8) is used. The equation (3.15) allows us to introduce

another quantity which will play an important role in the FiNLIE:

η ≡ ΨT2
T −+

1 T +−

1

=
ΦT2

T −−

1 T ++

1

. (3.16)

Using this definition and the explicit form of Tm (3.14) we are able to express Ψ and

Φ in terms of η, ρ and G. Then we plug them into the first two TBA equations and get

the first two FiNLIE equations (3.18), (3.19) which are given below.

To get the third FiNLIE equation we plug the explicit form of the Ym functions ex-

pressed through Tm using (3.13) and (3.6) into the equation for ∆a (Eq. (2.7)). This

equation then greatly simplifies (for a detailed derivation see Appendix C) and we find

∆a = K̃a∗̂ log η + log
Ta

sin aθ cot θ

∣

∣

∣

∣

u=0

. (3.17)

Combining this with the last equation of Bremsstrahlung TBA (2.8) we obtain (3.20).

In summary, the FiNLIE equations read:

η
sin θρ

sin θ
= −

∑

a

πCaK̂a, (3.18)

η
cos θρ cos (2−G+ +G−)θ − cos (2/G−G+ −G−)θ

sin θ sin (2−G+ +G−)θ
=

= s ∗
[

−2
X2

1 + Y2
+ π(K̂+

a − K̂−
a )Ca − πδ(u)C1

]

, (3.19)

Ca = (−1)aaTa(0)
(
√

1 +
a2

16g2
− a

4g

)2+2L

exp

[

K̃a∗̂ log
(

η
sinh 2πu

2πu

)]

. (3.20)

Here /G(u) is the average of the resolvent on both sides of the cut if u is on the cut,

and it is equal to G(u)+ ρ(u)/2 away from the cut. Other notation and the kernels can be

found in the Appendix A.

Our FiNLIE is a set of equations for functions ρ(u), η(u) and the coefficients Ca (we

remind that G is obtained from ρ according to (3.12)). As written this is a closed system

of equations up to one subtlety. Namely, the r.h.s. of the second equation, (3.19), also

includes an unknown function X2 which should contain the linear in ǫ correction to ρ. This

correction obeys an equation which is straightforward to derive by the same methods as in
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[31]11. However, in fact we will not need this equation in the following, so we do not write

it. It is replaced by a certain simple analyticity condition described in the next section.

This condition is a simple consequence of the novel Pµ-system formulation in Sec. 5, which

is, however, very hard to prove starting directly from TBA.

Finally, the FiNLIE should be also supplemented by a relation which determines the

residues of the resolvent at u = ia/2, i.e. the coefficients ba which we introduced in (3.10).

To derive it we compare residues at ia/2 of both sides of the third equation (2.6) in the

Bremsstrahlung TBA system. This gives a recursion relation of the form

qaba−2 − (qa + pa)ba + paba+2 = Ca, (3.21)

where qa and pa depend on the values of the resolvent at the points ia/2, i(a ± 2)/2, and

are defined in the Appendix C in which the derivation of (3.21) is discussed.

In the next section we will construct an analytic solution of this FiNLIE, leading to

an explicit expression for the energy.

4. Solving the FiNLIE: analytical ansatz

In the previous sections we presented the FiNLIE - a system of equations for Ca, ρ, η.

Following the spirit of [31], in order to solve it we will analyse the analytical properties of

η and ρ as functions in the whole complex plane. We will parametrize these functions in

terms of auxiliary Bethe roots, for which we will obtain a set of Bethe equations. Then

we solve them using Baxter equation techniques and obtain the result for the anomalous

dimension ΓL(g).

4.1 Analytical ansatz for η and ρ

In this section we will explore the analytical properties of ρ and η. Although one would

prefer to derive them starting from the FiNLIE, there seems to be no easy way to do

this. Instead we make a conjecture that the key quantities entering the FiNLIE do not

have infinitely many Zhukovsky cuts and then justify it using the novel Pµ-system [32]

formulation in section 5. We will show that this statement follows almost trivially from

the Pµ-system techniques. In this way we also justify similar assumptions made in [31]

without a proof.

The main assumption is that η has simple poles at ia/2 for a ∈ Z \ {0}, and η2(u) is
a meromorphic function in the whole complex plane. Then, taking into account that η is

even we can write the following representation

η2(u) = (cos θ)2
∏

k 6=0

u2 − u2k
u2 + k2/4

, (4.1)

where the product goes from −∞ to ∞. The prefactor (cos θ)2 comes from the asymptotics

η(u) → cos θ, u→ ∞, (4.2)

11see eq. (F3) in section 3.5 of [31]
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Figure 3: The S-cuts of η(u) and ρ(u). The function η(u) has an infinite number of square root

cuts, which we call S-cuts, each connecting uk (black dots) to −u
−k (grey dots). For ρ(u) these

cuts are logarithmic. The full set of branch points consists of {uk} together with {−uk}.

which is easily seen from the definition (3.16).

In [31], where the case θ = 0 was considered, η was a meromorphic function with poles

at ia/2 for nonzero integer a. In our case η2 rather than η is meromorphic. The analyticity

of η in the θ = 0 limit is recovered as pairs of zeros uk collide and produce a double zero.

We enumerate these zeros uk in such a way that the colliding pairs are uk and −u−k. For

large k the value of the factors under the product in (4.1) should approach 1, meaning that

the roots accumulate close to the half-integer points on the imaginary axis:

uk → ik/2, (4.3)

−u−k → ik/2, k → +∞.

Thus η has an infinite number of square-root cuts, each going between uk and −u−k, located

close to ik/2. We will refer to these cuts as S-cuts, and they are shown in Fig. 3.

Now let us explore the properties of the density ρ. Every kernel K̂a in the right

hand side of the first FiNLIE equation (3.18) is proportional to
√

u2 − 4g2, so the whole

expression has a cut from −2g to 2g, which we will call the Z-cut. First, let us note that ρ

is defined as a discontinuity of the resolvent G and as such it simply changes its sign when

passing the Z-cut and so the Z-cut is already taken care of by the sin θρ multiplier.

It is left to understand the behavior of ρ when we go through an S-cut. As the

combination η sin θρ has no S-cuts due to (3.18) and since η does have infinitely many

S-cuts, it must be that sin θρ changes its sign simultaneously with η when we go through

any S-cut leaving the whole expression unchanged. Next, let us show that cos θρ also
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changes sign on an S-cut. Indeed, in the second FiNLIE equation (3.19) the right hand

side does not have any S-cuts and the left hand side can be expanded into a sum of terms

proportional to η sin θρ and η cos θρ. Since from the first FiNLIE equation (3.18) we know

that η sin θρ does not branch on an S-cut, the same should be true for η cos θρ. Again,

since η changes its sign on S-cuts, the same should hold for cos θρ.

This means that on the Z-cut ρ changes its sign and on an S-cut it is shifted as

ρ→ ρ+ π/θ. (4.4)

The transformation properties of different quantities with respect to transitions through

Z- and S-cuts can be summarized into the following table:

η ρ cos θρ sin θρ

S-cut −η ρ+ π/θ − cos θρ − sin θρ

Z-cut η −ρ cos θρ − sin θρ

Having understood the transformation properties of ρ on both types of cuts, let us try

and build out of ρ a quantity which would be meromorphic. First of all, to this end it is

convenient to consider ρ as a function of Zhukovsky transformed variable x(u) such that

u

g
= x(u) +

1

x(u)
. (4.5)

It is easy to see that Zhukovsky transformation resolves the Z-cut: two sheets of the

Riemann surface connected by the cut in variable u become the interior and the exterior of

the unit circle in variable x. Thus as a function of x the density has only S-cuts. Moreover,

since on an S-cut ρ transforms to ρ+π/θ, the combination e2iθρ(x) is meromorphic in C\{0}.
Going under the Z-cut in variable u is equivalent to x→ 1/x transformation in variable x,

hence the property of ρ changing sign on the Z-cut now reads

e2iθρ(x) = 1/e2iθρ(1/x). (4.6)

Being meromorphic, e2iθρ(x) is completely characterized by its zeros and poles (and

asymptotics). Let us call the zeros outside the unit circle xk,+ and the zeros inside it

1/xk,−. Then from (4.6) one can see that the poles of e2iθρ(x) are 1/xk,+ and xk,−. These

poles and zeros are shown in Fig. 4.

It is convenient to introduce bookkeeping functions which encode xk,±

Q±(x) =
∏

k 6=0

xk,± − x

xk,±
. (4.7)

We denote their analytical continuation under the Z-cut by adding a tilde, i.e. Q̃±(x) =

Q±(1/x). Knowing the zeros and the poles of e2iθρ(x) and taking into account that ρ→ 0

as x→ ∞, we can reconstruct it uniquely as

e2iθρ(x) =
Q+Q̃−

Q−Q̃+

. (4.8)
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Using this representation for ρ we can fix η

zeros

poles

Figure 4: The singularities of ρ.

Poles and zeros of e2iθρ(x) inside and out-

side the unit circle. The density ρ has

logarithmic singularities at these points,

which are in fact images of ±uk under

the Zhukovsky map.

completely. Indeed, as discussed above the l.h.s. of

the first FiNLIE equation (3.18) does not have S-

cuts. On the other hand, we can use (4.8) to write

it in terms of Q as

η sin θρ =
η

2i

Q̃−Q+ − Q̃+Q−
√

Q−Q̃−Q+Q̃+

. (4.9)

Thus the square root in the denominator of (4.9)

should completely cancel the numerator of η which

is equal to
∏

k 6=0

√

u2 − u2k. The asymptotics of the

numerator should be sinh 2πu, because η(u) is fi-

nite at infinity. Thus the zeros of

√

Q−Q̃−Q+Q̃+

should approach the zeros of sinh 2πu and there is a

way to enumerate xk,+ so that xk,+ → ik/2 at large

k. Since ρ is odd12, the zeros of the numerator and the denominator of (4.8) should map

onto each other as sets under x→ −x. In particular, considering only the zeros outside the

unit circle, the zeros of Q+ map onto zeros of Q−. Then it is possible to enumerate the

zeros of Q− (i.e. xk,−) so that xk,+ = −x−k,−. Notice that now u(xk,+), u(x−k,−) → ik/2

as k → ∞. Introducing vk such that x(vk) = xk,+, we can write

Q+Q−Q̃+Q̃− =
∏

k 6=0

x− xk,+
xk,+

x− x−k,−
x−k,−

(

1− 1

xxk,+

)(

1− 1

xx−k,−

)

=
∏

k 6=0

u2 − v2k
−g2x2k,+

(4.10)

Comparing this product with the product in the numerator of η2 we see that uk and vk
coincide as sets. Up to relabelling we can set vk = uk, thus establishing the relation

uk/g = xk,+ + 1/xk,+ = −x−k,− − 1/x−k,−. (4.11)

Finally, we notice that the formula (4.8) allows us to find the resolvent in terms of

Q± without performing the integration which is prescribed by (3.12). Indeed, the function

G(u) defined as eiθG(u) =
√

Q̃+ (x(u)) /Q̃− (x(u)) decays at infinity, doesn’t have poles

on the main sheet (|x| > 1) and has a Z-cut with the discontinuity ρ, the same as the

resolvent. Hence by Liouville’s theorem it coincides with the resolvent.

Let us summarize the results of this section:

eiθρ =

√

Q+Q̃−

Q−Q̃+

, η = cos θ

√

Q+Q−Q̃+Q̃−

C̃ sinh 2πu
2πu

, (4.12)

eiθG =

√

Q̃+/Q̃− . (4.13)

12as a function with a short Z-cut
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In order to rewrite the ansatz for η (4.1) in the form above we used the identity

sinh 2πu

2πu
=

∞
∏

k=1

u2 + k2/4

k2/4
(4.14)

and we also introduced

C̃ =

∞
∏

k=1

−k2/4
g2xk,+xk,−

. (4.15)

We managed to write all the key quantities in terms of an infinite number of roots uk. By

plugging these expressions into the FiNLIE equations in the next couple of sections we will

find a closed set of Bethe-like equations for these roots.

4.2 Fixing residues of η

Here we will find a relation for the residues of η and as a result establish an important

relation between values of ρ and G at half-integer points on the imaginary axis which will

be used in the next section to derive an auxiliary Bethe-like equation. Here we only outline

the main steps, with more details given in Appendix D 13.

First, we will use the second FiNLIE equation (3.19), i.e.

η
cos θρ cos (2−G+ +G−)θ − cos (2/G−G+ −G−)θ

sin θ sin (2−G+ +G−)θ
= (4.16)

= s ∗
[

−2
X2

1 + Y2
+ π(K̂+

a − K̂−
a )Ca − πδ(u)C1

]

,

to compute the residue of η cos θρ at ia/2. According to our assumptions about analytical

properties of η, both sides of this equation have poles at ia/2. Using the identity (D.1) we

can get rid of the convolution with s. Then the residues at the pole on both sides can be

expressed through Ca, G(ia/2) and the residues of η cos θρ and Xa. Due to the presence

of X2, the residue of the r.h.s. appears to depend on ba (see the definition of G, where the

poles with residues ba appear in the first order in ǫ). However, as in [31], the dependence

on ba can be completely eliminated by taking into account the recursion relation (3.21).

Thus we can regard the second FiNLIE equation (3.19) as an equation for the residues of

η cos θρ which produces as shown in Appendix D:

Res
u=ia/2

(η cos θρ) =
1

2i
Ca

sin θ

tan (2G(ia/2)θ − aθ)
. (4.17)

In addition, let us make use of the first FiNLIE equation (3.18),

η
sin θρ

sin θ
= −

∑

a

πCaK̂a. (4.18)

Equating the residues of the poles at ia/2 on both sides gives us at once

Res
u=ia/2

(η sin θρ) = − 1

2i
Ca sin θ. (4.19)

13the calculation is analogous to that done in sections 3.2.1 and 4.2 of [31]
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The equations (4.17) and (4.19) that we have just derived allow us to relate ρ and G

at u = ia/2. Since we assume that ρ is regular at ia/2 and the pole comes from η, from

these two equations it is easy to see that

tan θρ(ia/2) = tan (aθ − 2G(ia/2)θ), (4.20)

leading to

θρ(ia/2) = aθ − 2θG(ia/2) + πn, n ∈ Z . (4.21)

We can also write this equation as14

exp [iθρ+ 2iθG(ia/2) − iaθ] = 1 . (4.22)

This relation already constrains the set of our parameters uk and will be very useful in the

next section.

4.3 Effective Bethe equations

Above we have parametrized ρ and η in terms of two families of roots xk,±. Here we will

show that these roots satisfy a set of Bethe-like equations, which will be solved in the

subsequent sections. In [31] the effective Bethe equation was derived by substituting the

ansatz for η into the FiNLIE equation for Ca. In our case this is Eq. (3.20) which reads

Ca = (−1)aaTa(0)
(
√

1 +
a2

16g2
− a

4g

)2+2L

exp

[

K̃a∗̂ log
(

η
sinh 2πu

2πu

)]

. (4.23)

Plugging into this equation our ansatz for η (4.12) and following the same steps as in [31],

we get

1 =

(

i

ya

)2L+2
√

Q̃+Q̃−
Q+Q−

, with ya ≡ x(ia/2). (4.24)

In the θ = 0 limit Q+ = Q− and this equation coincides with the effective Bethe equation

in [31]. In addition to (4.22) this equation allows to fix completely all the roots xk, thus

providing the full solution to the problem.

Indeed, expressing ρ and G in (4.22) through Q± by means of (4.12) and (4.13) we

obtain

1 = e−2uθ

√

Q+Q̃+

Q−Q̃−
, u = ia/2. (4.25)

Notice that this equation contains θ (as opposed to (4.24)) and tells us how the two families

of roots are separated. In the θ = 0 limit it has a trivial solution Q+ = Q−, causing

the roots xk,+ and −x−k,− to collide and producing double zeros in η2, thus making η

meromorphic.

14For odd n in (4.21) we would get minus in r.h.s. of (4.22), but this is incompatible with the small θ

limit (see Eq. (103) in [31]).
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Multiplying (4.25) and (4.24) we get rid of the square root and finally obtain the

following auxiliary Bethe equations:

1 = e−iaθ

(

i

ya

)2L+2 Q̃+(ya)

Q−(ya)
. (4.26)

We remind that ya stands for x(ia/2), a ∈ Z. From this equation we can find the Baxter

polynomials Q±. For that in the next section we will use the Baxter equation.

4.4 Baxter equations

At this point everything we want to know about the system is parametrized in terms of

two infinite series of roots xk,±. These roots are governed by the effective Bethe equations

(4.26), and to solve them we will apply Baxter equation techniques, similarly to [31].

Namely, let us construct the function

T(x) = e+2gθxxL+1Q−(x) + (−1)L
e−2gθ/x

xL+1
Q̃+(x). (4.27)

which encodes the whole set of auxiliary Bethe roots xk. We will call T(x) the Baxter

function. Due to the Bethe equations (4.26) we have T(ya) = 0. In addition, the relation

Q±(−x) = Q∓(x) means that T has a symmetry

T(−1/x) = −T(x) (4.28)

Let us now clarify the asymptotics of T(x). It is easy to see from the definitions (4.7)

and (3.16) that Q̃± → 1 and η → cos θ at large x. Moreover, since Q±(−x) = Q∓(x), the

asymptotics of Q+ and Q− at large u are the same and from (4.12) we get

Q± ∼ C̃
sinh 2πu

2πu
, u→ +∞ . (4.29)

Therefore the second term in (4.27) is suppressed15 compared to the first one and the

asymptotics of the whole expression at large x is T(x) ∼ xLe2g(π+θ)x. Then from (4.28) we

can find the asymptotics of T(x) at x → 0, and combining all these analytical properties

together we can fix T uniquely to be

T(x) = sinh(2πu)e2gθ(x−1/x)PL(x), (4.30)

where PL(x) should be a rational function with behavior ∼ xL at infinity. Since T(x)

should not have singularities apart from x = 0 and x = ∞, the function PL must be a

polynomial in x and 1/x. Moreover, (4.28) means that PL(−1/x) = −PL(x) and hence we

can write

PL(x) = C1x
L + C2x

L−1 · · ·+ (−1)LC1x
−L. (4.31)

To find T(x) explicitly it only remains to determine the coefficients Ci. This is straightfor-

ward to do by imposing the condition that the r.h.s. of (4.30) does not contain powers of

x from −L to L in its Laurent expansion (as follows from (4.27)) which must be the case

since Q− is regular at the origin.

15Strictly speaking this is so for −π < θ < π. Using periodicity in θ we can always restrict ourselves to

this range.
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4.5 The energy

Before proceeding with fixing completely the Baxter function T(x), let us explain how to

extract from it the value of the energy. To do this we will use the first FINLIE equation

(3.18)– at large u each of the kernels K̂a in its r.h.s. decays as 1/u, so the whole sum is

proportional to the sum in the definition of ΓL(g) (2.11). Hence we get

ΓL(g) = −i(φ− θ)θ lim
u→∞

uρ(u). (4.32)

The density is defined through Q± in (4.12), so we can find the asymptotics of Q± from

(4.30), plug them into (4.12) and finally get

ΓL(g) = −2(φ− θ)g

[

− C2

2C1
+
c

2
+ gθ

]

, (4.33)

where c is the leading expansion coefficient of Q±:

Q±(x) ≃ 1∓ cx , x→ 0. (4.34)

Notice that the coefficients C1, C2 are also encoded in Q±: from (4.27), (4.30) we find

Q±(x) ≃ sinh(2πu)

[

C1

x
± 2gθC1

x2
∓ C2

x2
+ . . .

]

, x→ ∞ . (4.35)

Now we have all the necessary tools to obtain the energy explicitly.

4.6 The L = 0 case

Let us first discuss the L = 0 case, because it is technically simpler. The function PL(x)

from (4.30) is then just a constant,

PL(x) = C1. (4.36)

To fix it we need to know the expansion of (4.30) in powers of x. Using that the exponent

of x + 1/x is a generating function for the modified Bessel functions of the first kind,

e2πg(x+1/x) =
∞
∑

n=−∞
In(4πg)x

n, we get the expansion

sinh (2πg(x + 1/x)) e2gθ(x−1/x) =

+∞
∑

n=−∞
Iθnx

n, (4.37)

where Iθn are the “deformed” Bessel functions

Iθn =
1

2
In

(

4πg

√

1− θ2

π2

)[(

√

π + θ

π − θ

)n

− (−1)n

(

√

π − θ

π + θ

)n]

. (4.38)

Below we will omit the argument of In, always assuming it to be the same as in (4.38).

The expansion (4.37) allows us to write the Baxter function (4.30) as

T(x) = e+2gθxxQ−(x) +
e−2gθ/x

x
Q+(1/x) = C1

+∞
∑

n=−∞
Iθnx

n.
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We can now find Q− as the regular part of the Laurent expansion of T:

Q−(x) = C1
e−2gθx

x

+∞
∑

n=1

Iθnx
n. (4.39)

From (4.7) we see that Q±(0) = 1, so setting x = 0 in the last equation we fix C1 as

C1 =

√
π2 − θ2

πI1
. (4.40)

Since L = 0 we have C2 = 0, while the coefficient c in (4.34) is read off from (4.39):

c = −2gθ +
2θ√

π2 − θ2
I2
I1
. (4.41)

Then from (4.33) we get the energy

ΓL = −2(φ− θ)
θg√

π2 − θ2

I2

(

λ̃1/2
)

I1

(

λ̃1/2
) , λ̃ = (4πg)2

(

1− θ2

π2

)

. (4.42)

Remarkably, this is precisely the localization result of [15]! This is the first successful check

of our construction.

4.7 Non-zero L

Let us now find the explicit expression for the energy at any L.

First we need to compute the coefficients Ck, using the equation (4.30). From (4.27)

we see that the left hand side of (4.30) should not contain terms with powers of x from

−L to L, and also the coefficient of the xL+1 term should be 1. After we expand the right

hand side according to (4.37) this condition generates 2L+1 equations for 2L+1 variables

Ck:



















L
∑

k=−L

Iθm−kCk+L+1 = 0, m = −L+ 1 . . . L,

L
∑

k=−L

Iθm−kCk+L+1 = 1, m = L+ 1.

(4.43)

This linear system can be formulated in matrix form:

(M2L)ikCk+L+1 = δi,L+1, (4.44)

where

MN =

















Iθ1 Iθ0 · · · Iθ2−N Iθ1−N

Iθ2 Iθ1 · · · Iθ3−N Iθ2−N
...

...
. . .

...
...

IθN IθN−1 · · · Iθ1 Iθ0
IθN+1 IθN · · · Iθ2 Iθ1

















. (4.45)
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By Cramer’s rule we obtain the solution

Ck =
detM(2L+1,k)

2L

detM2L
, (4.46)

whereM(a,b)
N is the matrix obtained fromMN by deleting ath row and bth column. Plugging

these coefficients into PL(x) we can combine it into a determinant again:

PL(x) =
1

detM2L

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

Iθ1 Iθ0 · · · Iθ2−2L Iθ1−2L

Iθ2 Iθ1 · · · Iθ3−2L Iθ2−2L
...

...
. . .

...
...

Iθ2L Iθ2L−1 · · · Iθ1 Iθ0
x−L x1−L · · · xL−1 xL

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

. (4.47)

Notice that now from (4.30) we have the Baxter function T(x) in a fully explicit form.

In particular, one can easily find the functions Q± encoding the Bethe roots. Namely, Q−
is the regular part of the Laurent expansion of T(x),

Q−(x) = x−L−1e−2gθx [T(x)]+ , (4.48)

while Q+(x) = Q−(−x).
It remains to find c – the coefficient of expansion of Q± which enters the expression

for ΓL(g). Consider expansion of (4.30) around x = 0, taking into account the definition

of T (4.27):

(1+ 2gθx+ . . . )xL+1(1+ cx+ . . . )+negative powers =
+∞
∑

n=−∞
Iθnx

n
L
∑

k=−L

Ck+L+1x
k (4.49)

Equating the coefficients of xL on both sides we get

2gθ + c =

L
∑

k=−L

IL+2−kCk+L+1 . (4.50)

Plugging the solution for Ck into the right hand side of the last equation we see that it

combines nicely into a ratio of two determinants, resulting in

c = −2gθ +
detM(2L+1,2L+2)

2L+1

detM2L
. (4.51)

The determinants detM(a,b)
N satisfy a number of useful identities which we describe in

Appendix F. They allow us to bring the expressions for c and C1/C2 to the following form:

c = −2gθ +
detM(1,2)

2L+1

detM(1,1)
2L+1

, C1/C2 =
detM(1,2)

2L

detM(1,1)
2L

. (4.52)

Finally we can plug (4.52) into (4.33) and write our main result for ΓL(g)
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ΓL(g) = (φ− θ)g (r2L−1 − r2L) , rN =
detM(1,2)

N+1

detMN
. (4.53)

Using the identities given in Appendix F, we can represent it in a compact form. The final

formula reads

ΓL(g) =
φ− θ

4
∂θ log

detM2L+1

detM2L−1
. (4.54)

This is our main result which was announced in the Introduction. As an example, for L = 1

it reduces to

Γ1(g) = (φ− θ)g
1

Iθ1

(

Iθ2
)3 − 2Iθ1I

θ
2I

θ
3 +

(

Iθ1
)2
Iθ4

(

Iθ1
)2 − Iθ1I

θ
3 +

(

Iθ2
)2 , (4.55)

while for higher values of L the expression becomes quite lengthy.

A form more suitable for some calculations is

ΓL(g) = (−1)L+1(φ− θ)g
detM(1,2L+2)

2L+1

detM2L
. (4.56)

Notice that here the matrix in the numerator is just M2L with all indices of deformed

Bessel functions Iθn increased by 1.

The explicit result for the energy (4.54) concludes our analytical solution of the cusp

TBA equations. In the next subsection we will describe several checks of the result.

4.8 Weak and strong coupling limit

While for L = 0 our result matches fully the prediction from localization, at nonzero L our

result is new. Here we will show that it passes several nontrivial checks.

At strong coupling our computation should reproduce the energy of the corresponding

classical string solution which was computed in [31] (see also [11] for relevant calculations

at strong and at weak coupling). To do this we first expanded the energy at large g and

fixed L for several first values of L. The dependence on L happened to be polynomial

which allows us to easily extend the result to an arbitrary L (see (E.4)):

ΓL

2(φ− θ)θ
= − g√

π2 − θ2
+

6L+ 3

8 (π2 − θ2)
− 3

((

6L2 + 6L+ 1
)

π2 − 2θ2(L+ 1)L
)

128gπ2 (π2 − θ2)3/2
+ . . .

(4.57)

To compare with the classical string energy we re-expanded this formula in the regime

when L and g are both large, but L = L/g is fixed. Then at leading order in g we found
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(more details are given in Appendix E)

ΓL

2(φ− θ)θ
=

(

− g
π
+

3L

4π2
− 9L2

64gπ3
− 5L3

256g2π4
+

45L4

16384g3π5

)

(4.58)

+ θ2
(

− g

2π3
+

3L

4π4
− 21L2

128gπ5
− L3

16g2π6
− 105L4

32768g3π7

)

+ θ4
(

− 3g

8π5
+

3L

4π6
− 99L2

512gπ7
− 3L3

32g2π8
− 2085L4

131072g3π9

)

+ θ6
(

− 5g

16π7
+

3L

4π8
− 225L2

1024gπ9
− L3

8g2π10
− 7905L4

262144g3π11

)

+ θ8
(

− 35g

128π9
+

3L

4π10
− 1995L2

8192gπ11
− 5L3

32g2π12
− 97425L4

2097152g3π13

)

,

which perfectly matches the expansion of the classical string energy from [31]! Since the

classical energy was derived without appealing to integrability, this matching is a direct

test of our calculation for nonzero L.

At weak coupling we can compare our result to the leading Luscher correction to the

energy. This correction was computed, as well as shown to follow from the TBA equations,

in [21], [20] for generic φ and θ. It was also reproduced in [12]16 by a direct perturbative

calculation. When θ ∼ φ this Luscher correction reduces to

ΓL = (φ− θ)g2L+2 (−1)L(4π)1+2L

(1 + 2L)!
B1+2L

(

π − θ

2π

)

+O(g2L+4) (4.59)

where B1+2L are the Bernoulli polynomials. For L = 0, 1, 2, 3, 4 we have checked that this

expression precisely coincides with the leading weak-coupling term of our result.

5. Relation to the Pµ-system

In [32] a new efficient and compact formalism describing the spectrum of planar AdS/CFT

was proposed. It is based on the underlying (classical) integrability of the Hirota equation,

analytical properties of T-functions in some special gauge and an additional structure

identified with Z4 symmetry observed in [5]. In this section our goal is to identify the main

objects entering the Pµ-system, i.e. a 4D vector function Pa of the spectral parameter,

and an antisymmetric 4× 4 matrix µab. According to [32] these objects have the following

properties:

• Pa has a single cut [−2g, 2g] on the main “physical sheet” and no other singularities.

The analytical continuation under the cut denoted as P̃a is given by

P̃a = −µabχbcPc , χbc =











0 0 0 −1

0 0 1 0

0 −1 0 0

1 0 0 0











, (5.1)

16except for the overall coefficient which was not fixed in [12]
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or, explicitly,



























P̃1 = −µ1,2P3 + µ1,3P2 − µ1,4P1,

P̃2 = −µ1,2P4 + µ2,3P2 − µ2,4P1,

P̃3 = −µ1,3P4 + µ2,3P3 − µ3,4P1,

P̃4 = −µ1,4P4 + µ2,4P3 − µ3,4P2.

(5.2)

• As the branch points are of the square-root type, the analytical continuation of P̃a

under the cut should give Pa again which is the case if

µχµχ = 1. (5.3)

• µab also has no poles, but infinitely many cuts [−2g+ in, 2g+ in], n ∈ Z which are all

related to each other. The discontinuity on the cut on the real axis (i.e. with n = 0)

is given by

µ̃ab − µab = P̃aPb − P̃bPa. (5.4)

• µ is periodic as a function with “long” cuts (i.e. connecting the branch points ±2g

with infinity, see [5]), which means that

µab(u+ i) = µ̃ab(u) . (5.5)

• Any Y-function can be expressed solely in terms of Pa and µab. In particular

Y1,1Y2,2 = 1 +
P1P̃2 −P2P̃1

µ12
. (5.6)

Since we posses an exact solution of the Y-system we are in a rather unique situation

when we can test the proposal thoroughly. We will also check an important assumption

made in the derivation above about the absence of cuts in η2 and show that this is indeed

a prediction of the Pµ-system.

The way the construction goes is the following. We have to make a gauge transforma-

tion to a special T-gauge introduced in [5] and then read P1 and P2 off T1,s:

T1,s = P
[+s]
1 P

[−s]
2 −P

[+s]
2 P

[−s]
1 = h[+s]h[−s]T1,s, (5.7)

where the function h defines the gauge transformation and should be found from the gauge-

fixing condition [5]17:

T1,1(u− i
2 − i0)T1,1(u+ i

2 + i0)− T1,1(u− i
2 + i0)T1,1(u+ i

2 − i0)

T1,2(u)
= µ12 (Y1,1Y2,2 − 1) ,

(5.8)

17Namely, Eq. (5.36) in [5], where one should also use the identification µ12 = F
+
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which in our notation gives:

h[+0]h[−0] sin θρ

sin θ
= µ12 (1− Y11Y22) = 2ǫ (Φ−Ψ)µ12 . (5.9)

We can already see an important feature of our limit which is that h ∼ ǫ1/2 → 0. This

is the main reason for the simplification in the construction as we shall see soon. Using

(3.18) we get

h[+0]h[−0] = −2ǫηµ12 . (5.10)

Comparing (5.7) with our ansatz from section 3 18

T1,s =
Q

[+s]
1 Q

[−s]
2 −Q

[−s]
1 Q

[+s]
2

2i sin θ
, Q1 = e+θu−iθG , Q2 = e−θu+iθG (5.11)

we deduce

P1 ∝ hQ1 , P2 ∝ hQ2 , (5.12)

which implies that P1,P2 are small in our limit. Then due to (5.4) this means that the

discontinuity of µ12 is small and thus to the leading order µ12 is a meromorphic function

without cuts. Then from (5.6) and Y11Y22 − 1 = 2ǫ (Ψ− Φ) we see that µ12 must have

zeros at u = in/2, because from the first Bremsstrahlung TBA equation, Eq. (2.4), Ψ−Φ

has poles at those points. Furthermore µ12 is a periodic function due to (5.5). We will

see that we can identify µ12 = sinh(2πu). Indeed with this choice sinh(2πu) appearing in

(5.10) through

η =
cos θ

C̃

2πu

sinh 2πu

√

Q̃−Q̃+Q−Q+ (5.13)

cancels and we get

h[+0]h[−0] = −4πuǫ cos θ

C̃

√

Q̃−Q̃+Q−Q+. (5.14)

Requiring h2 to be regular and to decay as 1/x2L+1 [5] we get from (5.14)

h2 = −4πǫ cos θ

C̃

u

x2L+2
Q̃−Q̃+, (5.15)

which then implies for P1 and P2

P1 = C

√
ue+θuQ̃−
xL+1

, P2 = (−1)L+1C

√
ue−θuQ̃+

xL+1
, (5.16)

where C =
√

−2πi(φ− θ)/C̃. Next we can see that upon identification µ14 = µ23 = µ34 = 0

and µ13 = −µ24 = 1 the Baxter equation (4.27), (4.30) becomes (5.2) if in addition we set

P3 = −Cegθ(x−1/x)√uPL(+x), (5.17)

P4 = −Ce−gθ(x−1/x)√uPL(−x) . (5.18)

18notice that we are free to replace Q-functions by their linear combinations, since T is given by a

determinant
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We can check now that all properties of the Pµ system are satisfied.

Now when we see that Pµ works nicely in our case we can revert the logic and start

from Pµ-system which by itself can be derived starting from TBA equations in a rather

nontrivial way (see [41]). From (5.14) and (5.12) and using that in our ansatz Q1Q2 = const

we can write η up to a constant as

η2 ∝ P1P2P̃1P̃2

µ212
. (5.19)

From here we see that in general µ12 has infinitely many cuts and also P̃a will have infinitely

many cuts and thus most likely η would in general have infinitely many cuts. However,

the particularity of our limit is that Pa ≃ ǫ1/2 → 0 and thus the discontinuity of µab is

vanishing. As a result P̃a will have only the cut on the real axis which obviously cancels

in the combination (5.19). Thus we conclude that η2 indeed should have no cuts as was

anticipated in the previous sections. This completes our derivation.

6. Conclusions

In this paper we have computed explicitly the generalized cusp anomalous dimension

ΓL(g, φ, θ) in the near-BPS limit when φ ≈ θ. We have thus extended the θ = 0 cal-

culation of [31] to the arbitrary θ case. Our result (4.54) is fully non-perturbative and

covers generic values for three (g, L and θ) out of four parameters in the cusp anomalous

dimension.

At L = 0 our result matches an earlier localization calculation. For nonzero L it serves

as a new integrability-based prediction for localization techniques, and is fully confirmed

by nontrivial checks both at strong and at weak coupling.

To compute the cusp anomalous dimension we solved exactly the system of near-BPS

cusp TBA equations. The angle θ enters these equations as a twist parameter similar to

those arising for integrable γ and q−deformations of N = 4 SYM.19 We have generalized

the powerful FiNLIE approach to the twisted case and thus reduced the infinite TBA sys-

tem to a finite set of equations. We then solved these equations analytically, encountering

deformed versions of several remarkable structures (effective Bethe equations/Baxter equa-

tions) discovered at θ = 0 in [31]. The very rare situation of having an exact solution of

the TBA also allowed us to test a novel Pµ-system reformulation of the spectral problem.

Our result for ΓL has a form of a logarithmic derivative of a ratio of determinants,

which hints that it could be obtained as an expectation value of some quantity in a matrix

model. As in the θ = 0 case [31] we expect that matrix model techniques should be very

useful to analyze the semiclassical expansion of our predictions at large L.

It would be interesting to explore further the role of the effective Bethe equations that

arose in our construction, and to study their interplay with the Bethe ansatz for excitations

on top of the ZL insertion in the Wilson loop.

19See e.g. [42] for a discussion of the spectral TBA and Y-system in the deformed theory.
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While in this paper we have solved the generic near-BPS case, other regimes may

be found where the cusp TBA would also admit an explicit solution – for example, the

“ladders” limit when iθ → ∞ with fixed geiθ. On the whole, an impressive amount of

perturbative data for the cusp anomalous dimension is available [12, 13, 14], which should

be reproduced from the TBA.

In general, many of the open questions discussed in [31] should be easier to attack now

that we have an extra parameter θ in the exact solution. We hope to return to some of

these points in future work.
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A. Notation and conventions

In this appendix we summarized the notation which is used throughout the paper. The

basic definitions are in the first subsection, and the second one contains a glossary of

integration kernels.

Basic notation

f [±a] ≡ f(u± ia), f± ≡ f(u± i/2), (A.1)

f [±0] = f(u± i0), f±± = f(u± i/2 ± i0). (A.2)

Im,n ≡ δm+1,n + δm−1,n. (A.3)

The Zhukovsky transformation x(u) is defined by

u

g
= x(u) +

1

x(u)
. (A.4)

with g =
√
λ

4π . We also found it convenient to denote

T = eiθ, ca = e2iG(ia/2), ya = x(ia/2), (A.5)

where G is the resolvent from (3.12).
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Kernels in the TBA

We denote by ∗ the convolution over the full real axis from −∞ to ∞, and by ∗̂ the

convolution over the range −2g < u < 2g.

Our definitions of the kernels coincide with the ones used in [21] and [31], and we

summarize them below:

s(u, v) =
1

2 cosh(π(u− v))
, (A.6)

Ka(u, v) =
2a

π(a2 + 4(u− v)2)
, (A.7)

K̂a(u) = K̂y,a(u, 0) =

√

4g2 − u2

4g2 + a2/4
Ka(u), K̃a(u) =

√

4g2 + a2/4

4g2 − u2
Ka(u), (A.8)

Kn,m(u, v) =

n−1
2
∑

j=−n−1
2

m−1
2
∑

k=−m−1
2

K2j+2k+2(u, v), (A.9)

K(u, v) =
1

2πi

√

4g2 − u2

4g2 − v2
1

v − u
, (A.10)

logFa(a, g) = K̃a∗̂ log
sinh(2πu)

2πu

∣

∣

∣

∣

u=0

. (A.11)

r(u, v) =
x(u)− x(v)
√

x(v)
, b(u, v) =

1/x(u) − x(v)
√

x(v)
, (A.12)

R(ab)
nm =

n−1
2
∑

j=−n−1
2

m−1
2
∑

k=−m−1
2

1

2πi

d

dv
log

r(u+ ia/2 + ij, v − ib/2 + ik)

r(u− ia/2 + ij, v + ib/2 + ik)
, (A.13)

B(ab)
nm =

n−1
2
∑

j=−n−1
2

m−1
2
∑

k=−m−1
2

1

2πi

d

dv
log

b(u+ ia/2 + ij, v − ib/2 + ik)

b(u− ia/2 + ij, v + ib/2 + ik)
, (A.14)

Given the definitions above one can prove the following identities (see [21]):

R(10)
a1 (u, v) + B(10)

a1 (u, v) = Ka(u, v), (A.15)

R(10)
a1 (u, v) − B(10)

a1 (u, v) = K(u+ ia/2, v) −K(u− ia/2, v), (A.16)

R(01)
1a (u, v) + B(01)

1a (u, v) = Ka(u, v), (A.17)

R(01)
1a (u, v) − B(01)

1a (u, v) = K̂y,a(u, v) = K(u, v − ia/2) −K(u, v + ia/2), (A.18)

R(01)
2n =

1

2

(

K̂+
n − K̂−

n +K+
n +K−

n

)

(A.19)
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K̃ab = R(10)
ab + B(10)

ab−2 = (A.20)

=
1

2

(

K̃ [b−1]
a − K̃ [−b+1]

a +K [b−1]
a +K [−b+1]

a

)

+
a
∑

r=1

Kb−a−3+2r

K̂ba = R(01)
ba + B(01)

b−2,a = (A.21)

=
1

2

(

K̂ [b−1]
a − K̂ [−b+1]

a +K [b−1]
a +K [−b+1]

a

)

+

a
∑

r=1

Kb−a−3+2r

B. Bremsstrahlung TBA in the near-BPS limit

Here we give more details concerning the derivation of the simplified Bremsstrahlung TBA

system from the cusp TBA equations of [21, 20].

Asymptotic solutions

As it was mentioned in section 2, the main difference between the spectral TBA and the

cusp TBA is the asymptotic large L solution. In order to obtain the asymptotic solution

in our limit we expand in small ǫ the asymptotic solution given in [21] (denoting the

asymptotic Y-functions by bold font as in [21])

Y1,1 = 1/Y2,2 = − cos θ

cosφ
≈ −1− ǫ, (B.1)

Ya,1 =
sin2 φ

sin(a+ 1)φ sin(a− 1)φ
≈ Aa −

ǫ

tanφ0
Ba, (B.2)

1/Y1,s =
sin2 θ

sin(s+ 1)θ sin(s− 1)θ
≈ As +

ǫ

tan φ0
Bs, (B.3)

with Aa and Ba given by

Aa =
sin2 φ0

sin(1 + a)φ0 sin(a− 1)φ0
, Ba =

4 sinφ0 sin aφ0(a cos aφ0 sinφ0 − cosφ0 sin aφ0)

(cos 2φ0 − cos 2aφ0)2
.

(B.4)

Thus for the asymptotic solution the leading orders of the Y-functions (as defined in (2.2))

read

Φ = Ψ =
1

2
, (B.5)

Ya = Aa, (B.6)

Xa =
Ba cot φ0

Aa
, (B.7)

and we also have

Ya,0 ≈
((φ− θ) sin aφ0)

2

u2
a2

(

F (a, g)
z
[−a]
0

z
[+a]
0

)2

, u→ 0. (B.8)
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Derivation of Bremsstrahlung TBA

First, plugging into the cusp TBA equations of [21] our expansion (2.2) of the Y-functions

and using the asymptotic solutions derived in the previous section we obtain

Ψ− 1

2
= Km−1 ∗

(

Xm
Ym

1 + Ym
− Bm cotφ0

1 +Am

)

− πCaR(01)
1a (u, 0), (B.9)

Φ− 1

2
= Km−1 ∗

(

Xm
Ym

1 + Ym
− Bm cotφ0

1 +Am

)

− πCaB(01)
1a (u, 0), (B.10)

log
Ym

Am
= −Km−1,n−1 ∗ log

1 + Yn

1 +An
−Km−1∗̂ log

Ψ

Φ
, (B.11)

Xm − Bm cotφ0
Am

= −Km−1,n−1 ∗
( Yn

1 + Yn
Xn − Bn cot φ0

1 +An

)

+ πCn

[

R(01)
mn + B(01)

m−2,n

]

(u, 0),

(B.12)

∆a = [R10
ab + B10

a,b−2]∗̂ log
1 + Yb

1 +Ab
+R10

a1∗̂ log
(

Ψ

1/2

)

− B10
a1∗̂ log

(

Φ

1/2

)

,

(B.13)

Ca = (−1)a+1a
sin aφ0
tan φ0

(
√

1 +
a2

16g2
− a

4g

)2+2L

F (a, g)e∆a . (B.14)

Using the strategy described for the small angles case in Appendix F of [21] we can simplify

these equations and get

Ψ− Φ = πCa

[

B(01)
1a −R(01)

1a

]

(u, 0), (B.15)

Ψ + Φ =

(

B2 cot φ0
A2(1 +A2)

+ 1

)

− 2s ∗ X2

1 + Y2
+ 2πCns ∗ R(01)

2n − πCa

[

R(01)
1a + B(01)

1a

]

(u, 0),

(B.16)

log
Ym

Am
= s ∗ Im,n log

( Yn

1 + Yn

1 +An

An

)

+ δm,2s∗̂ log
Φ

Ψ
, (B.17)

Xm =
Bm cotφ0

Am
+ s ∗ Im,n

( Xn

1 + Yn
− Bn cotφ0

(1 +An)An

)

+ πCms+ δm,2s∗̂(Φ−Ψ). (B.18)

Finally, substituting the explicit form of An, Bn we can simplify the equations even further.

Using that

B2 cotφ0
A2(1 +A2)

= −1, (B.19)

Bm cotφ0
Am

− 1

2
Im,n

Bn/An cotφ0
1 +An

= 0, (B.20)

and

1

2
log

1 +Am+1

Am+1

1 +Am−1

Am−1
+ logAm = 0. (B.21)

we obtain the final form of the equations as written in section 2.

– 29 –



C. Derivation of FiNLIE – details

In this appendix we extend section 3 by explaining in more detail reduction of the Bremsstrahlung

TBA equation (2.4)-(2.8) to a set of three equations (3.18)-(3.20) for the quantities η(u), ρ(u),Ca

called FiNLIE.

Ψ± Φ equations

The left hand sides of the first two Bremsstrahlung TBA equations are Ψ ± Φ. Let us

express this combination in terms of ρ and η. Using the definition (3.16) of η and the

explicit form (3.14) of Tm we get

Ψ− Φ =
T −+

1 T +−

1 − T −−

1 T ++

1

T2
η =

sin ρθ

sin θ
η (C.1)

and

Ψ + Φ =
T +−

1 T −+

1 + T −−

1 T ++

1

T2
η =

cos ρθ cos (2−G+ +G−)θ − cos (2/G −G+ −G−)θ

sin θ sin (2−G+ +G−)θ
η.

(C.2)

Comparing this with the first two equations of Bremsstrahlung TBA (Eq. (2.4) and Eq.

(2.5)) gives the first two FiNLIE equations (3.18) and (3.19).

Equation for ∆a

Here we discuss the reduction of the equation (2.7) for ∆a to the third FiNLIE equation

(3.20). Using identities for kernels (2.7) can be written as

∆a =
1

2
Ka∗̂ log

Ψ

Φ
+

1

2
K̃a∗̂ log

(

ΨΦ

1/4

)

+
∞
∑

b=2

K̃ab ∗ log
(

1 + Ya

1 +Aa

)

. (C.3)

Let us introduce a notation for the asymptotic large u values of Ta:

ψa =
sin aφ0
sinφ0

. (C.4)

We can transform equation (C.3) performing the same manipulations as in section 3.3 of

[31]. The only difference is that we are using Ta divided by their asymptotic values ψa in

order to ensure validity of manipulations with infinite sums below. We express Y-functions

through T-functions and split the infinite sums as follows:

∞
∑

b=2

K̃ab ∗ log
(

1 + Yb

1 +Ab

)

=

∞
∑

b=2

K̃ab ∗
[

log
T +
b

ψ+
b

+ log
T −
b

ψ−
b

− log
Tb+1

ψb+1
− log

Tb−1

ψb−1

]

= (C.5)

=

∞
∑

b=2

[

K̃+
ab + K̃−

ab − K̃a,b−1 − K̃a,b+1

]

∗ log Tb
ψb

+ K̃a,1 ∗ log
T2
ψ2

− K̃a,2 ∗ log
T1
ψ1
. (C.6)

We have checked numerically that this last shifting of indices in the infinite sums is valid,

i.e.

lim
B→∞

K̃aB+1 ∗ log
TB
ψB

− K̃aB ∗ log TB+1

ψB+1
= 0. (C.7)
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The expression in square brackets in (C.6) is zero almost everywhere, as one can see from

the equation (46) of [31]. Taking into account that K̃a,1 = 0 one gets

∆a =
1

2
K̃a∗̂ log

ΨΦT 2
2

T +−

1 T ++

1 T −−

1 T −+

1

− K̃a∗̂ log
ψ2

ψ+
1 ψ

−
1

+ log
2Ta
ψa

. (C.8)

Recalling the definition of η (the second equality is due to (3.15))

η ≡ ΨT2
T −+

1 T +−

1

=
ΦT2

T −−

1 T ++

1

(C.9)

we find

∆a = K̃a∗̂ log η − K̃a∗̂ log
ψ2

ψ+
1 ψ

−
1

+ log
2Ta
ψa

(C.10)

Substituting the explicit form of ψa and taking into account that K̃a∗̂1 = 1 we finally

obtain

∆a = K̃a∗̂ log η + log
Ta

sin aφ0 cotφ0

∣

∣

∣

∣

u=0

(C.11)

thus giving Eq. (3.17) presented in the main text.

Fixing the residues ba

The residues ba of G(u) at ia/2 satisfy a recursion relation which we derive in this section by

comparing poles on both sides of (2.6). This recursion relation is used to find the residues

of η and obtain a relation between G(ia/a) and ρ(ia/2) which is described in section 4.2

and in more details in appendix D.

By construction, the only poles in 1/Y1,m(u) can originate from the poles of the re-

solvent at u = ia/2, a ∈ Z. Consistently with this the equation (2.6) tells the residue at

u = 0 should cancel and the residue at u = i/2 should obey

log Y1,m ≈ −ǫ Cm

2i(u− i/2)
. (C.12)

Expressing Y1,m through T -functions which are written in terms of the resolvent (see (3.2),

(3.6)), and expanding at u = i/2, we obtain the recursion relation for ba which was given

in (3.21):

qaba−2 − (qa + pa)ba + paba+2 = Ca, (C.13)

where explicitly

qa = i
4T 2ca−2 log T (T

2a − c2a)

(T 2ca−2 − ca)(T 2a − T 2ca−2ca)
, (C.14)

pa = i
4T 2ca+2 log T (T

2a − c2a)

(T 2ca − ca+2)(T 2a+2 − T 2caca+2)
, (C.15)

T = eiθ, (C.16)

ca = e2iG(ia/2). (C.17)
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D. Fixing the residues of η – details

In this appendix we find the residues of η at ia/2 from the second FiNLIE equation (3.19).

These residues are then used in the section 4.2 to derive the relation (4.21).

To use (3.19) let us first of all get rid of the convolution in the r.h.s. by using the

following property of s: for any function f analytical in the strip |Im u| < 1/2 but having

poles at u = ±i/2 with residues ∓iC/2

f = s ∗ g + πCs(u) ⇔ f+(u− i0) + f−(u+ i0) = g(u). (D.1)

Thus Eq. (3.19) takes the form

(

cos ρθ cos (2−G+ +G−)θ − cos (2/G−G+ −G−)θ

sin θ sin (2−G+ +G−)θ
η

)+−

+ c.c =

= −2
X2

1 + Y2
+ π(K̂+

a − K̂−
a )Ca. (D.2)

Consider the residue at ia/2 of both sides of (D.2). The terms that appear after expanding

the right hand side are proportional either to η sin θρ, or to η cos θρ. We know the residues

of the first type of terms from the first FiNLIE equation (3.18):

Res
u=ia/2

(η sin θρ) = −πCa

2πi
sin θ. (D.3)

To deal with the terms proportional to η cos θρ let us introduce the notation

Res
u=ia/2

(η cos θρ) =
ea
2πi

. (D.4)

In the right hand side of (D.2) residues of Xa are expressed in terms of coefficients ba whose

explicit value we do not know. However, a nice cancellation helps us to proceed. The residue

at ia/2 of the Xm/(1 + Ym) term has the form k1ba−3 + k2ba−1 + k3ba+1 + k4ba+3, where

ki are some clumsy coefficients. Nevertheless when we use the recursion relation (3.21) to

exclude ba−3 and ba+3 we see that ba−1 and ba+1 also cancel out! Thus we get an equation

completely in terms of ea and Ca:

− T (T 2ca−1 − ca+1)

π(T 2 − 1)

(

ea−1(T
2ca−3 − ca−1)

ca−1(T 4ca−3 − ca+1)
+
ea+1(T

2ca+1 − ca+3)

ca+1(T 4ca−1 − ca+3)

)

+

+
Ca+1(ca+1 − T 2ca−1)(c

2
a+1 + T 2a+2)(T 2ca+1 − ca+3)

2ca+1(T 2a+2 − c2a+1)(T
4ca−1 − ca+3)

+

+
Ca−1(ca−1 − T 2ca−3)(c

2
a−1 + T 2a−2)(T 2ca−1 − ca−3)

2ca−1(T 2a−2 − c2a−1)(T
4ca−3 − ca+1)

= 0. (D.5)

One can see that this equation is solved by

ea =
π(T 2 − 1)

2T
Ca
c2a + T 2a

c2a − T 2a
. (D.6)
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By the same argument as in [31] the initial conditions will help us to exclude other solutions.

From (3.18) one can see that e0 = 0 (as ρ(0) 6= 0 in general), and C0 can be set to zero

because the sum starts at a = 1. Thus from (D.5) it follows that (D.6) holds for all even

a. In order to fix ea at odd a we look at the residue of the second FiNLIE equation (3.19)

at u = i/2. The only source of singularities in the right hand side are the terms with

delta-function. Hence

e1 =
π(T 2 − 1)

2T
Ca
c21 + T 2

c21 − T 2
. (D.7)

This agrees with (D.6), so our solution holds for all a.

E. Strong coupling expansion

Here we discuss the strong coupling expansion of the cusp anomalous dimension. In order

to recover for θ = 0 the expansion given in [31] (Appendix F) it is convenient to introduce

the “Bremsstrahlung function” BL(g) related to the cusp anomalous dimension as

ΓL(g) = −2(φ− θ) tan θBL(g), (E.1)

It is straightforward to expand our result at strong coupling for fixed values of L, and we

find, e.g.,

1

θ cot θ
BL=0 =

g√
π2 − θ2

− 3

8 (π2 − θ2)
+

3

128g (π2 − θ2)3/2
+

3

512g2 (π2 − θ2)2

+
63

32768g3 (π2 − θ2)5/2
+O

(

1/g4
)

, (E.2)

1

θ cot θ
BL=1 =

g√
π2 − θ2

− 9

8 (π2 − θ2)
+

3
(

13π2 − 4θ2
)

128π2g (π2 − θ2)3/2

+
3
(

−6θ4 + 12π2θ2 + 13π4
)

512π4g2 (π2 − θ2)2

+
9
(

−48θ6 + 64π2θ4 + 136π4θ2 + 31π6
)

32768π6g3 (π2 − θ2)5/2
+O

(

1/g4
)

(E.3)

We have computed such expansions for L = 0, 1, . . . , 4 and when θ = 0 they reproduce the

results in (195) of [31]. As in [31] we observed that the coefficients are polynomial in L, so

we can now extrapolate to arbitrary L which gives

1

θ cot θ
BL =

g√
π2 − θ2

− 6L+ 3

8 (π2 − θ2)
+

3
((

6L2 + 6L+ 1
)

π2 − 2θ2(L+ 1)L
)

128gπ2 (π2 − θ2)3/2
(E.4)

+
f1

512g2π4 (π2 − θ2)2
− f2

32768π6g3 (π2 − θ2)5/2
+O

(

1/g4
)

– 33 –



where

f1 = −3θ4L
(

2L2 + 3L+ 1
)

+ 6π2θ2L
(

2L2 + 3L+ 1
)

(E.5)

+π4
(

10L3 + 15L2 + 11L+ 3
)

,

f2 = 18θ6L
(

5L3 + 10L2 + 7L+ 2
)

− 18π2θ4L
(

5L3 + 10L2 + 11L+ 6
)

(E.6)

−6π4θ2L
(

55L3 + 110L2 + 47L− 8
)

+ 9π6
(

10L4 + 20L3 − 22L2 − 32L− 7
)

Notice that for θ = 0 our expansion (E.4) reduces to that in Eq. (196) of [31].

We can now make a comparison with the classical string energy. Expanding (E.4) at

fixed L = L/g and large g, we get an expansion of the form

ΓL(g) = gEcl (L) + E1−loop (L) +
1

g
E2−loop (L) + . . . . (E.7)

The first term, gEcl, is proportional to
√
λ and is expected to reproduce the energy of the

classical string configuration. Indeed, we found

g

2(φ− θ)θ
Ecl =

(

− g
π
+

3L

4π2
− 9L2

64gπ3
− 5L3

256g2π4
+

45L4

16384g3π5

)

(E.8)

+ θ2
(

− g

2π3
+

3L

4π4
− 21L2

128gπ5
− L3

16g2π6
− 105L4

32768g3π7

)

+ θ4
(

− 3g

8π5
+

3L

4π6
− 99L2

512gπ7
− 3L3

32g2π8
− 2085L4

131072g3π9

)

+ θ6
(

− 5g

16π7
+

3L

4π8
− 225L2

1024gπ9
− L3

8g2π10
− 7905L4

262144g3π11

)

+ θ8
(

− 35g

128π9
+

3L

4π10
− 1995L2

8192gπ11
− 5L3

32g2π12
− 97425L4

2097152g3π13

)

.

and all coefficients here match perfectly the expansion of the classical string energy from

Eq. (193) of [31] ! This is a deep test of our computation at L 6= 0 against a result which

does not rely on integrability.

F. Identities for MN

In this appendix we describe the determinant identities which, in particular, allow us to

switch between different representations (4.53), (4.54), (4.56) of the final result. Though

not all of those identities have been used, we decided to present all that we have found for

future reference. Some of them we have not proven analytically, but checked numerically

for all N < 30.

Recall that MN is an N + 1 × N + 1 matrix given by (4.45) and M(a,b)
N is a matrix

obtained from MN by deleting the ath row and the bth column. It is easy to see that

M(1,1)
N = MN−1.
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Determinants with a row/column removed

Using (F.7) and the fact that detM(a,b)
N is proportional to

(

M−1
)

ba
it is possible to show

that

detM(a,b)
N = detM(N+2−b,N+2−a)

N , 1 ≤ a, b ≤ N + 1. (F.1)

For any even N

detM(1,2)
N = − detM(2,1)

N , (F.2)

detM(a,1)
N = (−1)a+N/2+1 detM(N+2−a,1)

N , 1 ≤ a ≤ N + 1. (F.3)

For any odd N

detM(N+1,1)
N = 0, (F.4)

detM(a,1)
N = (−1)a+(N+1)/2 detM(N−a+1,1)

N , 1 ≤ a ≤ N (F.5)

Derivative of a determinant

For any integer N
1

2g
∂θ detMN−1 = detM(2,1)

N − detM(1,2)
N . (F.6)

Deformed Bessel functions.

The “deformed” Bessel functions Iθn defined by (4.38) satisfy

Iθn = (−1)n+1Iθ−n, Iθ0 = 0. (F.7)

In addition,

∂θI
θ
n = 2g

(

Iθn−1 − Iθn+1

)

. (F.8)

The first identity is obvious from the definition and the second one is easy to see from the

generating function representation (4.37).
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