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Abstract

The extensive growth in smartphone and tablet market has led to a continu-

ous increase in mobile video traffic, which has urged mobile network operators

(MNOs) to redesign their networks and search for cost-effective solutions to bring

content closer to the end user. This enables support for more simultaneous video

streams, while maintaining stringent delay bounds. However, with adaptive bit

rate streaming (ABS) which provides multiple source video bit rates for a single

video to meet the heterogeneity of user devices and network conditions, caching

all rate variants significantly increases backhaul and storage requirements. There-

fore, having cached the highest quality of video contents, this thesis proposes two

methodologies to perform in-network video adaptation: (1) a perceptual quality-

aware video adaptation scheme that encodes video sequences at a target bit rate;

(2) a quality of experience (QoE)-aware video adaptation technique which drops

packets from scalable video streams to produce lower bit-rate versions under QoE

and delay constraints. These adaptation schemes then allocate resources to meet

the delay limitation of the lower rate streams for power-efficient streaming over

downlink OFDMA systems.

Alternatively, instead of transrating reactively cached contents, operators can

implement intelligent caching in their networks. Predictable user demands can

then be proactively served from content caches deployed at mobile gateways in

the vicinity of users. Therefore, this thesis also evaluates the potential benefits

from in-network caching of scalable videos and finds the trade-off between the
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potential savings from- and infrastructural costs of in-network caching.

In light of the increasing trend in virtualization of network functions, a cost-

effective Caching-as-a-Service (CaaS) framework for virtual video caching in 5G

mobile networks is proposed in this study. In order to evaluate the pros and

cons of this CaaS approach, a virtual caching problem is formulated in order to

maximize return on caching investment by finding the best trade-off between the

cost of cache storage and bandwidth savings from caching video contents in the

MNO’s cloud.
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Chapter 1

Introduction

The growing popularity of mobile video services has led to considerably increased

volumes of network traffic. According to the recent reports [4], mobile video will

represent 75% of global mobile data traffic by 2020. Therefore, mobile operators

are searching for cost-effective ways to bring content closer to the end user, which

increases the network’s capacity to serve more simultaneous video streams while

maintaining stringent delay bounds.

One approach lies in placing geographically distributed content delivery net-

works (CDNs). CDNs allow for high-performance delivery of content with many

dispersed components work jointly to distribute the load among servers that are

close to the users (see Fig. 1.1) [5]. However, in order to reach an end user’s

device, CDN-served traffic must still cross through the mobile operator’s core

network (CN) and RAN. The significant strain on the operator’s CN and RAN

backhaul contributes to congestion, delays in streaming video content. Addi-

tionally, it puts a constraint on the network’s capacity to serve a large number

simultaneous video requests.

Many studies have proposed in-network video caching as a way to maximize

the video capacity of wireless networks, while enhancing the user-perceived qual-

ity of experience (QoE) [6–9]. With in-network caching, users can access popu-
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Fig. 1.1: Common architecture for Internet video (adapted from [1])

lar content from caches of nearby mobile network operator (MNO) gateways, i.e.

EPC and RAN nodes [10–15], hence significantly reducing video streaming latency

and traffic burden on the operator’s backhaul. From the MNO’s perspective, in-

network caching also helps to reduce inter- and intra-MNO traffic and optimize

the cost of leasing expensive fiber lines between eNodeBs and EPC [14,15]. The

reduction in outbound traffic from users to content providers (CPs) decreases the

traffic load directed to public CDN. This, inherently results in the CP to pay less

for CDN services.

Furthermore, by providing multiple source video bit rates for a single video,

adaptive bit rate streaming (ABS) increases the wireless network capacity to

serve more video requests concurrently [7]. Therefore, combining the advantages

of ABS with mobile video caching can maximize the video capacity of the wireless

networks, while maintaining or improving the users’ video QoE. However, with

ABS, each video is divided into multiple chunks and each chunk can be requested

at different bit rates. Hence, for an entire video to be served from the cache, one

can cache all rate variants. A video could be encoded into more than 40 versions

to meet the heterogeneity of user devices and network conditions [16]. This,
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in turn, considerably increases backhaul and storage requirements. Moreover,

the available transmission rate in a wireless channel is time-varying and hard

to predict. Therefore, the selected bitstream transmitted by a content server,

distant from the user, may not match the user’s transmission characteristics [8].

Alternatively, we can cache only the highest quality of popular videos and use

a processing resource to perform video adaptation (rate down-conversion) [7, 8].

The video sequence is encoded at a target bit rate which satisfies a certain quality

perception. In this thesis, acceptable video quality is defined as the quality of

a stream in presence of only the base quality layer, which is refined by adding

enhancement layers. However, it consumes excessive computing and storage re-

sources to encode videos into different bit rates in real-time and store the encoded

streams [9, 17].

Additionally, instead of transrating reactively cached video contents, we can

perform intelligent caching in the mobile operator network and proactively serve

predictable user demands from content caches deployed at mobile gateways. Sev-

eral approaches have been proposed to analyze intelligent caching strategies for

mobile content caching inside MNO’s infrastructure [12–14]. In practice, content

caches can be installed at multiple levels inside an operator’s network [e.g. serv-

ing gateway (S-GW), packet data network gateway (P-GW), RAN], leading to

an idea of hierarchical in-network caching, which has not be investigated before.

Recently, a new trend of virtualizing mobile network functions into software-

based cloud servers has emerged. Thus, with RAN as a Service (RANaaS)

paradigm, traditional radio access processing functions are virtualized into a

MNO’s cloud. Remote antennas [remote radio heads (RRHs)] are connected

by high-speed fronthaul fiber networks with the servers running the virtualized

baseband units (BBUs) in the operator’s cloud center [18]. Likewise, with EPC

as a Service (EPCaaS), some EPC network functions are instantiated on virtual

machines (VMs), on top of a virtualized platform, running in an operator’s cloud
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1.1. Thesis Contribution

center [19].

The increasing drive towards virtualization of mobile network functions has

also motivated the CaaS research, which proposes to implement content caching

capacities inside the MNOs’ cloud centers [20]. CaaS approach has several advan-

tages over traditional in-network caches and CDNs, e.g. an increase in scalability

and flexibility [19–22]. CaaS instances can be adaptively created, migrated, scaled

(up or down), shared and released on-demand.

This study aims to propose different methodologies in order to bring the

content closer to the end user and maximize the video capacity of mobile networks.

1.1 Thesis Contribution

1.1.1 Key Outcomes

The contributions of this thesis cover different aspects of mobile edge video

caching and transrating techniques. The key outcomes of this research in the

form of novel solutions and algorithms are summarized below:

• a perceptual quality-aware video adaptation approach for transrating re-

actively cached videos is proposed. This adaptation scheme provides an

empirical mapping between perceptual video quality and source bit rate

and encodes a video sequence at a bit rate which satisfies the agreed user

requirements of video perceptual quality.

• a resource allocation policy that minimizes power for the target user-perceived

video quality is derived such that all users in the network can achieve their

target statistical delay bound. The statistical delay QoS requirements are

modeled in terms of queue length decaying rate. This can be jointly deter-

mined by the effective bandwidth [23] of the arrival traffic and the effective

capacity [24] of the wireless channel. The resource allocation problem is
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1.1. Thesis Contribution

formulated as the minimization of sum power in the downlink, which is

subject to perceptual quality guarantees, statistical QoS provisioning as

well as the power and resource block (RB) allocation constraints of Or-

thogonal Frequency Division Multiple Access (OFDMA). A duality-based

algorithm is deployed, where dual variables are updated using the efficient

ellipsoid method.

• for reactively cached contents, this thesis also proposes a scalable video

coding (SVC)-specific active queue management technique which transrates

a stream to a lower bit-rate. This scheme drops packets that have minimal

negative impact on the user’s QoE to satisfy a certain level of QoE for

a user. The proposed QoE metric model provides a relationship between

packet loss ratio and reduction in QoE and estimates the user QoE of a

SVC video, depending on the importance of the video layer that contains

the dropped packet. This approach leads to a power-efficient delay-aware

resource allocation scheme.

• the problem of storage provisioning for proactive hierarchical in-network

video caching is formulated to optimize the trade-off between the cost of

transmission bandwidth and the cost of storage. The analysis are focused

on SVC-based dynamic adaptive streaming over HTTP (DASH) format.

In SVC-based DASH, a video is divided into different layers (base layer

and enhancement layers) and when an end user selects the most suitable

video representation, different layers are sent over the network as HTTP

transactions [25]. Therefore, it is more resource-efficient than traditional

H.264/advanced video coding (AVC)-based DASH, which encodes a sepa-

rate AVC video file for each video quality format [2]. The storage provi-

sioning problem is solved using canonical duality theory (CDT) [26]. More

specifically, the formulated binary-integer programming (BIP) problem is
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1.1. Thesis Contribution

transformed into a canonical dual problem in continuous space, which is a

concave maximization problem. Additionally, the conditions under which

the solutions of the canonical dual problem and primal problem are identi-

cal are provided. The canonical dual problem results in complex non-linear

equations which are efficiently solved by applying Invasive Weed Optimiza-

tion (IWO) algorithm [27].

• this thesis presents the first attempt to formulate a virtual proactive caching

optimization framework for AVC-based DASH, which maximizes the return

on caching investment. Taking into consideration the popularity and size of

video contents, the optimal caching tables which would maximize the ratio

of transmission bandwidth cost to storage cost are found. By introducing a

quality weighting factor in the optimization problem, the key QoE differen-

tiators in delivering video contents to the end users (e.g. higher throughput,

lower latency, smaller start up and buffering times [28, 29]) are taken into

account.

1.1.2 List of Publications

The publications1 related to the main contributions of this thesis are stated as

follows. The chapter relevance of different publications is given in TABLE 1.1.

1. S. E. Ghoreishi, D. Karamshuk, V. Friderikos, N. Sastry, M. Dohler

and A. H. Aghvami, “A Cost-Driven Approach to Caching-as-a-Service in

Cloud-Based 5G Mobile Networks” submitted to IEEE Trans. Mobile Com-

put., March 2016.

2. S. E. Ghoreishi, V. Friderikos, D. Karamshuk, N. Sastry and A. H.

Aghvami, “Provisioning Cost-Effective Mobile Video Caching”, IEEE Int.

Conf. Commun. (ICC), May 2016, p. to appear, May 2016.

1The numbering does not refer to the Bibliography section of this thesis.
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1.1. Thesis Contribution

TABLE 1.1: Publications related to individual chapters

Chapter Journals Conferences

Chapter 3 (4) –

Chapter 4 (3) (5),(6)

Chapter 5 – (2)

Chapter 6 (1) –

3. S. E. Ghoreishi and A. H. Aghvami, “Power-efficient QoE-Aware Video

Adaptation and Resource Allocation for Delay-Constrained Streaming over

Downlink OFDMA”, IEEE Commun. Letters, January 2016.

4. S. E. Ghoreishi, A. Aijaz and A. H. Aghvami, “Delay-Constrained Video

Transmission: A Power-Efficient Resource Allocation Approach for Guar-

anteed Perceptual Quality”, Global Commun. Conf. (GLOBECOM), pp.

1–7,San Diego, CA, USA, December 2015.

5. S. E. Ghoreishi, A. H. Aghvami and M. G. Martini, “Perceptual Quality-

Aware Active Queue Management for Video Transmission”, IEEE Int. Symp.

Personal, Indoor, Mobile Radio Commun. (PIMRC), pp. 1267–1271, Hong

Kong, China, September 2015.

6. S. E. Ghoreishi, A. H. Aghvami and H. Saki, “Active Queue Management

for Congestion Avoidance in Multimedia Streaming,” IEEE European Conf.

Netw. Commun. (EuCNC), pp. 487–491, Paris, July 2015.
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1.2. Thesis Outline

1.2 Thesis Outline

The reminder of the thesis is structured as follows. Chapter 2 provides the prelim-

inaries on the required technical background for understanding the research area

addressed. The main contributions of the study are related to four distinct areas:

perceptual-quality aware in-network video adaptation; queuing-based QoE-aware

in-network video adaptation; provisioning cost-effective video caching and cost-

driven CaaS, which are discussed in chapters 3, 4, 5 and 6, respectively. Since

each contribution chapter addresses a unique research problem, concluding re-

marks are presented therein. Based on the overall picture of research conducted

in the thesis, the main conclusions and directions for future work are presented

in Chapter 7.
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Chapter 2

Background Information

2.1 Scalable Video Coding

The rapidly growing number of user devices with different processing capabilities

and display features along with the time-varying and potentially unpredictable

connection qualities raises the need for a video coding standard that provides

multiple video representations with different bit rates, frame rates and frame

sizes at relatively low computational cost [30–32].

In video coding, a video sequence is a series of pictures taken at a constant

time intervals. Video compression techniques take advantage of the similarities

between adjacent pictures to reduce the bit rate. Similar to the the well-known

and widespread H.264/AVC standard [33, 34], in SVC, each video sequence is

divided into one or more group of pictures (GoP), and each GoP is encoded

with three different types of frames: I-frame (intra frame), P-frame (predicted

frame) and B-frame (bidirectionally predicted frame). An I-frame contains an

entire image and is independently coded without reference to any other frames.

A P-frame is coded/decoded using the preceding P-frame or I-frame. Hence, the

correct decoding of P-frames depends on the availability of the previous I- or

P-frame. On the other hand, a B-frame depends on both preceding and future
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2.1. Scalable Video Coding

frames [35, 36]. Therefore, in a video sequence, I-frames constitute a greater

importance in comparison with the P-frames and B-frames.

SVC has been standardized as the scalable extension of H.264/AVC standard

by the Joint Video Team (JVT) [37]. In contrast to single-layer bit streams, in a

scalable video stream, a lower quality/resolution version of the video can be cre-

ated just by dropping packets and removing parts of the complete original stream

without re-encoding [2, 38, 39]. SVC’s capability in reconstructing lower resolu-

tion or lower quality signals from bit streams without the need for re-encoding

allows for simple solutions in adaptation to network and terminal capabilities [40].

However, adaptation operations, which consist of an adaptation decision and a

thinning operation to discard unneeded data are very complex operations [41].

SVC incorporates three scalability modes, providing a full scalability in tem-

poral, quality and spatial dimensions [2, 39, 41, 42]. Temporal scalability allows

dividing the video stream frames into a base layer which is coded to provide the

basic frame rate and one or multiple enhancement layers. Enhancement layers

are coded using temporal prediction corresponding to the base layer or higher

enhancement layers. We identify the temporal layers by Ti, starting with T0 for

the base layer and incrementing i by 1 from one temporal layer to the next as

shown in Fig. 2.1a. Then, another valid bit stream is formed by removing access

units of the temporal layers with i > k, where k is a natural number. Decoding

both the base layer and all the temporal enhancement layers produces the full

temporal resolution video stream.

In spatial scalability, the encoder generates two or more layers with different

spatial resolutions from a single video stream. The base layer is encoded inde-

pendently to deliver the basic spatial resolution and is used by the enhancement

layer(s) to provide higher or full spatial resolution of the video [43]. Similar to

single-layer coding, SVC deploys motion-compensated prediction and intra pre-

diction in each spatial layer. Moreover, SVC offers inter-layer prediction as shown
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Fig. 2.1: SVC temporal/spatial scalability in a GoP: (a) temporal scalability; (b) spatio-
temporal scalability (adapted from [2]).

in Fig. 2.1b, which exploits the statistical dependencies between different spatial

layers to enhance the coding efficiency of enhancement layers [2].

In quality scalability, for a single video stream, the encoder generates two

or more layers of the same spatial-temporal resolution with different qualities

such that the base layer is coded to produce the basic video quality and the

enhancement layer(s), when combined with the base layer, reconstruct a higher

quality representation of the original video stream and improve the signal to noise

ration (SNR) of the base layer.

In addition to a drastic reduction in computational requirements for video
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2.2. Dynamic Adaptive Streaming over HTTP

bit rate adaption methods relying on a scalable representation [38, 44], another

key advantage of SVC is that rate adaptation can be performed not only at the

encoder, but at intermediate network nodes or at the receiver. Therefore, rate

adaptation may be applied at the streaming server, intermediate network nodes

such as proxy caches or at the receiver [38].

2.2 Dynamic Adaptive Streaming over HTTP

ABS solutions provide an adaptive and dynamic way to stream video. These

solutions take into account the available resources such as screen size [45] , CPU

load [46] and battery capacity [47], as well as network playout buffer occupancy

and bandwidth in order to mitigate stalls and long startup delay caused by fluc-

tuations in available resources [48]. The use of HTTP offers several advantages

at both the user- and the server-end. In contrast with traditional video stream-

ing which uses Real-time Transport Protocol (RTP) over UDP, the use of HTTP

makes it easier for users to access the content from behind firewalls and network

address translator (NAT). Moreover, RTP-based streaming requires the servers to

maintain state information for each video session, whereas HTTP video stream-

ing services deploys stateless web servers [49]. Additionally, HTTP streaming

moves the control of a streaming session to the client that opens one or more

TCP connections with HTTP servers or caches. Therefore, a large number of

streaming clients can be provisioned for without increasing the required server

resources beyond the standard web usage of HTTP.

DASH [50, 51] is a standard for ABS over HTTP, which is currently used

by some of the most popular video streaming services such as YouTube and

Netflix [49]. It partitions a video file into one or more segments (typically 2-10

seconds long) [50, 52], which are specified in the media presentation description

(MPD) file. It contains information about segment URL addresses, byte ranges,
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duration, resolutions, codecs and bit rates. Therefore, using this information,

video streaming adaptation is performed by the client who chooses segments

based on network conditions, device capabilities, and playout buffer occupancy.

DASH is codec agnostic and is typically integrated with H.264/AVC video

codec. Hence, multiple representations of each of the videos are encoded with

H.264/AVC at the server and offered side-by-side. However, storing all the rep-

resentations at the server does not only put a high burden on the storage re-

quirements at the origin server, but might also result in caching inefficiency [53].

With the integration of the more recent codec standard SVC into DASH, all these

representations can be embedded in one file [53–57]

2.3 Content Caching

In this section, some of the traditional cache replacement policies are discussed.

The main benefits of content caching include reduction in bandwidth usage, user-

perceived delays and load on content servers, which makes it attractive to users,

network operators and content providers [58, 59]. Due to the limited storage ca-

pacity of a content cache, it is infeasible to cache all videos from the original

content servers. Therefore, a cache replacement policy (cache algorithm) is de-

fined to manage cache content and choose which content to retain or evict when

the cache is full. In general, cache replacement policies aim at making the best

use of available resources, including network bandwidth, disk space, server load

and processing power [3, 58].

Cache replacement policies can be classified into four main categories of ran-

domized, recency-based, frequency-based, as well as other function-based policies,

which take into consideration factors such as time, frequency, size, cost, and la-

tency, and different weighting parameters [60,61]. The most widely used represen-

tative cache replacement policies are random replacement (RR), least frequently
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2.3. Content Caching

used (LFU), least recently used (LRU) and greedy dual size (GD-Size) [61,62].

RR is a simple randomized cache algorithm that randomly selects a content

and evicts it from the cache to make space when necessary [60,63]. As RR requires

no state information, it results in both processing power and memory savings.

However, policies that use only simple random functions do not achieve good

performance in general [3].

With the recency-based algorithm LRU, the assumption is that a content that

has been referenced recently are likely to be referenced in the near future [64].

Therefore, the first entry in the cache gets evicted first except when there is a

cache hit. In case of a cache hit, the entry is removed from its current position

and re-inserted back to the cache, becoming the last entry in the cache. The wide

popularity of this rule is primarily due to its satisfactory performance and ease

of implementation [3, 65].

The simplistic frequency-based cache replacement policy LFU evicts the least

frequently requested content first. It keeps a reference count for each content in

the cache and when a content needs to be replaced, the one with the least reference

count is evicted. LFU caches sort their entries by their overall popularity rather

than their recency. The least popular item is always chosen for eviction. In a

situation where there are two contents with the same reference count, it uses LRU

to break the tie and removes the least recently used content [66].

On the other hand, the function-based policy GD-Size assigns a priority key

to each content arriving at the cache, which takes into account recency, frequency,

content size and fetching cost. Cache replacement occurs if an object in the cache

has a lower priority key than a newly arrived one [3, 61].

TABLE 2.1 compares the performance of different categories of cache replace-

ment policies in terms of hit ratio (HR), byte hit ratio (BHR) and complexity.

HR is the percentage of content requests satisfied by the cache, whereas BHR is

based on the number of bytes transferred instead of counting only requests [67].

28



2.4. Resource Allocation in OFDMA Systems

TABLE 2.1: Categories of cache algorithms and their overall performance (adapted from [3])

Category Hit Ratio Byte Hit Ratio Complexity

Randomized Worst Worst Lowest

Recency-based Fair Fair Fair

Frequency-based Fair Fair Fair

Function-based Best Best Highest

In general, function-based policies perform the best and randomized algorithms

perform the worst in terms of HR and BHR. This is mainly explained by the

fact that function-based policies take many parameters into account when mak-

ing replacement decisions, whereas replacement decisions are made randomly for

randomized functions. This results in a high complexity for function-based poli-

cies and make randomized functions considerably easier to implement [3].

2.4 Resource Allocation in OFDMA Systems

OFDMA is a multiple access version of the popular OFDM and inherits OFDM’s

resistance to frequency selective fading and inter-symbol interference [68–70]. In

OFDMA, in order to deal with frequency-selective fading and support a high data

rate, an entire channel is divided into a large number of orthogonal narrow-band

sub-channels (subcarriers) [71]. In an OFDMA-based network, different subcar-

riers can be allocated to different users to provide a flexible multiuser access

scheme [72, 73] and exploit multiuser diversity [74]. There is plenty of room to

exploit the high degree of flexibility of radio resource management in the context

of OFDMA. Due to different channel frequency responses at different frequencies

and for different users, data rate adaptation over each subcarrier, adaptive power

allocation (APA) and dynamic subcarrier assignment (DSA) result in a consid-

erable improvement in the performance of OFDMA networks. Using data rate
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adaptation [75, 76], the transmitter can send higher transmission rates over the

subcarriers with better conditions to improve throughput and ensure an accept-

able bit-error rate (BER) at each subcarrier. Furthermore, a data transmission

rate close to the channel capacity is achievable by optimal power allocation with

dynamic subcarrier assignment [77]. However, deep fading on some subcarriers

still results in low channel capacity. On the other hand, channel characteristics

for different users in multiuser environments are almost independent. Hence, the

subcarriers in a deep fade for one user may not be experiencing deep fading for

other users [78].

By dynamically assigning subcarriers, the network can benefit from multiuser

diversity, which can be exploited by scheduling transmissions when a user has

favorable channel conditions [79]. Using this approach, the system capacity in-

creases with the number of users [80]. Exploiting multiuser diversity can also

lead to a considerable enhancement in the spectral efficiency. Apart from the

spectral efficiency, QoS and fairness are of great importance for resource alloca-

tion in wireless networks. Achieving optimality for spectral efficiency, fairness

and QoS is usually unfeasible [78]. For instance, throughput-optimal scheduling

schemes are unfair to those users faraway from a base station or with bad channel

conditions, whereas the absolute fairness may result in low bandwidth efficiency.

Thus, it is desirable to achieve an optimal trade-off among efficiency, fairness and

QoS in wireless resource allocation (RA).
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Chapter 3

Perceptual Quality-Aware

In-Network Video Adaptation

and Resource Allocation

3.1 Introduction

With the explosive increase of video traffic in mobile networks, it has become nec-

essary to support more simultaneous video streams, while guaranteeing a certain

level of quality for individual users. Furthermore, in real-time video transmission,

maintaining stringent delay bounds and monitoring perceptual video quality will

ensure a good user experience.

By deploying cache proxy servers at the edge of the core network, mobile

operators can cache only the best quality of a video and use a processing resource

to perform in-network video adaptation [7,8,81]. When a user requests to access

the video content, the proxy cache transrates it to meet the user’s requirement.

Furthermore, deterministic delay bounds are hard to guarantee over wireless

networks due to time varying nature of the wireless channel [23]. Therefore, in

order to support transmission of real-time applications using OFDMA, statisti-
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Class B

Class C

Class A

Class A – High quality requirements

Class B – Medium quality requirements

Class C – Low quality requirements

Fig. 3.1: System model

cal delay bound provisioning techniques are considered as a design guideline by

defining constraints in terms of the delay-bound violation probability.

This chapter proposes a perceptual quality-aware in-network video adapta-

tion scheme which encodes a video sequence cached at the edge of the network

at a target bit rate that satisfies a certain quality of perception. Moreover, it

presents a perceptual quality-aware power-efficient resource allocation under sta-

tistical delay-bounded QoS guarantees in downlink OFDMA systems. Cross-layer

techniques have been adopted in the literature for dynamic resource allocation for

downlink OFDMA. However, the common practice is to maximize quality [82],

throughput [83, 84] or energy efficiency [84, 85], or to minimize expected distor-

tion [86] or power consumption [87–89].

3.2 Contributions and Outline

The main contributions of this chapter are as follows:

• an empirical mapping between perceptual video quality and source bit rate

is provided.

• the statistical delay QoS requirements is modeled in terms of queue length
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decaying rate which can be jointly determined by the effective bandwidth

[23] of the arrival traffic and the effective capacity [24] of the wireless chan-

nel.

• a video specific RA problem is formulated as the minimization of sum power

in the downlink. This is subjected to perceptual quality guarantees, statis-

tical QoS as well as the power and RB allocation constraints of OFDMA.

• a duality-based algorithm is used where dual variables are updated using

the efficient ellipsoid method.

The rest of this chapter is organized as follows. The system model and problem

formulation are presented in Section 3.3. Section 3.4 describes the proposed

resource allocation algorithm. Section 3.5 conducts numerical analyses of the

model. The conclusion is presented in Section 3.6.

3.3 System Model and Problem Formulation

This chapter focuses on the downlink of 3GPP long term evolution (LTE) net-

works and considers a single cell, multi-user scenario. The system consists of K

mobile users (video streams), which are indexed by the set K , {1, . . . , k, . . . , K}.

Each video stream k requires a bounded delay of dmax
k , a delay violation probabil-

ity of Γk and a source bit rate of Amin
k bits per second which guarantees a target

perceptual video quality Qk. It is assumed that the total number of available

RBs are indexed by the set L , {1, . . . , l, . . . , L}.

Using the source bit rate adaptation module (Fig. 3.2a), for a user k, the

video sequence is encoded at a target bit rate Amin
k which satisfies a certain

quality perception Qk. Afterwards, θk and the minimum required data rate, Rmin
k ,

are determined in order to guarantee a specific delay QoS requirement given by

(dmax
k ,Γk), using the delay-aware data rate adaptation module (Fig. 3.2b). Lastly,
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Fig. 3.2: The system modeling framework for video transmission over wireless network: (a)
bit rate adaptation module; (b) data rate adaptation module; (c) resource allocation module;
(d) receiver.

the resource allocation module (Fig. 3.2c) allocates resources integrating Rmin
k , θk

and the optimal power control policy µk,l presented in Theorem 1.

A summary of commonly used notation is provided in TABLE 3.1

In the following subsections, we concisely explain the modular framework and

formulate the resource allocation problem mathematically.

3.3.1 Perceptual Quality-Aware Source Bit Rate Adapta-

tion

PSNR is widely used as a measure of the quality degradation of digitally encoded

video. It is calculated as the error between the original and the reconstructed

pictures. For a video sequence, PSNR can be derived as 10 log

 2552

1
N

N∑
i=1

ε2(i)

, where

ε2(i) is the pixel luminance mean-squared error between corresponding frame i

in the reference and compressed videos, and N is the number of frames in the

degraded video.

Perceptual quality is receiving considerable interest as a method to quantify

the multimedia experience of mobile users. [90] relates perceptual quality to PSNR

as

qk =
1

1 + eb
k
1(PSNRk−bk2)

, (3.1)
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TABLE 3.1: Commonly Used Notations

Notation Description

K Number of video users

θk Statistical delay exponent of user k

L Number of RBs

Qk Target perceptual quality

dmax
k Delay bound of user k

B RB bandwidth

Γk Delay violation probability of user k

Pk,l Transmit power of user k over lth RB

Rmin
k Minimum data rate of user k

BE(θk) User k’s effective bandwidth

Pmax Transmit power upper bound

CE(θk) User k’s effective capacity

Amin
k Minimum video source rate of user k

µk,l Optimal power control policy for the kth user over RB l

γk,l SNR of user k over the lth RB

xk,l RB indicator vector
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where bk1 and bk2 are parameters that depend on the video characteristics. In (3.1),

qk = 0 indicates the best quality and qk = 1 indicates the worst quality. A per-

ceptual quality metric derived in [91], based on the metric in [90], is expressed as

Qk = qkmax

(
1− 1

1 + eb
k
1(PSNRk−bk2)

)
1− e

−b(k)3
f(k)

f
(k)
max

1− e−b(k)3

, (3.2)

where bk1, bk2 and b
(k)
3 are parameters that depend on the video characteristics,

qkmax is a constant corresponding to maximum quality, f (k), is the frame rate at

which the video is displayed and f
(k)
max is the maximum frame rate.

Source video sequences are encoded and multiple bit rate versions of each

video content (different levels of quality) are produced. The error concealment

method proposed in [92] is deployed in order to make (3.2) suitable to assess

transmission over wireless systems and maintain the same frame rate after error

concealment (f (k) = f
(k)
max). Therefore, the target perceptual video quality of the

kth stream, (3.2), can be simplified to

Qk = qkmax

(
1− 1

1 + eb
k
1(PSNRk−bk2)

)
, (3.3)

where qkmax = 100, thus displaying perceptual quality on a scale from 0 to 100.

For each user k, the required minimum video source rate that satisfies the

user’s perceptual quality requirements is determined. Therefore, having encoded

the source streams at multiple bit rates, the PSNR variation with the bit rate is

measured. For each encoded bit rate, the corresponding user-perceived quality

is calculated using (3.3). Repeating over all sequences, an empirical mapping

between perceptual video quality and source bit rate is provided. Therefore, for

each user k, the minimum bit rate Amin
k that satisfies the user perceptual quality

requirements is found.
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3.3.2 Optimal Data Rate Adaptation for Statistical Delay

QoS Guarantees

Statistical QoS guarantees have been extensively investigated in literature in the

context of effective bandwidth BE and effective capacity CE functions [23, 24].

The effective bandwidth is defined as the minimum constant service rate required

by a given arrival process for which a statistical QoS requirement specified by

θk is fulfilled. θk characterizes the queue length decaying rate. Inspired by the

effective bandwidth, [23] proposed effective capacity. The effective capacity is

defined as the maximum constant arrival rate that a given service process can

support in order to guarantee statistical delay-QoS requirements specified by θk.

Specifically, for a dynamic queuing system, under sufficient conditions, the queue

length process, Q(t), converges in distribution to a random variable Q(∞) such

that [93]

− lim
zt→0

ln(Pr {Q(∞) > zt})
zt

= θk. (3.4)

The above equation states that the probability of the queue length exceeding

a certain threshold zt decays exponentially fast as zt increases and the parameter

θk determines the decaying rate.

Considering a discrete-time arrival process {A[i], i = 1, 2, · · ·} and the time-

accumulated arrival process SB[t] ,
t∑
i=1

A[i], effective bandwidth can be ex-

pressed as

BE(θk) = lim
t→∞

1

tθk
log
(
E
{
eθkSB [t]

})
, (3.5)

where E{·} denotes the expectation. Moreover, for effective bandwidth, the prob-
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ability of delay-bound violation can be approximated as [24]

Pr{dk > dmaxk } ≈ e−θkBE(θk)dmax
k ≤ Γk, (3.6)

where dmax
k and Γk are the delay-bound and delay violation probability thresh-

olds for a user k. Likewise, given a discrete-time, stationary and ergodic stochas-

tic service process {R[i], i = 1, 2, · · ·} and the time-accumulated service process

SC [t] ,
t∑
i=1

R[i], effective capacity is given by [23,24]

CE(θk) = − lim
t→∞

1

tθk
log
(
E
{
e−θkSC [t]

})
. (3.7)

The time-frame index [i] is dropped for the corresponding variables to simplify

notations. Since the service rate Rmin
k is a stationary and ergodic process that

is uncorrelated across different time frames, the effective capacity formulation

simplifies to [94]

CE(θk) = − 1

θk
log
(
E
{
e−θkR

min
k

})
. (3.8)

The statistical delay guarantees is modeled in terms of QoS exponent, effective

bandwidth/capacity, and delay-bound violation probability as in [94]. For a given

arrival process Amin
k determined in section 3.3.1, we get the corresponding effec-

tive bandwidth using (3.5). (3.6) is then applied to calculate the solution QoS

exponent θ∗k that guarantees a specific delay QoS requirement given by (dmax
k ,Γk).

Having found θ∗k and BE(θ∗k), the corresponding data rate, Rmin
k , is designed such

that CE(θ∗k) ≥ BE(θ∗k) is satisfied

− 1

θ∗k
log
(
E
{
e−θ

∗
kR

min
k

})
≥ BE (θ∗k) . (3.9)
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Rate Requirements

The SNR for the kth user over the lth RB is given by γk,l =
Pk,l|hk,l|2

σ2 , where Pk,l is

the transmission power of the kth user over the lth RB, hk,l is the channel fading

coefficient, and σ2 denotes the power of additive white Gaussian noise (AWGN).

The item
|hk,l|2
σ2 is called CNR, which fully reflects the quality of each wireless

channel. Perfect channel state information (CSI) is assumed at both base station

(BS) and each user, which enables BS to dynamically allocate power and rate on

each tone according to channel conditions.

Using Shannon’s capacity formula, the upper bound on the achievable service

rate for the kth user over the lth RB, denoted by Rk,l can be expressed as

Rk,l = B log2 (1 +
µk,lPk,l|hk,l|2

σ2
), (3.10)

where B is the bandwidth of each RB and µk,l(θk, γk,l) denotes the optimal power

control policy to be discussed later. Applying the power adaptation, the instan-

taneous transmit power becomes

Pk,l = µk,l(θk, γk,l)Pk,l ∀l ∈ L,∀k ∈ K. (3.11)

Power Control Policy

The power control policy, denoted by µk,l(θk, γk,l), gives the relationship between

Rk , θk and allocated power. Conventionally, the power control policy is expressed

as a function of SNR only. However in this case, it is a function of both SNR and

QoS exponent.

Theorem 1. The optimal power control policy [83] for the kth user over the lth

39



3.3. System Model and Problem Formulation

RB, denoted by µk,l(θk, γk,l) can be expressed as

µk,l(θk, γk,l) =
1

γk,l

[(
γ0k,l

γk,l

) 1
qk−1

− 1

]+

, (3.12)

where [x]+ = max (0, x), qk = − θkB
ln 2

is defined as the normalized QoS exponent

and γ0k,l is the cutoff SNR.

Proof. The proof directly extends from [83]. �

3.3.3 Problem Formulation

The resource allocation problem is mathematically formulated as

min
Pk,l,xk,l

Ps =
K∑
k=1

L∑
l=1

Pk,lxk,l (3.13)

subject to:

L∑
l=1

B log2(1 +
Pk,l|hk,l|2

σ2
)xk,l ≥ Rmin

k ∀k ∈ K (3.13a)

K∑
k=1

L∑
l=1

Pk,lxk,l ≤ Pmax (3.13b)

K∑
k=1

xk,l ≤ 1 ∀l ∈ L (3.13c)

xk,l ∈ {0, 1}, Pk,l ≥ 0 ∀k ∈ K,∀l ∈ L. (3.13d)

The objective of the optimization problem in (3.13) is power and RB alloca-

tion for different users in order to minimize the cumulative transmit power, Ps,

in the downlink. It is subject to different constraints of OFDMA along with sat-

isfying the statistical delay-bound, maximum transmission power and data rate

requirements. Rmin
k in (3.13a) is the minimum required data rate for the delay

constrained video services of receiver k, specified in Section 3.3.2. The value of

Pmax in (3.13b) puts an upper limit on the power radiated by the transmitter.
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3.4. Duality-Based Resource Allocation

(3.13c) and (3.13d) indicate that each RB can be allocated to one receiver ex-

clusively. Binary variables xk,l ∈ {0, 1} is used to represent the RB assignment

in multi-user systems, where xk,l = 1 indicates RB l is used to serve user k and

xk,l = 0 otherwise.

3.4 Duality-Based Resource Allocation

In this section, some desirable properties of the optimal solution are derived, and

(3.13) is solved using dual decomposition. The Lagrangian of problem (3.13) is

given by

L(X,P, λ,ν) =
K∑
k=1

L∑
l=1

Pk,lxk,l + λ

(
K∑
k=1

L∑
l=1

Pk,lxk,l − Pmax

)

+
K∑
k=1

νk

(
Rmin
k −

L∑
l=1

Rk,lxk,l

)

=
L∑
l=1

[
K∑
k=1

(1 + λ)Pk,lxk,l −
K∑
k,l

νkRk,lxk,l

]

+
K∑
k=1

νkR
min
k − λPmax, (3.14)

where X and P are both K×L matrices with elements xk,l and Pk,l, respectively.

λ is the dual variable for the power constraint and ν = [ν1, . . . , νk, . . . , νK ] is the

dual vector for the data rate constraint. The Lagrangian dual function g(λ,ν) is

defined as

g(λ,ν) =



min
X,P

L(X,P, λ,ν)

subject to:

K∑
k=1

xk,l ≤ 1 ∀l ∈ L

xk,l ∈ {0, 1}, Pk,l ≥ 0 ∀k ∈ K, ∀l ∈ L,

(3.15)
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3.4. Duality-Based Resource Allocation

and the dual problem is

G = max
λ≥0,ν�0

g(λ,ν). (3.16)

In general, there is a non-zero duality gap in presence of integer constraints.

However, when time-sharing condition is satisfied, we have an asymptotically

zero duality gap as L goes to infinity, and for practical systems with finite L,

the duality gap is still nearly zero [95]. Via Lagrangian relaxation (3.14), we

have removed the coupling among RBs. Thus, g(λ,ν) is decomposed into L

sub-problems which can be independently solved at each RB, given (λ,ν). The

sub-problem at RB l is

min
Xl,Pl

Ll(Xl,Pl) =
K∑
k=1

Pk,lxk,l +
K∑
k=1

λPk,lxk,l −
K∑
k,l

νkRk,lxk,l (3.17)

subject to:

K∑
k=1

xk,l ≤ 1, xk,l ∈ {0, 1}, Pk,l ≥ 0 ∀l ∈ L, (3.17a)

where Xl and Pl are vectors of xk,l and Pk,l at RB l. By visiting the constraints

in (3.17), we note that Xl is an all-zero vector except for one binary non-zero

entry. Hence, the optimal value of

Fk,l =



min
Pl

(1 + λ)Pk,l − νkRk,l

subject to:

Pk,l ≥ 0 ∀ k ∈ K,

(3.18)

is fist calculated at each l and then optimality is found for sub-problem l within

the vector Fl = [F1,l,F2,l, · · · ,FK,l]. Therefore, the scheduling vector Xl for RB
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3.4. Duality-Based Resource Allocation

l is derived as

xk,l =


1 k = k∗ = arg min

k
Fl,P

∗
k,l 6= 0

0 otherwise.

(3.19)

Substituting (3.10), (3.11) and (3.12) into (3.18), we have

Fk,l =



min
Pl

(1 + λ)µk,lPk,l

−νkB log2

(
1 +

µk,lPk,l|hk,l|2
σ2

)
subject to:

Pk,l ≥ 0 ∀ k ∈ K.

(3.20)

By taking derivative with respect to Pk,l, the optimal Pk,l allocation on RB l

is obtained as

P ∗k,l =


γ0k,l

(
σ2

|hk,l|2

)(
νk

(1+λ)

B |hk,l|2
ln 2 σ2 + 1

)1−qk
k = k∗

0 otherwise.

(3.21)

By updating the dual vector (λ,ν) at each iteration, the Ellipsoid Method [96]

can efficiently solve dual problem (3.16) and achieve dual optimality (λ∗,ν∗). The

subgradient is required by ellipsoid method at each iteration. The subgradient at

the nth iteration is derived in the following proposition.

Proposition 1. For the optimization problem (3.13) with dual defined in (3.16),

a subgradient for g(λ,ν)) is

d(λk(n)) =
K∑
k=1

L∑
l=1

P∗k,l(n)xk,l(n)− Pmax

d(νk(n)) =Rmin
k −

L∑
l=1

R∗k,l(n)xk,l(n),

(3.22)
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3.4. Duality-Based Resource Allocation

where P∗k,l(n) = µk,l(θk, γ
∗
k,l)P

∗
k,l and R∗k,l(n) = B log2(1 +

µk,l(θk,γ
∗
k,l)P

∗
k,l|hk,l|

2

σ2 ). P ∗k,l

minimizes (3.15) at λ and ν.

Proof. By definition of g(λ,ν) in (3.15)

g(λ′,ν ′) ≤
K∑
k=1

L∑
l=1

P∗k,lxk,l + λ′

(
K∑
k=1

L∑
l=1

P∗k,lxk,l − Pmax

)

+
K∑
k=1

ν ′k

(
Rmin
k −

L∑
l=1

R∗kxk,l

)

= g(λ,ν) + (λ′ − λ)

(
K∑
k=1

L∑
l=1

P∗k,lxk,l − Pmax

)

+
K∑
k=1

(ν ′k − νk)

(
Rmin
k −

L∑
l=1

R∗kxk,l

)
. (3.23)

Thus, proposition 1 is proven using subgradient definition. �

Lemma 1. The optimal dual variables (λ∗,ν∗) must satisfy

0 ≤ ν∗k ≤ νmax
k =

ln 2

B
µαPk,l (1 + λmax) ∀k ∈ K, (3.24)

0 ≤ λ∗ ≤ λmax =
B

ln 2

ν∗

µβPk,l
, (3.25)

where µα and µβ are the total channel inversion [75], [97] and water-filling [75],

[98] power-control policies, respectively.

Proof. The dual variables (λ∗,ν∗) must satisfy the Karush-Kuhn-Tucker (KKT)

conditions in order to be optimal. Taking the partial derivative of (3.17) at RB

l with respect to Pk,l, we obtain (3.26) and (3.27).
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ν∗k =
ln 2

B

(
|hk,l|2

σ2

) qk
1−qk

(
Pk,l
γ0k,l

) 1
1−qk

(1 + λ∗)− ln 2

B

σ2

|hk,l|2
(1 + λ∗)

=
ln 2

B

1

γk,l

[(
γk,l
γ0k,l

) 1
1−qk

− 1

]
Pk,l(1 + λ∗) =

ln 2

B
µk,lPk,l(1 + λ∗),

(3.26)

λ∗ =
B

ln 2

ν∗k

1
γk,l

[(
γk,l
γ0k,l

) 1
1−q − 1

]
Pk,l

=
B

ln 2

ν∗k
µk,lPk,l

. (3.27)

µk,l is upper-bounded by the channel inversion scheme denoted by µα and

lower-bounded by the water-filling power adoption denoted by µβ [83]. Therefore,

the upper bound νmax
k is obtained by letting µk,l = µα and Pk,l = Pmax in (3.26).

Likewise, the upper bound λmax is derived by substituting νmax
k and µk,l = µβ

into (3.27). �

Using Lemma 1, one may choose an initial ellipsoid A(0) with a center z(0)

in which the optimal (λ∗,ν∗) reside. The details, e.g. the update algorithm and

stopping criterion can be found in [96].

A summary of the proposed algorithm is provided in Algorithm 1.

3.5 Numerical and Simulation Results

In the following simulations, the downlink of a single-cell OFDMA system is con-

sidered. The system bandwidth is 10 MHz. Therefore, 50 usable RBs are avail-

able per transmission time interval (TTI). The channel model accounts for small

scale Rayleigh fading, large scale path loss [99], and shadowing (log-normally dis-

tributed). 8 uniformly distributed users are considered in the coverage area with

a minimum distance of 50 m from the eNodeB.

joint scalable video model (JSVM) 9.19.15 [100] is used to encode/decode
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3.5. Numerical and Simulation Results

Algorithm 1: Power-efficient resource allocation

initialize (λ(0),ν(0)) and the initial ellipsoid, A(0); repeat

initialize Pk,l;

for l = 1 to L do

for k = 1 to K do

Obtain the optimal Pk,l through (3.21);

Calculate vector Fk,l in (3.18) with optimal Pk,l;

Get the optimal assignment for RB l by (3.19);

end

end

Update (λ,ν) and A via the ellipsoid method with the subgradients in

(3.22);

until (λ,ν) convergence;

the video streams. The common intermediate format (CIF) (352 × 288) video

sequences “city” and “foreman” are used in the simulations. The parameters

(bk1, b
k
2) are set to (0.34, 29.09) for “foreman” and (0.34, 26.3) for “city” [91].

Multiple bit rates of the videos are generated in order to produce different levels

of PSNRs (see Fig. 3.4a). Using (3.3), Fig. 3.4b presents an empirical mapping

between PSNR and perceptual quality.

In order to analyze the proposed approach, three scenarios are considered, in

(a) (b)

Fig. 3.3: SVC sequences investigated: a) City; b) Foreman.
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3.5. Numerical and Simulation Results

TABLE 3.2: Simulation Configuration Parameters

Parameter Value

Cell radius 1 km

Path loss 128.1 + 37.6 log10(r) dB, r in km

Standard deviation of shadowing 8 dB (90% cell edge coverage)

Quality requirements for different scenarios

Scenario 1 Foreman sequence, dmax1 = 150 ms,
Γ1 = 10−2, Q1 ≈ 70

Scenario 2 Foreman sequence, dmax2 = 100 ms,
Γ2 = 10−3, Q2 ≈ 80

Scenario 3 City sequence, dmax3 = 70 ms, Γ3 =
10−4, Q3 ≈ 90

each of which, users have different quality and delay requirements as shown in

TABLE 3.2. Scenario 1 has the highest and Scenario 3 has the lowest quality

requirements. The performance of the proposed algorithm is evaluated on these

scenarios.

The proposed algorithm is compared with WSPmin scheme in [87] and VAWS

method in [13]. WSPmin minimizes the total transmission power with a mini-

mum rate constraint on each user. In VAWS, subcarriers are assigned to satisfy

minimum rate constraint with the assumption of equal power allocation per sub-

carrier. It then refines the initial uniform power allocation given the subcarrier

assignment in the last stage to ensure that minimum rate requirements are met. It

lastly repeats the previous phases to refine power allocation. Nevertheless, WSP-

min and VAWS do not provide statistical delay QoS guarantees. The data rate

requirements for the users served by WSPmin and VAWS are randomly varying

from 100 kbps – 400 kbps as multiples of 50 kbps.

Fig. 3.5 plots the heatmaps of θk for a user k in Scenarios 1-3 for different

delay QoS requirements (dmax
k ,Γk). The θk for the target delay bounds and target

delay bound violation probabilities in Scenarios 1-3 are highlighted on Figs. 3.5a-
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Fig. 3.4: Perceptual quality-rate mapping: (a) PSNR vs. bit rate. (b) quality vs. bit rate.
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3.5c.

Fig. 3.6 illustrates the sum power for different scenarios and resource allocation

schemes under different average cell border CNRs. As in [85], the noise variance

σ2 is set to ensure average cell border CNR ρ0. We see that in terms of power

efficiency, the proposed method performs considerably better than WSPmin and

VAWS . For instance, in Scenario 1, with an average cell border CNR of 4 dB,

the proposed approach can improve power efficiency by 52.9% compared with

WSPmin and 72.2% compared with VAWS.

It is also noted that the power efficiency decreases as the video quality re-

quirements increases. This is due to the fact that more power is allocated per RB

in order to provide a more stringent delay QoS guarantee and satisfy the higher

perceptual quality requirements. For instance, in Scenario 3 which has higher

quality requirements, with the same average cell border CNR of 4 dB, power

efficiency is improved by 30.2% and 55.3% compared with WSPmin and VAWS,

respectively.

3.5.1 Complexity Analysis

The complexity to solve all sub-problems in (3.17) is O(KL). Therefore, the

complexity of ellipsoid method with (K+1) dual variables is O(KL(K+1)2) [87].

The overall complexity can be estimated by O(KL(K + 1)2 log2(1
ε
)) where ε is

the required accuracy (polynomial complexity).

3.6 Conclusion

This chapter has proposed a perceptual in-network quality-aware video adapta-

tion scheme which encodes a video sequence cached at the edge of the network

at a target bit rate that satisfies a certain quality of perception. It has also in-

vestigated power efficient resource allocation for the downlink of LTE networks
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Fig. 3.5: Probability of delay violation of user k: (a) Scenario 1 ; (b) Scenario 2 ; (c) Scenario 3
(y-axes in logarithmic scale).
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under user-perceived quality and statistical delay QoS constraints. The resource

allocation problem has been solved using a duality-based approach. Numerical

and simulation results have shown that the proposed resource allocation algo-

rithm not only outperforms classical algorithms in terms of power efficiency but

also satisfies the QoS requirements of different users for the target perceptual

qualities.

Next chapter proposes a queuing-based QoE-aware in-network video adapta-

tion and resource allocation approach. In the adaptation scheme, packets are

dropped selectively from video streams to produce lower bit-rate versions under

QoE and delay constraints. Additionally, the resource allocation technique min-

imizes the transmit power by considering the delay requirements of each stream

identified in the video adaptation phase.
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Chapter 4

Queuing-Based QoE-Aware

In-Network Video Adaptation

and Resource Allocation

4.1 Introduction

In Chapter 3, a perceptual quality-aware video adaptation scheme, in addition to

a power efficient delay-aware resource allocation apporach were proposed. How-

ever, it consumes tremendous computing to encode videos into different bit rates

in real-time [9].

In this chapter, as shown in Fig. 4.1, the RAN is enhanced with a queuing-

based SVC video adaptation/ RA module. By eliminating the need for download-

ing and caching multiple bit rate versions of a video, this reduces the cache storage

requirements and the load on the RAN backhaul. The module deploys a delay-

constrained SVC-specific active queue management technique, which adapts a

stream to a lower bit rate and leads to a power-efficient RA scheme. It drops

packets that have minimal negative impact on the user’s QoE to satisfy a cer-

tain level of QoE for a user. This, in turn, reduces network load and delay, and
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Fig. 4.1: Video adaptation/ scheduling system at network edge.

increases the capacity to serve more concurrent streams. In this chapter, we con-

sider queuing delay due to its importance and effects on overall end-to-end delay

and jitter.

The rest of this chapter is organized as follows. The system model and problem

formulation are presented in Sections 4.2 and 4.3, respectively. Section 4.3 also

describes the proposed queuing-based video adaptation and resource allocation

algorithm. Section 4.4 conducts numerical and simulation analyses of the model.

The conclusion is presented in Section 4.5.

4.2 System Model

This chapter focuses on the downlink of LTE networks and considers a single-

cell multi-user scenario as shown in Fig. 4.1. The system consists of K mobile

users (video streams) indexed by the set K , {1, . . . , k, . . . , K}, sharing L RBs

indexed by L , {1, . . . , l, . . . , L} in an OFDMA cell. The channel is assumed
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to be frequency-selective Rayleigh fading, with flat fading within each RB. Each

H.264/SVC stream has a number of temporal layers and quality layers.Temporal

and quality layers of stream k are indexed by T , {0, . . . , t, . . . , T k − 1} and

R , {0, . . . , r, . . . , Rk − 1}, respectively.

A statistical queuing model is deployed to express the delay limitation of a

stream with an equivalent cross-layer constraint. Therefore, as in [101], it is as-

sumed that packets arrive to each user k’s buffer qk based on a Poisson arrival

process. Within qk, the system places packets from the rth quality layer of tempo-

ral layer t of sequence k into virtual queue (VQ) qkt,r, which follows the dynamics

of M/G/1 queues [102]. The arrival rates in M/G/1 are Poisson processes, which

are highly suitable for modeling SVC video traffic [103]. Moreover, the service

time can follow any general statistical distribution. This is due to the fading chan-

nel, which makes the service process hard to model [101]. As shown in Fig. 4.1,

we describe the parameters of qk and qkt,r by characteristic tuples [λ
k
,E[Xk],W

k
]

and [λ
k

t,r,E[Xk
t,r],W

k

t,r], respectively. λ
k

t,r, E
[
Xk
t,r

]
and W

k

t,r are the arrival rate,

service time and waiting time of the packets at qkt,r, and λ
k
, E[Xk] and W

k
are

those of the packets at qk.

Dropping packets from the VQs decreases the queuing delay and congestion

in the network. It also increases the network capacity (the number of concurrent

video requests that can be served). However, packet loss causes a certain reduc-

tion in the user QoE of a video depending on the importance of the video layer

containing the dropped packet. This is estimated using the QoE metric proposed

in Section 4.2.1. Thus, packets are dropped from different layers of a stream and

a lower bit rate stream that satisfies the user’s QoE requirements is produced.

The video adaptation problem is formulated as minimization of the queuing

delay of user streams by means of dropping packets under QoE provisioning. The

power-efficient RA OFDMA module then uses the calculated optimal queuing

delay (which takes the QoE requirements and decoding deadline of the videos
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into account) as a constraint that specifies the maximum delay tolerance for

the videos. The OFDMA module transforms this delay constraint into a cross-

layer constraint for OFDMA systems using the method proposed in Section 4.2.3

and finds the optimal RB and transmit power allocation policies P∗ and x∗,

respectively to satisfy this constraint.

A summary of commonly used notation is provided in TABLE 4.1.

In the following sections, the proposed QoE metric model is explained. It

provides a relationship between packet loss ratio and reduction in QoE. A rela-

tionship between the loss ratio at a queue and queuing delay is then formulated.

This leads to a relationship between user QoE and packet loss ratio. Next, the

queuing delay requirements is transformed into a cross-layer constraint by for-

mulating a relationship between the average data rate of a stream and its delay

threshold. Lastly, the video adaptation and RA problems are formulated.

4.2.1 QoE Metric Model

This chapter use the multi-scale structural similarity (MS-SSIM) index [104],

which provides a good approximation of user-perceived quality. It calculates

relative quality scores between a reference video frame and a distorted version.

the QoS-QoE mapping technique proposed in [105] is deployed. It interprets

packet loss ratio into a system-level QoE measure. The degradation in QoE

caused by data drops at each video layer is calulated. Thus, for a given video

stream, a Monte Carlo simulation is performed where a fixed percentage (ρkt,r) of

packets from each temporal/quality layer uniformly is dropped at random. The

average QoE achievable E[q(ρkt,r)] when the packet loss ratio in a temporal/quality

layer is ρkt,r is estimated. At each run, the video is decoded and the quality index

is measured. For each ρkt,r value, different instances of the test are performed to

find the average quality for 0 ≤ ρkt,r ≤ 1. Repeating over all temporal/quality

layers, the empirical mapping is obtained.
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TABLE 4.1: Commonly Used Notations

Notation Description

K Number of video users

T k Number of temporal layers of stream k

L Number of RBs

Rk Number of quality layers of stream k

qk User k’s buffer

qkt,r Virtual queue for packets of temporal/quality layer
(t, r) of stream k

Dk Overall QoE reduction at stream k

λ
k

t,r Arrival rate of the packets at qkt,r

E[Xk
t,r] Service time of the packets at qkt,r

W
k

t,r Waiting time of the packets at qkt,r

ρkt,r Packet loss ratio at qkt,r

λ
k

Arrival rate of the packets at qkk

E[Xk] Service time of the packets at qk

W
k

Waiting time of the packets at qk

ρk Stream k’s packet loss ratio of

B RB bandwidth

Pk,l Transmit power of user k over lth RB

xk,l RB indicator vector
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Proposition 2. QoE reduction at stream k is defined as [105]

Dk = (1− bk1)qkmax =
Tk−1∑
t=0

Rk−1∑
r=0

D(ρkt,r), (4.1)

where qkmax is the quality in the absence of losses for stream k, bk1 is the fractional

quality degradation due to packet loss, and D(ρkt,r) = qkmax − E[q(ρkt,r)] is the QoE

degradation caused by packet loss ratio ρkt,r in temporal layer t, quality layer r.

Proof. The proof directly extends from [105]. Due to inter-layer dependencies

between the quality layers in a SVC video stream, losses in base quality layers

result in considerably higher quality degradation than losses in quality enhance-

ment layers. (t2, r2) denotes a video layer which depends on layer (t1, r1) as the

latter is used to reconstruct the former. S1 represents a set of lost slices in (t1, r1)

due to a packet loss ratio ρt1,r1 . The degradation in video quality caused by losing

S1 is denoted by e1. Moreover, S ′2 is the set of slices in layer (t2, r2) affected by

error propagation from the set S1. Likewise, a set of lost slices caused by packet

loss ratio ρt2,r2 in (t2, r2) is denoted by S2. e2 denotes the degradation in video

quality due to losing S2. When the sets S ′2 and S2 are disjoint (S1 ∩S2 = ∅), the

error propagation signal from layers (t1, r1) and (t2, r2) are independent, which

results in the worst-case quality loss. Hence, the total quality loss sums ex-

actly to e1 + e2. In the extreme case where S2 ∩ S ′2 = ∅, the quality loss is

E[e1]+E[e2] = (qmax−E[q(ρt1,r1)])+(qmax−E[q(ρt2,r2)]), where qmax is the quality

achieved in the absence of packet losses and E[q(ρt,r)]) is the average video quality

achievable when the packet loss ratio is ρt,r. Due to the disjoint error propagation

paths, the result generalizes to a set of packet loss ratios ρt,r combined where the

total quality reduction D is at most
∑T

t=1

∑Rk

r=1 [qmax − E[q(ρt2,r2)])]. Therefore,

the reduction in video quality is upper bounded by

D ≤
T∑
t=1

R∑
r=1

[qmax − E[q(ρt2,r2)])] . (4.2)
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Given the above upper bound on D, it is adequate to select ρt,r such that

D = (1−α)qmax =
∑T

t=0

∑R
r=0 [qmax − E[q(ρt,r)])], where α denotes the fractional

quality decrease caused by packet loss. �

In case of TCP-based video streaming, the loss visibility of packets from each

video layer over time is quantified using the ACK history, as in [105]. After a

GoP is transmitted and its complete ACK history is fed back to the transmitter,

a replica of the decoded GoP is reconstructed with the losses from each layer.

Then, the corresponding packet loss is computed directly from the ACK history

to estimate the channel distortion effects on each video layer.

4.2.2 MAC-Layer Modeling from a Cross-Layer Perspec-

tive

The average length of M/G/1 queue qkt,r is given by [102]

L =
λ

2E [X2]

2(1− λE [X])
, (4.3)

where L,E[X],E[X2] and λ are used to denote L
k

t,r,E[Xk
t,r], E[Xk

t,r
2
] and λ

k

t,r,

respectively. E[X] and E[X2] are the first and second moments of the service

time at queue qkt,r. The average arrival rate of qkt,r can be estimated by λ
k

t,r =

skt,r(n
k
t,r/N

k)fk [106], where skt,r is the average size of a video frame in temporal

layer t of the rth quality layer, Nk is the number of frames in a GoP and fk is

the frame rate of stream k. nkt,r is the number of frames in the tth temporal layer

of each quality layer, which can be derived from [107]

nkt,r =


1 if t ∈ {0, 1}

2t−1 if 2 ≤ t ≤ log2N
k.

(4.4)

Based on the Little theorem [102], the average waiting time in each queue is
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W
k

t,r = L′
k

t,r/λ
k

t,r, where L′
k

t,r = (1 − ρkt,r)L
k

t,r is the average queue length in the

presence of packet loss ratio ρkt,r in qkt,r. Therefore, substituting (4.3) and L′
k

t,r

into W
k

t,r =
L′

k
t,r

λ
k
t,r

, the average waiting time in an M/G/1 queue is

W =
(1− ρ)λE [X2]

2(1− λE [X])
, (4.5)

where W and ρ are used to denote W
k

t,r and ρkt,r, respectively.

4.2.3 Delay Requirements to Data Rate Transformation

The maximum delay tolerance W
k

max is estimated in the next section, which puts

an upper-bound on the delay experienced by stream k. However, in order to trans-

form this QoS constraint into a cross-layer constraint, using an M/G/1 queuing

model, Proposition 2 formulates a relationship between the average scheduled

effective data rate of each user k and W
k

max.

Proposition 3. A necessary condition to meet a maximum delay of W
k

max for a

stream k in an OFDMA system is [101]

E

[
L∑
l=1

Rk,l · xk,l

]
≥

(√
λ
k
W

k

max

(
λ
k
W

k

max − 2ρk + 2
)

+ λ
k
W

k

max

)
S

2 ·B · ts ·W
k

max

, ∀k ∈ K, (4.6)

where B is the bandwidth of each RB, ts is the scheduling slot duration and S is

the size of each packet. λ
k

and ρk are the average arrival rate and packet loss

ratio at qk. Rk,l = B log2 (1 +
Pk,l|hk,l|2

σ2 ) is the upper bound on the achievable

service rate for user k over RB l, where hkl is the channel fading coefficient and

σ2 denotes the noise power.

Proof. The proof extends from [101]. A necessary and sufficient condition for this
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constraint is

W
k

=
(1− ρk)λkE[Xk2

]

2(1− λkE [Xk])
≤ W

k

max, (4.7)

where W
k

is the average delay in the kth user’s stream M/G/1 queue, λ
k

is the

average arrival rate of stream k, Xk the service time of the packets of stream

k and E[Xk] represents the average service time with a second-order moment

denoted by E[Xk2
]. ρk is stream k’s packet loss ratio, which is the optimal value

of the variable in optimization problem 4.11. The maximum delay tolerance for

stream k, W
k

max, is the optimal solution (objective function) of problem 4.11.

The first-order moment of service time Xk of user k’s stream is defined as

E[Xk] = S
E[bkl ]

and the second-order moment as E[Xk2
] ≥ S2

E[bkl
2
]
, where bk is the

equivalent rate at queue q given as the number of bits loaded to L RBs, i.e.,

bk =
∑L

l=1 b
k
l , where bkl is the number of identically distributed bits of the kth

user loaded to RB l. By substituting E[Xk] and E[Xk2
] into W

k
, the traffic

arrival rate of stream k is given by

2W
k

maxb
k2 − 2W

k

maxλ
k
Sbk − λkS2 + ρkλ

k
S2 = 0. (4.8)

By performing the calculations above, bk can be derived as

bk =
S

2W
k

max

(√
λ
k
W

k

max

(
λ
k
W

k

max − 2ρk + 2
)

+ λ
k
W

k

max

)
, ∀l ∈ L. (4.9)

The above condition indicates that the number of bits of stream k loaded to

RB l ∈ L is lower bounded according to the user’s queuing characteristics. It

represents the number of the arrival bits at the queue of each user’s stream over

all allocated RBs. Hence, taking the RB allocation index xk,l, the duration of a

time slot ts, the RB bandwidth B into consideration, the user k’s average effective
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4.3. Video Adaptation and Resource Allocation

data rate at the cross-layer is

E

[
L∑
l=1

Rk,l · xk,l

]
≥ bk

B · ts
. (4.10)

�

4.3 Video Adaptation and Resource Allocation

In this section, the video adaptation is first formulated as a QoE-constrained

queuing delay minimization problem. The optimal packet loss ratio and service

rate is derived, which minimize the queuing delay and adapt the stream based on

the QoE constraint. The cross-layer RA problem is then formulated as a power

minimization problem under the delay constraint derived in the video adapta-

tion phase.

4.3.1 Optimization Based Video Adaptation/Scheduling

The objective is to maximize capacity, which is defined as the number of con-

current streams that can be served while meeting each stream’s QoE and delay

requirements. This is acheived by minimizing the average queuing delay of each

stream, and hence decreasing the queue length in the buffer. This, in turn,

provides a lower bit rate version of the stream by dropping packets, subject to

61



4.3. Video Adaptation and Resource Allocation

minimum QoE and maximum decoding deadline constraints at all VQs.

min
ρ,E[X]

E

Tk−1∑
t=0

Rk−1∑
r=0

W
k

t,r

 (4.11)

suject to:

W
k

t,r ≤ W
k

max,t,r ∀k ∈ K,∀t ∈ T,∀r ∈ R (4.11a)

Dk ≤ Dk
max ∀k ∈ K (4.11b)

Tk−1∑
t=0

Rk−1∑
r=0

E
[
Xk
t,r

]
≤ Ck ∀k ∈ K. (4.11c)

The objective function (4.11) minimizes the average queuing delay of video

streams. Constraint (4.11a) ensures that the average waiting time in each VQ

does not exceed the respective average expiry time (decoding deadline) W
k

max,t,r.

A fixed structure of B pictures is assumed. Therefore, the average expiry time of

packets in qkt,r can be adequately approximated by W
k

max,t,r ≈ 1
fk

[86]. Constraint

(4.11b) means that QoE reduction at stream k does not exceed Dk
max, which is

the maximum allowable degradation in the QoE of the stream (decided by opera-

tor). In ABS, the requested video rate is adapted to the user’s TCP throughput.

Therefore, (4.11c) ensures that sum of the average service rates of stream k’s VQs

is upper-bounded by the end-user’s TCP throughput Ck.

4.3.2 Power-Efficient Delay-Constrained Resource Allo-

cation

We deploy the cross-layer RA problem in [101]. It targets to minimize the power

transmitted from the BS to K users while satisfying the delay limitation of each
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stream derived in Section 4.3.1. The RA problem is formulated as

min
P,x

E

[
1

L

K∑
k=1

L∑
l=1

Pk,l · xk,l

]
(4.12)

suject to:

E

[
1

L

K∑
k=1

L∑
l=1

Pk,l · xk,l

]
≤ Pmax ∀k ∈ K (4.12a)

K∑
k=1

xk,l ≤ 1 ∀l ∈ L (4.12b)

xk,l ∈ {0, 1}, Pk,l ≥ 0 ∀k ∈ K, ∀l ∈ L (4.12c)

W
k ≤ W

k

max ∀k ∈ K. (4.12d)

The objective of the optimization problem in (4.12) is power and RB allocation

in order to minimize the total transmit power in the downlink. Pmax in (4.12a)

puts an upper limit on the average total available power at the BS. (4.12b) and

(4.12c) indicate that each RB can be allocated to one receiver exclusively. Binary

variables xk,l is used to represent the RB assignment. (4.12d) expresses the delay

limitation of stream k. W
k

max is the maximum delay tolerance for the kth stream,

where W
k

max = E[
∑Tk−1

t=0

∑Rk−1
r=0 W

∗k
t,r],∀k. E[

∑Tk−1
t=0

∑Rk−1
r=0 W

∗k
t,r] is the optimal

solution of problem (4.11) for stream k. (4.6) provides a necessary condition for

constraint (4.12d).

A summary of the proposed algorithm is provided in Algorithm 2.

4.4 Numerical and Simulation Results

As in Chapter 3, JSVM 9.19.15 [100] is used to encode/decode the SVC streams.

The video sequences“city” (bit rate ∼ 450 kbps) and “foreman” (bit rate ∼

400 kbps) are used in the simulations. The maximum frame rate is 30 fps and

the number of temporal layers and quality enhancement layers are both set to
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Algorithm 2: Proposed video adaptation/ scheduling algorithm

1: Given K streams with properties T k, Rk, fk, Nk, λ
k

and maximum

allowable QoE degradation Dk
max;

2: Use Monte Carlo simulations to estimate D(ρkt,r) for each stream k for

0 ≤ ρkt,r ≤ 1, ∀t ∈ T,∀r ∈ R;

3: Solve (4.11) to find the optimal packet loss ratio ρ∗kt,r of stream k’s

temporal/quality layers which produces a lower-rate stream based on

Dk
max;

4: Obtain the optimal queuing delay W
∗k
t,r from (4.11), which takes the

QoE requirements and decoding deadlines of temporal/quality layers of

each stream k into account;

5: Calculate the maximum delay tolerance W
k

max = E[
∑Tk−1

t=0

∑Rk−1
r=0 W

∗k
t,r]

and optimal ρ∗k for stream k;

6: Transform (4.12d) to a cross-layer constraint using (4.6);

7: Solve (4.12) to derive the optimal power P ∗kl and RB assignment x∗kl

under maximum delay tolerance constraint;
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4. Using the method in Section 4.2.1, the loss visibility of packets from each

video layer is estimated. Fig. 4.2 shows the QoE reduction of “city” sequence

(which involves more background motion) when a uniform packet loss is applied

to each layer. As shown in Fig. 4.2, losses in layers with layer identifier r =

0 result in significant degradation in video quality. Due to packet scalability,

quality degradation has considerably lower severity when losses occur in upper

temporal/quality layers [105].

We now consider the downlink of a single-cell OFDMA system. The band-

width is 10 MHz (50 usable RBs per TTI). The channel model accounts for

Rayleigh fading, large scale path loss and log-normal shadowing. The noise power

is -174 dBm/Hz. 8 uniformly distributed users with a minimum distance of 50 m

from the eNodeB are assumed.

Two scenarios are consider, in each of which, users have different QoE re-

quirements. In Scenario 1, “foreman” video streams are transmitted to the users

and each video is adapted dynamically based on the maximum allowable QoE

degradation Dk
max = 0.3. In Scenario 2, which has higher QoE requirements, we

transmit “city” streams and set Dk
max to 0.1.

The proposed algorithm is compared with WSPmin [87] and VAWS [8] RA

schemes. WSPmin minimizes the total transmit power with a minimum rate con-

straint. In VAWS, RBs are assigned to satisfy minimum rate constraint with the

assumption of equal power allocation per RB. It then refines the initial uniform

power allocation to ensure that minimum rate requirements are met. It repeats

the previous phases to refine power allocation.

The data rate requirements for the users served by WSPmin and VAWS are

randomly varying from 100 kbps to 400 kbps as multiples of 50 kbps. Fig. 4.3

demonstrates the CDF of sum power for different RA schemes generated over

100 iterations using MATLAB [108]. It is noted that in Scenario 1, the proposed

scheme outperforms both WSPmin and VAWS algorithms in terms of power ef-
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Fig. 4.2: QoE reduction vs. packet loss ratio for “city” sequence with y-axis in log scale: (a)
base layers (t = 1 to 3, r=0); (b) enhancement layers (t=0 to 3, r=1).
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ficiency by performing 17.29% better than the former and 24.7% better than

the latter in 90% of the times. Likewise, in Scenario 2, compared with WSPmin

and VAWS, the proposed approach results in 12.37% and 19.81% power-efficiency

improvement in 90% of the times, respectively.

Fig. 4.4 shows a comparison of the proposed approach and the widely used

CDN-based ABS in terms of end-to-end delay using OPNET [109]. Compared

with CDN-based streaming where “foreman” videos with Dk
max set to 0.3 (Sce-

nario 1 ) and “city” videos with Dk
max = 0.1 (Scenario 2 ) are transmitted to users,

the proposed scheme decreases delay by 89.26% and 86.44%, respectively.

4.5 Conclusion

This chapter has proposed a queuing-based in-network video adaptation and RA

scheme. This is tailored for SVC video contents cached at the mobile edge.

Therefore, by selectively dropping packets from a video stream, a lower bit rate

is produced, which reduces delay and satisfies a target user QoE. Resources are
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Fig. 4.4: Comparison of end-to-end delay: (a) Scenario 1 ; (b) Scenario 2.
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then allocated to meet the delay limitation of the lower rate stream. The results

show that the proposed approach achieves significant performance improvement

in terms of reducing delay and power consumption.

Chapters 3 and 4 have made the assumption that a reactive caching technique

is in place and performed in-network video adaption for the reactively cached

contents. A proactive SVC video caching approach is proposed in the next chapter

to increase the video capacity of the wireless network, and reduce network load

and latency. In the next chapter, it is assumed that that video adaptation is

carried out using DASH rate adaptation mechanism.
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Chapter 5

Cost-Effective Driven Mobile

Video Caching

5.1 Introduction

Chapters 3 and 4 proposed two different in-network video adaptation schemes for

video contents that are reactively cached at the edge of the network. A different

approach to bring content closer to the end user would be to proactively cache

ABS videos.

With in-network caching, users can access popular content from caches of

nearby MNO gateways [i.e. EPC and RAN] [10–15], therefore significantly re-

ducing video str eaming latency. Furthermore, from the Internet service providers

(ISP)’s perspective, in-network caching also helps to reduce inter- and intra-ISP

traffic and, so, to optimize operating costs for leasing expensive fiber lines that

connect eNodeBs to EPC [14,15].

Several approaches have been proposed to analyze intelligent caching strate-

gies for mobile content caching inside MNO’s network [12–14]. An extensive

overview of the techniques for in-network content caching in 5G mobile networks

has been introduced in [15], whereas different proactive mobile caching schemes
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have been discussed in [7, 10]. The current chapter contributes to this stream of

work by analyzing the trade-off between the potential savings from- and infras-

tructural costs of hierarchical in-network caching.

5.2 Contributions and Outline

The main contributions of this chapter can be summarized as follows:

• this chapter presents the first attempt to formulate the problem of storage

provisioning for a hierarchical in-network video caching which optimizes

the trade-off between the cost of transmission bandwidth and the cost of

storage.

• the focuse of this chapter is on SVC-based DASH format, which encodes

a video into different quality layers and is therefore more resource-efficient

than traditional H.264/AVC-based DASH in which a separate AVC video

file is encoded for each video quality format [2].

• the storage provisioning problem formulated in this chapter is solved using

CDT [26]. More specifically, the proposed BIP problem is formulated into a

canonical dual problem in continuous space, which is a concave maximiza-

tion problem. Additionally, the conditions under which the solutions of the

canonical dual problem and primal problem are identical is provided.

• The canonical dual problem results in complex non-linear equations which

are efficiently solved by applying IWO algorithm [27].

The rest of the chapter is structured as follows. Section 5.3 describes the

system model. The cache provisioning problem is formulated in 5.4. Section 5.5

presents the canonical dual framework. Section 5.6 conducts a simulation analysis

of the model. This chapter is finalized by a conclusion in Section 5.7.
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5.3 System Model

The system consists of I video streams, which are indexed by the set I ,

{1, . . . , i, . . . , I}. Different quality layers of a video stream is indexed by the

set J , {1, . . . , j, . . . , J}. qi,j denotes the jth quality layer of video i, which

has a size and popularity (hit rate) of fi,j and pi,j, respectively. A hierarchical

in-network caching system is considered with caches within different levels, as

shown in Fig. 5.1. Different levels of the hierarchical architecture are indexed

by N , {1, . . . , n, . . . , N}. One example of a hierarchical in-network caching

system can be found in [12], which defines a cache hierarchy tree of three lev-

els with first, second and third level nodes being eNodeBs, S-GWs and P-GW,

respectively. More examples can be found in [14].

5.3.1 Notations and Variables

Cache Assignment Binary Decision Variable (xn,i,j ∈ {0, 1})

xn,i,j represents the cache assignment for qi,j in the nth cache hierarchy, where

xn,i,j = 1 indicates that an storage size of fi,j should be assigned to a cache in

level n of the hierarchical in-network caching system and xn,i,j = 0 otherwise.

Provisioned Storage Size (sn)

sn denotes the storage capacity that is required to be assigned to the nth level of

the in-network hierarchy.

Maximum Possible Storage Size (mn)

mn is the maximum possible storage capacity that the MNO can install on the

nth level of hierarchical caching system.
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Internet Level N Level n Level 2 Level 1

CN (Core Network) Caching RAN Caching

Hierarchical In-network Caching

Fig. 5.1: A hierarchical in-network video caching system.

Offloaded Traffic (ln,i,j)

ln,i,j represents the reduction in the transmission bandwidth as a result of caching

qi,j in level n of the in-network caching hierarchy, where ln,i,j = fi,j × pi,j × xn,i,j.

Return Function (Rn)

It is assumed that the benefit of transmission bandwidth saving follows a pre-

defined function Γ : R → R. Thus, the benefit derived from the reduction in

transmission bandwidth when videos are cached in the nth level of the in-network

caching hierarchy is estimated as

Rn (ln,i,j) = Γ

(
I∑
i=1

J∑
j=1

ln,i,j

)
∀n ∈ N. (5.1)

Cost Function (Cn)

It is assumed that the cache storage cost follows a predefined function Λ : R→ R.

Hence, the cost associated with provisioned storage size sn is

Cn (sn) = Λ (sn) ∀n ∈ N. (5.2)

Both return and cost functions can be any appropriate function defined by

the MNO. However, without loss of generality, it may be assumed that they are

either linear or logarithmic.
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5.4 Problem Formulation

The cache provisioning problem is formulated as follows.

max
x

∑N
n=1 Rn(ln,i,j)∑N
n=1 Cn(sn)

(5.3)

subject to:

sn =
I∑
i=1

J∑
j=1

fi,jxn,i,j ≤ mn ∀n ∈ N (5.3a)

N∑
n=1

xn,i,j ≤ 1 ∀i ∈ I,∀j ∈ J (5.3b)

xnij−1 ≥ xn,i,j ∀n ∈ N,∀i ∈ I,∀j ∈ J−{1} (5.3c)

xn,i,j ∈ {0, 1} ∀i ∈ I,∀j ∈ J, ∀n ∈ N. (5.3d)

The objective of optimization problem (5.3) is to find the optimal provisioned

storage capacity, sn, which maximizes the return on investment, defined as the

ratio of overall return (5.1) to overall cost (5.2). Constraint (5.3a) ensures that the

cache storage allocated to the nth level of the hierarchical caching system is upper-

bounded by the maximum possible storage capacity threshold, mn. Constraint

(5.3b) indicates that each video can be cached in one hierarchical levele inside

the in-network caching architecture exclusively. Constraint (5.3c) ensures that if

a video quality layer is cached, all the lower quality layers are cached too. Binary

variables xn,i,j ∈ {0, 1} are used, as explained in section 5.3.1.

The optimization problem (5.3) is difficult to solve due to its combinatorial

nature. As an intermediate step towards solution, (5.3) is converted into a BIP

problem by defining a cache allocation matrix, where instead of making decisions

on the basis of individual video quality layer, decisions are made on the basis

of feasible set of video layer cache allocation patterns that satisfies constraint

(5.3c). The idea of pattern allocation is similar to [110]. All the combinations

of video streams and the respective quality layers are indexed by the set K ,
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{1, . . . , k, . . . , K}. K = |K| denotes the cardinality of set K. The cache allocation

matrix is of the order K × A, where each row corresponds to the video stream-

video quality layer combination index and each column corresponds to a feasible

cache allocation pattern [meeting constrain (5.3c)]. A denotes the total number

of feasible allocation patterns. The basic idea of this cache allocation matrix,

for the case of 2 videos each with 2 quality layers is illustrated by (5.4). In any

allocation pattern (i.e., any column), a “1” is placed when the video quality layer

is cached, otherwise a “0” is placed.

Yn =



1 1 0 0 1 1 1

0 1 0 0 0 1 1

0 0 1 1 1 1 1

0 0 0 1 1 0 1


(5.4)

x , [xn]N×1 is defined as a cache indicator vector, where xn = [xn,a]A×1. Each

entry xn,a ∈ {0, 1} indicates whether the cache allocation pattern a is allocated

to hierarchical caching level n or not.

Note that all the caches in the hierarchical in-network caching system have the
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same allocation patterns matrix. (5.3) is rewritten as a BIP problem as follows:

min
x

{
P(x) = −

∑N
n=1

∑A
a=1 Rn,axn,a∑N

n=1

∑A
a=1 Cn,axn,a

}
(5.5)

subject to:

A∑
a=1

sn,axn,a ≤ mn ∀n ∈ N (5.5a)

N∑
n=1

A∑
a=1

Y n
k,axn,a ≤ 1 ∀k (5.5b)

xn,a (xn,a − 1) = 0 ∀n ∈ N,∀a (5.5c)

A∑
a=1

xn,a = 1 ∀n ∈ N. (5.5d)

where Rn,a and Cn,a are the transmission bandwidth benefit and storage cost of

allocating pattern a to hierarchical cache level n, which results in a provisioned

storage size of sn,a. For a cache level n, constraint (5.5a) puts an upper-bound of

mn on the provisioned storage size, which is equivalent to constraint (5.3a). Con-

straint (5.5b) ensures the exclusivity of the allocated videos, where Y n
k,a denotes

the kth row and ath column of the matrix Yn, where Y n
k,a = 1 indicates that the

video stream-video quality layer combination k should be cached in hierarchical

level n and Y n
k,a = 0 otherwise. Constraint (5.5c) is a pure binary constraint

that ensures xn,a ∈ {0, 1}. Constraint (5.5d) ensures that at most one allocation

pattern is chosen for each caching level.

Although the optimization problem (5.5) is simpler and more tractable than

(5.3), the solution is still exponentially complex.
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5.5 Canonical Dual Framework

5.5.1 Dual Problem Formulation

The BIP problem (5.5) is converted into a continuous space canonical dual prob-

lem using CDT [26,111,112], which is solved in continuous space. The conditions

under which the solution of the canonical dual problem is identical to that of the

primal is then identified. A generic framework for solving 0-1 quadratic problems

using CDT can be found in [113]. However, due to additional constraints, the

proposed problem here is more complex. A framework for solving resource allo-

cation BIP and mixed integer programming (MIP) problems using CDT is given

in [114] and [112], which will be extended to solve (5.5).

The feasible space for the primal problem (5.5) is defined by Xp = {x ∈

{0, 1}NA}. The equality constraints (5.5c) and (5.5d) are temporarily relaxed to

inequalities and the primal problem with these inequality constraints are trans-

formed into continuous domain canonical dual problem. The problem is then

solved in continuous space and the conditions under which the solutions of the

canonical dual problem and primal problem are identical are provided .

As a key step towards canonical dual formulation, the geometrical operator

for the primal problem is defined as ∧(y) = (δ, β, τ, σ) ∈ Yg, which is a vector

valued mapping where Yg is the feasible space for y, and



δ = [
∑A

a=1 sn,axn,a −mn]N×1

β = [
∑N

n=1

∑A
a=1 Y

n
k,axn,a − 1]K×1

τ = [xn,a (xn,a − 1)]NA×1

σ = [
∑A

a=1 xn,a − 1]N×1

(5.6)

Therefore, the feasible space for y is defined by Yg = RN ×RK ×RNA ×RN |δ ≤

0,β ≤ 0, τ ≤ 0,σ ≤ 0.
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Next, the indicator function is defined [113] as

V (y) =


0 if y ≤ 0

+∞ otherwise.

(5.7)

The primal problem (5.5) is rewritten in the canonical form using indicator

function (5.7) as follows:

min {V (∧(y)) + P(x)} . (5.8)

y∗ = (δ∗,β∗, τ ∗,σ∗) is defined as the vector of dual variables associated with

the corresponding restrictions y ≤ 0. The feasible space for y∗ is defined by

Yd = RN ×RK×RNA×RN |δ∗ ≥ 0,β∗ ≥ 0, τ ∗ ≥ 0,σ∗ ≥ 0. Based on the Fechnel

transformation, the canonical sup-conjugate function of V (y) is defined as

V ∗(y∗) = sup {〈y,y∗〉 − V (y)|y ∈ Yg,y
∗ ∈ Yd}

= sup
y∗

{
〈δTδ∗ + βTβ∗ + τ Tτ ∗ + σTσ∗ − Yg〉

}

=


0 if δ∗,β∗, τ ∗,σ∗ ≥ 0

+∞ otherwise.

(5.9)

Using the definition of sub-differential, it can be easily verified that if y∗ > 0,

then the condition yTy∗ = 0 leads to y = 0, and consequently x ∈ Xp. Hence,

the dual feasible space for the primal problem in (5.5) is an open positive cone

defined by X]
p = {y∗ ∈ Yd|y∗ > 0}.

The total complementarity function [26] is defined as

Ξ(x,y∗) = ∧(x)Ty∗ − V ∗(y∗) + P(x), (5.10)

which is obtained by replacing V (y) = ∧(x)Ty∗ − V ∗(y∗) (Fechnel-Young equal-
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ity) in (5.8). The definitions of ∧(x), V ∗(y∗) and P(x) are used to express

Ξ(x,y∗) = Ξ(x, δ∗,β∗, τ ∗,σ∗) as given by

Ξ(x,y∗) =
N∑
n=1

A∑
a=1

xn,aΦ−
∑N

n=1

∑A
a=1 Rn,axn,a∑N

n=1

∑A
a=1 Cn,axn,a

−
N∑
n=1

δ∗nmn −
K∑
k=1

β∗k −
N∑
n=1

σ∗n +
N∑
n=1

A∑
a=1

τ ∗n,ax
2
n,a, (5.11)

where Φ =
∑K

k=1 β
∗
kY

n
k,a + δ∗nsn,a + σ∗n − τ ∗n,a. Next, the canonical dual function

[26,113] is defined using the canonical dual variables as

Υ(δ∗,β∗, τ ∗,σ∗) = sta {Ξ(x, δ∗,β∗, τ ∗,σ∗)} , (5.12)

where sta(·) denotes finding the stationary point of the function. The stationary

point of Ξ(x,y∗) occurs at

xn,a(y
∗) =

1

2
− 1

2τ ∗n,a

(
K∑
k=1

β∗kY
n
k,a + δ∗nsn,a + σ∗n

)
∀n, a, (5.13)

where the stationary point is obtained through ∇xΞ(x,y∗) = 0. Using (5.12) and

(5.13), the dual function is obtained, which is given by (5.14), shown at the next

page.

Υ(δ∗,β∗, τ ∗,σ∗) =−
N∑
n=1

A∑
a=1

Φ2

4τ ∗n,a
−

∑N
n=1

∑A
a=1

Rn,aΦ

2τ∗n,a∑N
n=1

∑A
a=1

Cn,aΦ

2τ∗n,a

−
N∑
n=1

δ∗nmn −
K∑
k=1

β∗k −
N∑
n=1

σ∗n. (5.14)

The dual function is a concave function on X]
p. The canonical dual problem

associated with (5.5) can be formulated as

min {P(x)|Xp} = max
{

Υ(δ∗,β∗, τ ∗,σ∗)|X]
p

}
. (5.15)
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Theorem 2. If P(x̃) = Υ(ỹ∗) where x̃ denotes the KKT point of the primal prob-

lem and ỹ∗ = (δ̃∗, β̃∗, τ̃ ∗, σ̃∗) ∈ X]
p denotes the KKT point of the dual function,

there exists a perfect duality relationship between the primal problem in (5.5) and

its canonical dual problem.

Proof. The proof directly extends from [111]. �

Theorem 2 shows that the BIP in (5.5) is converted into a continuous space

canonical dual problem which is perfectly dual to it. Moreover, the KKT point

of the dual problem provides the KKT point of the primal problem.

Theorem 3. (global optimality conditions): If ỹ∗ = (δ̃∗, β̃∗, τ̃ ∗, σ̃∗) ∈ X]
p, then x̃

is a global minimizer of P(x) over Xp and ỹ∗ is a global maximizer of Υ(δ̃∗, β̃∗,

τ̃ ∗, σ̃∗) over X]
p. Hence, P(x̃) = min {P(x)|Xp} = max

{
Υ(δ∗,β∗, τ ∗,σ∗)|X]

p

}
=

Υ(δ̃∗, β̃∗, τ̃ ∗, σ̃∗).

Proof. The proof directly extends from [111]. �

According to Theorem 3, if the given global optimality conditions are met,

the solution of the canonical dual problem provides an optimal solution to the

primal problem. Solving the KKT conditions associated with the dual function

in (5.14) is necessary and sufficient for global optimality as the dual problem is

a concave maximization problem over X]
p.

The KKT conditions of the dual function in (5.14) are given by (∂Υ/∂δ∗n) =

0, (∂Υ/∂β∗k) = 0, (∂Υ/∂τ ∗n,a) = 0 and (∂Υ/∂σ∗n) = 0, where the respective partial

derivatives are given by (5.16)-(5.19).

∂Υ

∂δ∗n
=−

N∑
n=1

A∑
a=1

sn,aΦ

2τ ∗n,a
−

∑N
n=1

∑A
a=1

Rn,asn,a

2τ∗n,a∑N
n=1

∑A
a=1

Cn,aΦ

2τ∗n,a

+

∑N
n=1

∑A
a=1

Cn,asn,a

2τ∗n,a
·
∑N

n=1

∑A
a=1

Rn,aΦ

2τ∗n,a(∑N
n=1

∑A
a=1

Cn,aΦ

2τ∗n,a

)2 −
N∑
n=1

mn, (5.16)
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∂Υ

∂β∗k
=−

N∑
n=1

A∑
a=1

(∑K
k=1 Y

n
k,a

2τ ∗n,a
Φ

)
−

∑N
n=1

∑A
a=1

Rn,a
∑K

k=1 Y
n
k,a

2τ∗n,a∑N
n=1

∑A
a=1

Cn,aΦ

2τ∗n,a

+

∑N
n=1

∑A
a=1

Cn,a
∑K

k=1 Y
n
k,a

2τ∗n,a
·
∑N

n=1

∑A
a=1

Rn,aΦ

2τ∗n,a(∑N
n=1

∑A
a=1

Cn,aΦ

2τ∗n,a

)2 −K, (5.17)

∂Υ

∂τ ∗n,a
=

N∑
n=1

A∑
a=1

[(
Φ

2τ ∗n,a

)2

+

(
Φ

2τ ∗n,a

)]

−

∑N
n=1

∑A
a=1

(
−Rn,aΦ

2τ∗n,a
2 − Rn,a

2τ∗n,a

)
·
∑N

n=1

∑A
a=1

Rn,aΦ

2τ∗n,a(∑N
n=1

∑A
a=1

Cn,aΦ

2τ∗n,a

)2

+

∑N
n=1

∑A
a=1

(
−Cn,aΦ

2τ∗n,a
2 − Cn,a

2τ∗n,a

)
∑N

n=1

∑A
a=1

Cn,aΦ

2τ∗n,a

, (5.18)

∂Υ

∂σ∗n
=−

N∑
n=1

A∑
a=1

Φ

2τ ∗n,a
−

∑N
n=1

∑A
a=1

Rn,a

2τ∗n,a∑N
n=1

∑A
a=1

Cn,aΦ

2τ∗n,a

+

∑N
n=1

∑A
a=1

Cn,a

2τ∗n,a
·
∑N

n=1

∑A
a=1

Rn,aΦ

2τ∗n,a(∑N
n=1

∑A
a=1

Cn,aΦ

2τ∗n,a

)2 −N. (5.19)

5.5.2 Invasive Weed Optimization Algorithm

Traditional gradient-based algorithms exist in literature for solving the non-linear

equations resulting from the KKT conditions associated with the dual function.

However, they show many defects such as oscillatory behavior, sensitivity to

choice of initial values and complexity associated with the differentiation of KKT

conditions and calculation of step size.

An IWO [27, 112] algorithm is used for solving the complex non-linear equa-

tions associated with the KKT conditions [112]. Inspired by the invasive and
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robust nature of weeds, IWO is an evolutionary optimization algorithm, which

has been shown to perform better than traditional approaches in terms of con-

vergence. It also has the desirable properties of dealing with non-differentiable

and complex objective functions and does not show the aforementioned defects.

In summary, the key steps of IWO are as follows:

• Initialization, where seeds are randomly dispersed over the search space;

• Reproduction, where every seed grows to a flowering plant and produces

seeds;

• Spatial Dispersion, where produced seeds are distributed based on a normal

distribution with a mean of zero and standard deviation reducing from

an initial value σinitial to a final value σfinala according to equation σiter =

[(itermax − iter)/itermax]g(σinitial − σfinal) + σfinal, where g is the modulation

index;

• Competitive Exclusion, where a competitive mechanism is implemented for

eliminating undesirable plants. A detailed discussion on IWO is out of scope

of this study. Interested reader is referred to [27,115].

5.6 Simulation Results

A hierarchical in-network caching system consisting of 4 levels is considered.

Without loss of generality, the maximum possible storage capacities of hierar-

chical caching levels 1, 2, 3 and 4 are set to 200, 400, 500 and 600 gigabytes,

respectively. In order to analyze the effects of maximum possible storage ca-

pacity on the performance of the proposed approach, the cache size is extended

in increments of 20% until the maximum storage capacity of the first, second,

third and forth level caches reach 600, 1200, 1500 and 1800 gigabytes (typical

storage capacities available today). In defining the cost and return functions,
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it is assumed that caching in the lower levels of the in-network caching system

is more costly and results in more transmission bandwidth saving benefit. The

total number of popular videos is considered to be 4000 with 3 popular quality

layers. As in [116,117], it is assumed that the video popularity is Zipf-like with a

parameter of 0.6 and the video file sizes follow a Pareto (0.25) distribution with

a minimum size of 60 megabytes.

The KKT conditions are solved for each dual variable associated with the

dual problem deploying IWO and the allocation vector xk is computed using

(5.13). A pseudo code for the cache provisioning algorithm is given as Algorithm

3. TABLE 5.1 provides a summary of the simulation parameters for IWO.

Fig. 5.2 compares the effect of using a logarithmic function with a linear func-

tion in identifying the optimal provisioned storage size under maximum possible

capacity varying from 1.7 to 5.1 terabytes (20% increments). In both scenarios,

an increase in the storage capacity increases the identified provisioned cache size.

We note that when a maximum possible capacity of approximately 3.7 terabytes

is reached, the in-network caching system possesses most of the popular videos

worthy of being cached. Therefore, further increasing the maximum storage ca-

pacity does not lead to a noticeable increase in the provisioned cache size at this

point.

The proposed approach is compared with the case when no storage provision-

ing is performed within the hierarchical in-network caching system and popular

contents are cached using LFU caching algorithm [118]. LFU caches the most

popular videos in the lower level caches closer to the end users [119]. In contrast

with the other widely used caching algorithm, LRU, LFU focuses on historical

popularity over a long period of time. As a cache provisioning technique, the

proposed approach also considers a long term content popularity. Therefore, it is

pertinent to this scheme with LFU.

Fig. 5.3 compares the performance of the proposed approach with LFU in
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Algorithm 3: Hierarchical caching based on IWO (adapted from [112])

initialize δ∗,β∗, τ ∗,σ∗,∀n ∈ N, iter = 0;

∀ ∂Υ/∂ν∗, where ν∗ ∈ (δ∗,β∗, τ ∗,σ∗)

create initial population of Q individuals (weeds): W = {W1, · · · ,WQ};
while |ν∗|> % or iter = itermax do

evaluate the fitness of each individual i.e., calculate f(Wn),∀n ∈W;

sort W in ascending order according to f(Wn);

select the first Qp individuals of W to create the set Wp;

∀ Wj, j = 1, · · · , Qp

generate

Sj =
f(Wj)−fworst

fbest−fworst
× (Smax − Smin) + Smax seeds;

create population of generated seeds, Ws = {Ws};
for i = 1 : |Ws| do

W i
s ← W i

s + φi, where φi ∼ L(0, σiter);

end

create W∗ = W ∪Ws;

sort W∗ in ascending order according to fitness;

select the first Qmax individuals of W∗ and create W;

end

select the best fitted individuals δ∗,β∗, τ ∗ and σ∗; calculate xn using

(5.13);
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TABLE 5.1: IWO Numerical Parameter Values

Parameter Value

Size of initial population (Q) 20

Min. fitness threshold (%) 10−7

Maximum number of iterations (itermax) 500

Maximum number of plants (Qmax) 10

Minimum number of seeds (Smin) 0

Maximum number of seeds (Smax) 5

Non-linear modulation index 2.5

Initial standard deviation (σinitial) 10

Final standard deviation (σfinal) 0.01
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Fig. 5.2: Provisioned storage vs. maximum possible storage.
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Fig. 5.3: Return on investment vs. maximum possible storage.

terms of return on investment under different maximum possible storage capac-

ities mentioned earlier. It is noted that the proposed approach improves return

to investment ratio by 43.74%. When there is approximately 3.1 terabytes of

storage capacity available, the return on investment performance of LFU starts

degrading as by this point, most of the popular videos have been cached and

adding more storage only increases the cost for the same amount of saving in

transmission bandwidth.

Fig. 5.4 compares the storage cost-effectiveness of the proposed approach with

LFU. Since LFU does not support intelligent storage provisioning and uses the

maximum storage capacity available, extending the cache size in increments of

20% increases the storage cost exponentially. However, the proposed scheme only

uses an optimal portion of the maximum possible storage and hence, decreases the

cost significantly. The proposed approach improves cost-effectiveness by 38.59%.

When there is 3.7 terabytes of storage available, the cost starts decreasing in

the proposed approach as there is more storage available on cheaper caches at
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Fig. 5.4: Storage cost vs. maximum possible storage.

higher levels. Therefore, to increase cost-effectiveness, some of the videos that

were previously cached at the expensive lower level caches move to the higher

levels.

Fig. 5.5 indicates how the increase in the maximum storage capacity affects

the provisioned storage size of the caches at each hierarchical level of the in-

network caching system. As more storage is available on the cheaper devices in

higher levels, more provisioned storage size is allocated to the higher level devices

due to greater cost efficiency.

Fig. 5.6 compares the reduction in inter and intra-ISP traffic as a result of

deploying the proposed approach and LFU caching mechanism. It can be seen

that LFU performs slightly better in terms of load reduction by only 0.764%, at

the cost of considerably higher available storage, resulting in a significant increase

in cost. It is worth noting that with LFU, upon availability of approximately 3.1

terabytes storage, most of the popular videos are cached and an increase in the

maximum storage capacity does not further reduce the load in the CN.
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Fig. 5.5: Provisioned storage of different levels of hierarchical caching system vs. maximum
possible storage.
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5.6.1 Complexity Analysis

IWO is an iterative algorithm and is used for each dual variable associated with

the dual function in (5.14). In each iteration for δ∗ ≥ 0,β∗ ≥ 0, τ ∗ ≥ 0,σ∗ ≥ 0,

N,K,NA, and N variables are computed, respectively. Therefore, it has an

overall worst case complexity of O(itermax · {2N +K +NA}) [112].

[27] and [115] conduct a comprehensive assessment of the performance of IWO

algorithm in terms of convergence and computational time through comparison

with Genetic Algorithm, Particle Swarm Optimization, Differential Evolution and

other evolutionary algorithms.

5.7 Conclusion

This chapter has proposed a cost-effective cache provisioning scheme, which op-

timizes cache storage allocation inside a hierarchical in-network caching system,

in order to minimize both storage and transmission bandwidth costs. CDT is

used to convert our BIP problem into its canonical dual. The IWO algorithm

is deployed to obtain the solution of the dual problem. Numerical and simula-

tion results have shown that the proposed scheme outperforms LFU algorithm

by more than 43% and 38% in terms of return on investment and cost-efficiency

improvement, respectively.

The recent trend of virtualizing mobile network functions into software-based

cloud servers motivates the research on CaaS, which is discussed in detail in the

next chapter.
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Chapter 6

Cost-Driven Mobile Video

Caching-as-a-Service

6.1 Introduction

In the previous chapter, a cache provisioning problem, which finds the best trade-

off between the cost of cache storage and bandwidth savings from hierarchical

caching was formulated. Recently, a new trend of virtualizing mobile network

functions into software-based cloud servers, has emerged. For instance, with

EPCaaS, some EPC network functions are instantiated on VMs on top of a

virtualized platform, running in an operator’s cloud center [19]. The increas-

ing drive towards mobile network function virtualization has also motivated the

CaaS research, which offers content caching capabilities inside the MNOs’ cloud

centers [20]. In contrast to traditional CDNs, CaaS approach offers various levels

of flexibility for service providers (SPs) and CPs. It also has several advantages

over traditional in-network caches such as optimization of resource utilization, re-

duction in capital expenditures (CAPEX) and operating expenditures (OPEX),

in addition to an increase in scalability and flexibility [19–22]. CaaS instances in

mobile cloud centers can be adaptively created, migrated, scaled (up or down),

90



6.2. Contributions and Outline

shared and released on-demand. In this model, MNO may charge CPs and SPs

for caching the content in a mobile cloud based on some service-level agreement

(SLA) [120].

In this chapter, a virtual caching policy for cloud-based mobile operator net-

works, which maximizes the return on caching investments is proposed. The

return function is formulated based on the reduced traffic volumes, which in the

absence of caching mechanisms in the operator’s network have to be served by

CDNs or content providers directly, therefore, inducing corresponding content

distribution costs. This is the first cost-driven CaaS approach that has been pro-

posed for cloud-based mobile networks in proactive off-line scenarios, i.e. when

caching decisions are made in advance based on the expected popularity of con-

tent items [120].

6.2 Contributions and Outline

The main contributions of this chapter can be summarized as follows:

• a virtual caching optimization framework, namely maximum return on in-

vestment (MRI), is formulate, which maximizes the return on caching in-

vestment. The proposed budget-constrained approach (maximum offloaded

traffic (MOT)) maximizes the offloaded traffic, while meeting the maximum

budget threshold. More specifically, taking the popularity and size of video

contents into account, MRI and MOT aim to find the optimal caching tables

which would maximize the ratio of transmission bandwidth cost to storage

cost and the offloaded traffic for a given budget, respectively.

• by introducing a video quality weighting factor in the optimization problem,

the key QoE differentiators (e.g. higher throughput, lower latency, smaller

start up and buffering times [28,29]) in delivering content items to the end

users are taken into account.

91



6.3. Related Work

• this chapter also focuses on SVC-based DASH video encoding, which en-

codes a single video into different quality layers and, thus, provides a more

resource-efficient alternative to the traditional H.264/AVC-based DASH en-

coding in which a separate AVC video file is encoded for every video quality

format [2].

• the virtual caching problem is solved using CDT [26]. More specifically,

the proposed BIP problem is transformed into a canonical dual problem in

continuous space, which is a concave problem. Additionally, the conditions

under which the solutions of the canonical dual problem and primal problem

are identical are provided.

• the canonical dual problem results in complex non-linear equations, which

are efficiently solved by applying the IWO algorithm [27].

The rest of the chapter is structured as follows. The related work is summa-

rized in Section 6.3. Section 6.4 describes the system model. The virtual caching

framework is formulated in 6.5. Section 6.6 presents the canonical dual frame-

work. Section 6.7 conducts a simulation analysis of the model. This chapter

finishes by a conclusion in Section 6.8.

6.3 Related Work

Many studies have proposed CDNs for Internet content [121,122], as well as CDN

services running in the cloud [123,124]. However, as explained earlier, caching in

Internet CDNs does not address the problems of latency and capacity for video

delivery in wireless networks.

Some research has been carried out on caching web content in cellular networks

[125] and on mobile devices [126]. However, in these studies, the challenges of

video delivery and caching at the network’s edge have not been taken into account.
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Krishnappa et al. in [127] investigate the effectiveness of video caching using

LFU, LRU and a combination of the two deploying traces of Hulu. Nevertheless,

like the Internet caching techniques, the aforementioned schemes do not address

the problem of delay or video capacity in mobile networks.

Some studies have developed caching techniques for ad hoc networks [126,128].

However, the applicability of these techniques to the problem of video caching

and delivery in mobile networks is questionable.

Several approaches have been proposed to analyze intelligent caching strate-

gies for mobile content caching inside MNO’s network [12, 14]. An extensive

overview of the techniques for in-network content caching in 5G mobile networks

has been introduced in [15], whereas different proactive mobile caching schemes

in BSs have been discussed in [10, 13, 129–131]. These works however, do not

address the problem of caching in a cloud-based mobile network. Furthermore,

these theoretical studies for in-network caching and caching content in BSs lack

practical implementation consideration. For instance, the caching approach pro-

posed in [129] needs the presence of additional helper nodes where videos are

cached, and for users to have access to multiple helper nodes, both of which may

be hard to satisfy.

Reference [20] represents the first attempt to develop a virtualized caching

system inside MNOs’ cloud center. The differences between this study and the

work of [20] are fourfold: 1) the work in [20] only minimizes inter- and intra-MNO

traffic load and does not take cost-efficiency and caching costs into account; 2)

reference [20] does not take the SVC video requirements into consideration; 3) the

constraints on the capacity of the fronthaul are not taken into account in [20]; 4)

the virtual caching problem proposed in [20] is solved using a simplistic algorithm,

which runs relatively fast, however, rarely achieves an optimal allocation [132];
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6.4 System Model

This chapter considers a cloud-based virtual caching system inside the MNO’s

infrastructure which operates as follows (Fig. 6.1). If a content item is not avail-

able in the MNO’s virtual cache, it needs to traverse the MNO’s core and virtual

BBU pool to get to the RRHs in a cluster, from which it is transmitted to the

end users. Likewise, in order to cache a content in the operator’s network, it

needs to travel through the MNO core to be cached in the BBU pool, from which

it is sent to the RRHs to be transmitted to the end users. The requests for the

content are then served from the BBU pool in the MNO’s infrastructure. The

third-party SPs and CPs can program the virtual caching using CaaS’s applica-

tion programming interfaces (APIs). A SLA is defined between the MNO and

CPs, which determines the MNO’s liabilities in providing the required resources

to guarantee a level of service for the videos that have been cached. It is also

assumed that the MNO can dynamically charge for the resource utilization of the

SPs and CPs.

The system consists of I video streams, which are indexed by the set I ,

{1, . . . , i, . . . , I}. Quality layers of a video stream are indexed by the set J ,

{1, . . . , j, . . . , J}. qi,j denotes the jth quality layer of video object i, which has

a size, source bit rate and popularity (hit rate) of fi,j, bi,j and pi,j, respectively.

Different clusters are indexed by N , {1, . . . , n, . . . , N}. One example of a cloud-

based caching system architecture can be found in [20].

6.4.1 Notations and Variables

Cache Assignment Binary Decision Variable (xn,i,j)

xn,i,j represents an entry in the caching table x. xn,i,j = 1 indicates that

content qi,j is cached to serve users in cell n while meeting the SLA on users’

experience of the content. If xn,i,j = 0 but content qi,j is available in the cache
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Fig. 6.1: Cloud-based virtual caching architecture.

(
∑N

n=1 xn,i,j ≥ 1) to serve users in a cell n′ under SLA guarantees, requests for

content qi,j from users in cell n can be directed to the cache without any SLA

liabilities. If
∑N

n=1 xn,i,j = 0, requests for content qi,j are routed to the root.

Offloaded Traffic (li,j)

li,j is the traffic load that would be directed to public CDNs in the absence of

virtual caching in the MNO’s network. li,j is the reduction in the transmission

bandwidth as a result of caching qi,j, where li,j = fi,j · pi,j. Ln denotes the cached

traffic for each cluster n, which is given by Ln =
∑I

i=1

∑J
j=1 li,j · xn,i,j ∀ n ∈ N.

Storage Size (Sn)

Sn is the storage capacity allocated to cluster n for cloud-based caching. For pric-

ing purposes, the required storage is calculated under the assumption that cached

files are not shared between different clusters. The total storage required for an in-
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dividual cluster n is Sn =
∑I

i=1

∑J
j=1 fi,j ·xn,i,j ∀n ∈ N. The binary decision vari-

able yi,j is used to find the total physical storage required S =
∑I

i=1

∑J
j=1 fi,j ·yi,j,

where yi,j ∀i, j is given by

yi,j =


1 if

∑N
i=n xn,i,j ≥ 1

0 otherwise.

(6.1)

Fronthaul Capacity (Bmax
n )

Bmax
n is the bandwidth capacity of the link between the operator’s cloud center

and cluster n. It should be noted that in order to meet the SLA with CPs, the

MNO needs to provision for the peak rather than average bandwidth.

Quality Priority Factor (Q)

Q prioritizes the video contents with higher bit rates over low bit rate videos. The

offered throughput under TCP is inversely proportional to connection’s round trip

time (RTT) [133]. As shown in [13], in comparison with fetching data from public

CDNs, caching contents inside the MNO’s infrastructure results in a considerable

decrease in RTT. Therefore, in order to allocate higher bandwidth to video con-

tents with high bit rate requirements, high bit rate contents are cached closer to

the end users, which increases their TCP throughput and consequently reduces

latency. The quality priority weighting factor estimates the summation of the bit

rates of cached contents normalized over sum of bit rates of all video contents as

follows:

Q =

∑N
n=1

∑I
i=1

∑J
j=1 bi,j · xn,i,j

N ·
∑I

i=1

∑j
j=1 bi,j

. (6.2)
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Return Function (R)

R is the benefit gained from the virtualized caching system, which lies in the

fact that caching video contents in the MNO’s infrastructure would minimize the

traffic load that would be directed to public CDNs. As customers of these CDNs,

CPs are charged on the basis of the amount of traffic that is served from the

CDN. It is assumed that the benefit of transmission bandwidth saving follows a

predefined function Γ : R → R. Thus, the benefit derived from the reduction in

transmission bandwidth (hereinafter offloaded traffic) is estimated when videos

are cached for cluster n of the virtual caching system as

R (Ln) = Γ

(
I∑
i=1

J∑
j=1

li,j · xn,i,j

)
∀n ∈ N. (6.3)

Cost Function (C)

C is the cost incurred, which lays in the amount of storage that is required for

caching video contents. In general, public CDNs charge their customers based

on the amount of bandwidth served by them. However, as the traffic load would

traverse the MNO’s infrastructure whether or not the contents are cached, the

main factor incurring cost would be the cost of storage. It is assumed that the

cache storage cost follows a predefined function Λ : R → R. Hence, the cost

associated with provisioned storage size Sn is given by

C (Sn) = Λ

(
I∑
i=1

J∑
j=1

fi,j · xn,i,j

)
∀n ∈ N. (6.4)

Both benefit and cost functions can be any appropriate function defined by the

operator.

A summary of commonly used notation is provided in TABLE 6.1.
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TABLE 6.1: Commonly Used Notation

Notation Description

i Video object index

j Quality layer index of a video object

n Cluster index

I Total number of video objects

J Total number of quality layers of a video object

N Total number of clusters in the network

qi,j The jthe quality layer of video content i

xn,i,j A binary decision variable indicating whether video content
qij is cached for cluster n

fi,j Size of the jth quality layer of video object i

pi,j Popularity of the jth quality layer of video object i

bi,j Source bit rate of the jth quality layer of video i

li,j Offloaded traffic of cluster n

Q Quality priority weighting factor

Ln Sum offloaded traffic of cluster n

Sn Size of cache storage of cluster n

R Offloaded traffic return function

C Cache storage cost function

Cmax Total caching budget

Bmax
n Link capacity of fiber line to RRH n
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6.5 Problem Formulation

In this section, two virtual proactive caching problems are formulated based on

the system model introduced in Section 6.4. The first optimization problem is

formulated to achieve the optimal trade-off between the cost of caching video

contents (investment) and the benefit gained from content caching (return). The

second optimization problem aims to maximize the offloaded traffic under the

constraint of the total caching budget.

6.5.1 Return on Investment Maximized Caching

The caching problem aims to maximize the return on investment [hereinafter

referred to as maximum return on investment (MRI)] as follows:

max
x

Q ·
∑N

n=1 R (Ln)∑N
n=1 C (Sn)

(6.5)

subject to:

I∑
i=1

J∑
j=1

bi,j · pi,j · xn,i,j ≤ Bmax
n ∀n ∈ N (6.5a)

xnij−1 ≥ xn,i,j ∀n ∈ N,∀i ∈ I,∀j ∈ J−{1} (6.5b)

xn,i,j ∈ {0, 1} ∀n ∈ N,∀i ∈ I,∀j ∈ J. (6.5c)

The objective of optimization problem (6.5) is to find the optimal caching table

x which determines what content should be cached for which cluster in order

that the ratio of overall return (6.3) to overall cost (6.4) is maximized. Con-

straint (6.5a) ensures that sum of bit rates of the video objects cached in the

caching system for cluster n is upper-bounded by the maximum fronthaul ca-

pacity threshold, Bmax
n . This ensures adequate provision for peak bandwidth.

Constraint (6.5b) ensures that if a video quality layer is cached, all the lower

quality layers are cached too (SVC requirement). Binary variables xn,i,j ∈ {0, 1}
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is used, as explained in Section 6.4.1.

6.5.2 Budget-Constrained Caching

The budget-constrained caching problem, namely maximum offloaded traffic (MOT)

is formulated as follows:

max
x

N∑
n=1

I∑
i=1

J∑
j=1

li,j · xn,i,j (6.6)

subject to:

N∑
n=1

C(Sn) ≤ Cmax (6.6a)

I∑
i=1

J∑
j=1

bi,j · pi,j · xn,i,j ≤ Bmax
n ∀n ∈ N (6.6b)

xnij−1 ≥ xn,i,j ∀n ∈ N,∀i ∈ I,∀j ∈ J−{1} (6.6c)

xn,i,j ∈ {0, 1} ∀n ∈ N,∀i ∈ I,∀j ∈ J. (6.6d)

The objective of optimization problem (6.6) is to find the optimal caching table

x which maximizes the amount of cached traffic. (6.6a) represent the budget

constraint. Constraints (6.6b)-(6.6d) are identical to the constraints in (6.5).

Herein, optimization problem (6.5) is solved. Problem (6.6) can be solved

similarly. However, due to limitations in space, the solution to (6.6) is omit-

ted. Problem (6.5) is difficult to solve due to its combinatorial nature. As an

intermediate step towards solution, by defining a cache allocation matrix, (6.5)

is converted into a BIP problem, where instead of making decisions on the basis

of individual video quality layer, decisions are made on the basis of feasible set of

video layer cache allocation patterns that satisfies constraint (6.6c). The idea of

pattern allocation is similar to [110, 134]. All the combinations of video streams

and the respective quality layers are indexed by the set K , {1, . . . , k, . . . , K}.

K = |K| denotes the cardinality of set K. The cache allocation matrix is of
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the order K × A, where each row corresponds to the video stream-video quality

layer combination index and each column corresponds to a feasible cache alloca-

tion pattern [meeting constrain (6.6c)]. A denotes the total number of feasible

allocation patterns. The basic idea of this cache allocation matrix, for the case

of 2 videos each with 2 quality layers is illustrated by (6.7). In any allocation

pattern (i.e., any column), a “1” is placed when the video quality layer is cached,

otherwise a “0” is placed.

Yn =



1 1 0 0 1 1 1

0 1 0 0 0 1 1

0 0 1 1 1 1 1

0 0 0 1 1 0 1


(6.7)

A cache indicator vector x , [xn]N×1 is defined, where xn = [xn,a]A×1. Each

entry xn,a ∈ {0, 1} indicates whether the cache allocation pattern a is allocated

for cluster n or not.

Note that all the clusters in the virtual caching system have the same cache

allocation patterns matrix. (6.5) is rewritten as a BIP problem as follows:

min
x

{
P(x) = −Q ·

∑N
n=1

∑A
a=1 R(Ln,a) · xn,a∑N

n=1

∑A
a=1 C(Sn,a) · xn,a

}
(6.8)

subject to:

A∑
a=1

bna · xn,a ≤ Bmax
n ∀n ∈ N (6.8a)

xn,a · (xn,a − 1) = 0 ∀n ∈ N,∀a (6.8b)

A∑
a=1

xn,a = 1 ∀n ∈ N, (6.8c)

where Q =
∑N

n=1

∑A
a=1(Rn,a · xn,a/B), Rn,a and Cn,a are the transmission band-
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width benefit and storage cost of allocating pattern a to cluster n. For a cluster n,

(6.8a) puts an upper-bound of Bmax
n on the fronthaul bandwidth capacity, which

is equivalent to (6.5a). Constraint (6.8b) is a pure binary constraint that ensures

xn,a ∈ {0, 1}. Constraint (6.8c) ensures that at most one allocation pattern is

chosen for each caching level.

Although the optimization problem (6.8) is simpler and more tractable than

(6.5), the solution is still exponentially complex.

6.6 Canonical Dual Framework

6.6.1 Dual Problem Formulation

The BIP problem (6.8) is converted into a continuous space canonical dual prob-

lem using CDT [26, 111], which is solved in continuous space. The conditions

under which the solution of the canonical dual problem is identical to that of the

primal is then identified.

The feasible space for primal problem (6.8) is defined by Zp =
{
x ∈ {0, 1}NA

}
.

The equality constraints (6.8b) and (6.8c) are temporarily relaxed to inequalities

and the primal problem is transformed with these inequality constraints into con-

tinuous domain canonical dual problem. The problem is then solved in continuous

space and the conditions under which the solutions of the canonical dual problem

and primal problem are identical are provided.

As a key step towards canonical dual formulation, the geometrical operator

for the primal problem is defined as ∧(y) = (δ, β, τ, σ) ∈ Yg, which is a vector
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valued mapping where Yg is the feasible space for y, and


δ = [

∑A
a=1 Rn,axn,a −Bmax

n ]N×1

β = [xn,a · (xn,a − 1)]NA×1

τ = [
∑A

a=1 xn,a − 1]N×1

(6.9)

Therefore, the feasible space for y is defined by Yg = RN × R × RNA × RN |δ ≤

0,β ≤ 0, τ ≤ 0. β =
∑N

n=1

∑A
a=1 C(Sn,a) · xn,a − Cmax.

Next, the indicator function [113] is defined as

V (y) =


0 if y ≤ 0

+∞ otherwise.

(6.10)

The primal problem (6.8) is rewritten in the canonical form using indicator

function (6.10) as follows:

min {V (∧(y)) + P(x)} . (6.11)

y∗ = (δ∗,β∗, τ ∗) is now defined as the vector of dual variables associated with

the corresponding restrictions y ≤ 0. The feasible space for y∗ is defined by Yd =

RN × RNA × RN |δ∗ ≥ 0,β∗ ≥ 0, τ ∗ ≥ 0. Based on the Fechnel transformation,

the canonical sup-conjugate function of V (y) is defined as

V ∗(y∗) = sup {〈y,y∗〉 − V (y)|y ∈ Yg,y
∗ ∈ Yd}

= sup
y∗

{
〈δTδ∗ + βTβ∗ + τ Tτ ∗ − V (y)〉

}

=


0 if δ∗,β∗, τ ∗

+∞ otherwise.

(6.12)

Using the definition of sub-differential, it can be easily verified that if y∗ > 0,
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then the condition yTy∗ = 0 leads to y = 0, and consequently x ∈ Xp. Hence,

the dual feasible space for the primal problem in (6.8) is an open positive cone

defined by X]
p = {y∗ ∈ Yd|y∗ > 0}.

The total complementarity function [26] is defined as

Ξ(x,y∗) = ∧(x)Ty∗ − V ∗(y∗) + P(x), (6.13)

which is obtained by replacing V (y) = ∧(x)Ty∗ − V ∗(y∗) (Fechnel-Young equal-

ity) in (6.11). The definitions of ∧(x), V ∗(y∗) and P(x) are used to express

Ξ(x,y∗) = Ξ(x, δ∗,β∗, τ ∗) as given by (6.14).

Ξ(x,y∗) =
N∑
n=1

A∑
a=1

[
xn,a

(
δ∗nRn,a + τ ∗n,a − β∗k

)]
−
∑N

n=1

∑A
a=1 Rn,axn,a ·

∑N
n=1

∑A
a=1 R(Ln,a)xn,a

B ·
∑N

n=1

∑A
a=1 C(Sn,a)xn,a

−
N∑
n=1

δ∗nB
max
n −

N∑
n=1

τ ∗n,a +
N∑
n=1

A∑
a=1

β∗kx
2
n,a. (6.14)

Next, the canonical dual function [26, 113] is defined using the canonical dual

variables as

Υ(δ∗,β∗, τ ∗) = sta {Ξ(x, δ∗,β∗, τ ∗)} , (6.15)

where sta(·) denotes finding the stationary point of the function. We are primarily

interested in the cache allocation vector x for a node n. The stationary point of

Ξ(x,y∗) occurs at

xn,a(y
∗) =

ϑ+ ζ

2β∗k
∀n, a, (6.16)

where ϑ = [Rn,a · R(Ln,a)] /[B · C(Sn,a)] and ζ = β∗k−δ∗nRn,a−τ ∗n,a. The stationary

point is obtained through ∇xΞ(x,y∗) = 0 . Using (6.15) and (6.16), the dual
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function is obtained, which is given by

Υ(δ∗,β∗, τ ∗) =−
N∑
n=1

A∑
a=1

[
ϑ+ ζ

2β∗k
(3ϑ+ ζ)

]

−

∑N
n=1

∑A
a=1

(
Rn,a

ϑ+ζ
2β∗k

)
·
∑N

n=1

∑A
a=1

(
R(Ln,a)

ϑ+ζ
2β∗k

)
[
B ·
∑N

n=1

∑A
a=1

(
C(Sn,a)

ϑ+ζ
2β∗k

)]2

−
N∑
n=1

δ∗nB
max
n −

N∑
n=1

τ ∗n,a. (6.17)

The dual function is a concave function on X]
p. The canonical dual problem

associated with (6.8) can be formulated as

min {P(x)|Xp} = max
{

Υ(δ∗,β∗, τ ∗)|X]
p

}
. (6.18)

Theorem 4. If P(x̃) = Υ(ỹ∗) where x̃ denotes the KKT point of the primal

problem and ỹ∗ = (δ̃∗, β̃∗, τ̃ ∗) ∈ X]
p denotes the KKT point of the dual function,

there exists a perfect duality relationship between the primal problem in (6.8) and

its canonical dual problem.

Proof. The proof directly extends from [111]. �

Theorem 4 shows that the BIP in (6.8) is converted into a continuous space

canonical dual problem which is perfectly dual to it. Moreover, the KKT point

of the dual problem provides the KKT point of the primal problem.

Theorem 5. (global optimality conditions): If ỹ∗ = (δ̃∗, β̃∗, τ̃ ∗) ∈ X]
p, then x̃ is

a global minimizer of P(x) over Xp and ỹ∗ is a global maximizer of Υ(δ̃∗, β̃∗, τ̃ ∗)

over X]
p. Hence, P(x̃) = min {P(x)|Xp} = max

{
Υ(δ∗,β∗, τ ∗)|X]

p

}
= Υ(δ̃∗, β̃∗,

τ̃ ∗).

Proof. The proof directly extends from [111]. �

According to Theorem 5, if the given global optimality conditions are met,

the solution of the canonical dual problem provides an optimal solution to the
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primal problem. Solving the KKT conditions associated with the dual function

in (6.17) is necessary and sufficient for global optimality as the dual problem is

a concave maximization problem over X]
p.

The KKT conditions of the dual function in (6.17) are given by (∂Υ/∂δ∗n) =

0, (∂Υ/∂β∗k) = 0 and (∂Υ/∂τ ∗n,a) = 0. (6.19), (6.20) and (6.21) give the respective

partial derivatives.

∂Υ

∂δ∗n
=

N∑
n=1

A∑
a=1

[
Rn,a

4β∗k
(3ϑ+ ζ) + 3Rn,a

ϑ+ ζ

4β∗k

]

−

∑N
n=1

∑A
a=1

−R2
n,a

2β∗k
·
∑N

n=1

∑A
a=1

(
R(Ln,a)

ϑ+ζ
2β∗k

)
B ·
∑N

n=1

∑A
a=1

(
C(Sn,a)

ϑ+ζ
2β∗k

)
−

∑N
n=1

∑A
a=1

(
−R(Ln,a)Rn,a

2β∗k

)
·
∑N

n=1

∑A
a=1

(
Rn,a

ϑ+ζ
2β∗k

)
B ·
∑N

n=1

∑A
a=1

(
C(Sn,a)

ϑ+ζ
2β∗k

)
+

∑N
n=1

∑A
a=1

(
B·Rn,a·C(Sn,a)

2β∗k

)
·
∑N

n=1

∑A
a=1

(
Rn,a

ϑ+ζ
2β∗k

)
B ·
∑N

n=1

∑A
a=1

(
C(Sn,a)

ϑ+ζ
2β∗k

)
×

∑N
n=1

∑A
a=1

(
R(Ln,a)

ϑ+ζ
2β∗k

)
B ·
∑N

n=1

∑A
a=1

(
C(Sn,a)

ϑ+ζ
2β∗k

) − N∑
n=1

Bmax
n , (6.19)
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∂Υ

∂β∗k
=−

N∑
n=1

A∑
a=1

[(
β∗k − ϑ− ζ

4β∗k
2

)
(3ϑ+ ζ)− 3ϑ+ 3ζ

4β∗k

]

−

∑N
n=1

∑A
a=1

(
Rn,a

β∗k−ϑ−ζ
2β∗k

2

)
·
∑N

n=1

∑A
a=1

(
R(Ln,a)

ϑ+ζ
2β∗k

)
B ·
∑N

n=1

∑A
a=1

(
C(Sn,a)

ϑ+ζ
2β∗k

)
+

∑N
n=1

∑A
a=1

(
B · C(Sn,a)

β∗k−ϑ−ζ
2β∗k

2

)
·
∑N

n=1

∑A
a=1

(
Rn,a

ϑ+ζ
2β∗k

)
B ·
∑N

n=1

∑A
a=1

(
C(Sn,a)

ϑ+ζ
2β∗k

)
×

∑N
n=1

∑A
a=1

(
R(Ln,a)

ϑ+ζ
2β∗k

)
B ·
∑N

n=1

∑A
a=1

(
C(Sn,a)

ϑ+ζ
2β∗k

)
+

∑N
n=1

∑A
a=1

(
R(Ln,a)

β∗k−ϑ−ζ
2β∗k

2

)∑N
n=1

∑A
a=1

(
Rn,a

ϑ+ζ
2β∗k

)
B ·
∑N

n=1

∑A
a=1

(
C(Sn,a)
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As in Chapter 5, an IWO [27] algorithm is deployed for solving the complex

non-linear equations associated with the KKT conditions [112].
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6.7 Simulation Results

In this section, a cached-enabled cloud-based operator network consisting of four

clusters is considered. The performance of our caching schemes is evaluated in

terms of return on investment, offloaded traffic, quality metric and cache size,

which represent the gain achieved from the viewpoint of the CP, MNO, end-user

and MNO, respectively.

As in [116, 117], it is assumed that the video popularity is Zipf-like with a

parameter of 0.65 and the video file sizes follow a Pareto (0.25) distribution with

a minimum size of 60 megabytes. Without loss of generality, it is assumed caching

is performed at the level of entire video objects as in [135]. In order to enable

caching at the chunk level, index i can be simply adjusted to represent the ith

chunk rather than a video object.

The proposed approach is compared with the hit rate optimal caching algo-

rithm LFU, which caches the most popular video contents [118,135]. In contrast

with the other widely used caching algorithm, LRU, LFU focuses on historical

popularity over a long period of time. As a caching technique, our approach also

considers a long term content popularity. Therefore, it is pertinent to compare

the proposed scheme with LFU. Additionally, the results in [135] confirm the rel-

ative loss in hit rate of LRU compared with LFU observed for video on demand

(VOD) content.

Three scenarios are considered and the aforementioned metrics are measured

in each scenario. In Scenario 1, the total number of popular contents varies in

the range [500,10000] (with 4 quality layers) whereas the sum fronthaul capacity

is set to 25 Gbps. The default number of content is set as 4000 in scenarios 2 and

3. The overall fronthaul capacity is varied in the commercially available range

of 15 to 40 Gbps (increments of 5 Gbps) in the former and the total cost from 0

to 1 in the latter. The caching budget constraint is relaxed in scenarios 1 and 2.

A comparison of the performance of different caching techniques under the three
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TABLE 6.2: Performance Comparison of Caching Techniques

Metric1 Scenario Figure BPA2 MRI
(%)

MOT
(%)

LFU
(%)

ROI

1 Fig. 6.2a MRI - +37.1 +33.7

2 Fig. 6.3a MRI - +38.2 +32.13

3 Fig. 6.4a MRI - +16.44 +30.87

CS

1 Fig. 6.2b MRI - −42.27 −21.82

2 Fig. 6.3b MRI - −34.41 −17.06

3 Fig. 6.4b MRI - −16.22 −13.51

OT

1 Fig. 6.2c MOT +28.45 - +34.72

2 Fig. 6.3c MOT +25.7 - +34.5

3 Fig. 6.4c MOT +16.2 - +28.9

QM

1 Fig. 6.2d MRI - +13.01 +21.82

2 Fig. 6.3d MRI - +11.74 +21.61

3 Fig. 6.4d MRI - +12.67 +20.87

1ROI: return on investment; CS: cache size; OT: offloaded traffic;

QM: quality metric.

2BPA: best performing algorithm.

scenarios is illustrated in TABLE 6.2.

In the aforementioned scenarios, the KKT conditions are solved for each dual

variable using the IWO algorithm (implemented in MATLAB) and compute the

allocation vector xn using (6.16). A pseudo code for the resource allocation algo-

rithm is given as Algorithm 4. TABLE 5.1 provides a summary of the simulation

parameters for IWO.

6.7.1 Scenario 1 - Variable Content Population

Fig. 6.2 demonstrates the performance of the caching algorithms under Scenarios

1. As shown in Fig. 6.2a, for MRI, a growth in the size of the database initially
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Algorithm 4: C-RAN caching based on IWO (adapted from [112])

initialize δ∗,β∗, τ ∗,∀n ∈ N, iter = 0;

∀ ∂Υ/∂ν∗, where ν∗ ∈ (δ∗,β∗, τ ∗)

create randomly dispersed initial population of Q individuals (weeds):

W = {W1, · · · ,WQ};
while |ν∗|> % or iter = itermax do

evaluate the fitness of each individual i.e., calculate f(Wn),∀n ∈W

and the colony’s best (fbest) and worst (fworst) fitness;

sort W in ascending order according to f(Wn);

select the first Qp individuals of W to create the set Wp;

Reproduction:

∀ Wj, j = 1, · · · , Qp

generate

Sj =
f(Wj)−fworst

fbest−fworst
× (Smax − Smin) + Smax seeds;

create the population of the generated seeds, Ws = {Ws};
Spatial Dispersion:

for i = 1 : |Ws| do

W i
s ← W i

s + φi, where φi ∼ L(0, σiter);

end

Competitive Exclusion:

create parents and seeds, W∗ = W ∪Ws;

sort W∗ in ascending order according to fitness;

select the first Qmax individuals of W∗ and create W;

end

select the best fitted individuals δ∗,β∗ and τ ∗; calculate xn using (6.16);
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decreases the return on investment. However, once the content population reaches

a certain size (≥ 6000), it enters a steady state and remains unchanged. Before

reaching a steady state, both overall cache size and offloaded traffic have an

increasing behavior as the number of contents rises (see Fig. 6.2b and Fig. 6.2c).

However, the growth in the cache size incurs a higher cost than the benefit gained

from the increase in the offloaded traffic load, which leads to a gradual decrease

in the return on investment. At the point that the return on investment reaches

a steady state, the same occurs to cache size and offloaded traffic. This can be

justified by the direct relationship between return on investment and the ratio of

the return function (related to offloaded traffic) and the cost function (related to

cache size).

As can be seen from Fig. 6.2d, there is a slight positive correlation between

return on investment and the quality metric. As the content population increases,

MRI demonstrates a tendency to cache more video objects in order to prevent

the quality metric to be reduced significantly. This in turn decreases the return

on investment due to the noticeable rise in cache storage cost.

Likewise, Fig. 6.2a indicates that in case of MOT and LFU, return on in-

vestment decreases alongside the increase in the size of the content database.

However, due to the cost unawareness nature of the aforementioned schemes,

they demonstrate a considerably higher decrease in return on investment in com-

parison with MRI. As shown in Fig. 6.2c and Fig. 6.2b, by considering both the

size and popularity of video contents and not taking storage into account, MOT

induces the highest increase in offloaded traffic, and consequently cache storage

requirements.

With SVC, in oder to decode a higher video quality representation, all the

lower quality layers are needed. Therefore, low video quality layers which are

smaller in size and bit rate have greater popularity than high quality layers.

Since LFU only takes popularity into consideration, it caches highly popular
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Fig. 6.2: Scenario 1 - varying number of contents: (a) return on investment; (b) cache size;
(c) offloaded traffic; (d) quality metric.

videos, which are normally smaller in size and bit rate in comparison with higher

quality representations. Hence, as shown in Fig. 6.2b, it leads to lower storage

requirements compared with MOT in addition to lower offloaded traffic (Fig. 6.2c)

and quality (Fig. 6.2d).

6.7.2 Scenario 2 - Variable Fronthaul Capacity

Fig. 6.3 evaluates the performance of the caching schemes under Scenarios 2.

Similar to Scenario 1, MRI outperforms both MOT and LFU with regard to re-

turn on investment, storage efficiency and quality. Likewise, the best performance

in terms of increasing the offloaded traffic is achieved by MOT. As the fronthaul
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capacity increases, MRI also takes higher bit rate video objects into account,

which increases the quality metric significantly as shown in Fig. 6.3d. Therefore,

with the increase of the fronthaul capacity, at the cost of a slight reduction in the

return on investment (Fig. 6.3a) and storage efficiency (Fig. 6.3b), a considerable

increase in the quality metric (Fig. 6.3d) and a satisfactory rise in offloaded traffic

load (Fig. 6.3c) are achieved.

For MRI and LFU, increasing the fronthaul capacity relaxes the fronthaul

capacity constraint, and hence enables caching more video contents. However,

giving priority to video objects that are large in size and popularity, MOT leads

to a higher increase in offloaded traffic compared with both MRI, which takes

cost into consideration by maximizing the return on investment and LFU, which

only considers popularity.

6.7.3 Scenario 3 - Variable Cost

Fig. 6.3 analyzes the performance of the caching schemes under Scenarios 3.

Unlike the first and second scenarios where no caching budget constraint is set,

here we consider maximum budget as the varying factor. Since MRI does not have

a budget constraint [see (6.5)], varying the cache budget causes no change to its

performance, and hence it demonstrates a static behavior. Similar to Scenarios

1 and 2, in this scenario, MRI has a better performance in terms of return on

investment, storage efficiency and quality. Likewise, MOT results in a higher

increase in offloaded traffic load.

For a fixed number of contents (4000), as the budget constraint increases,

MOT continues to cache more contents. As shown in Fig. 6.3c, giving priority

to video objects which are large in size and popularity, MOT leads to a higher

increase in offloaded traffic in comparison with MRI, which takes cost into consid-

eration by maximizing the return on investment and LFU, which only considers

popularity. This in turn causes MOT and MRI to have the lowest and highest
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Fig. 6.3: Scenario 2 - varying fronthaul capacity: (a) return on investment; (b) cache size; (c)
offloaded traffic; (d) quality metric.

114



6.7. Simulation Results

Caching Budget

0 0.2 0.4 0.6 0.8 1

R
e

tu
rn

 o
n

 I
n

v
e

s
tm

e
n

t

0.25

0.3

0.35

0.4

0.45

0.5

0.55

0.6

MRI

MOT

LFU

(a)

Caching Budget

0 0.2 0.4 0.6 0.8 1

C
a

c
h

e
 S

iz
e

0.16

0.18

0.2

0.22

0.24

0.26

0.28

0.3

0.32

0.34

0.36

MRI

MOT

LFU

(b)

Caching Budget

0 0.2 0.4 0.6 0.8 1

O
ff

lo
a

d
e

d
 T

ra
ff

ic

0.3

0.35

0.4

0.45

0.5

0.55

0.6

0.65

0.7

MRI

MOT

LFU

(c)

Caching Budget

0 0.2 0.4 0.6 0.8 1

Q
u

a
lit

y
 M

e
tr

ic

0.1

0.12

0.14

0.16

0.18

0.2

0.22

0.24

0.26

0.28

MRI

MOT

LFU

(d)

Fig. 6.4: Scenario 3 - varying caching budget: (a) return on investment; (b) cache size; (c)
offloaded traffic; (d) quality metric.

storage efficiency, respectively (see Fig. 6.3b).

that after a certain increase in the budget, LFU reaches a steady state as

it has already cached the contents with the highest popularity. Caching more

contents requires a higher fronthaul capacity, which is set to 25 Gbps in this

scenario. However, since MOT takes both the popularity and the size of the

objects into consideration, further increase in the budget results in availability

of more storage. This leads MOT to cache larger contents (consequently lower

storage efficiency). However, it achieves a considerable gain in offloaded traffic.

Having cached higher quality representations, MOT exhibits a better performance

in terms of quality when compared to LFU.
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TABLE 6.3: Average Performance Comparison of Caching Techniques

Metric1 BPA2 MRI
(%)

MOT
(%)

LFU
(%)

ROI MRI - +30.58 +32.23

CS MRI - −31.63 −17.46

OT MOT +23.45 - +32.7

QM MRI - +12.47 +21.43

1ROI: return on investment; CS: cache size; OT: offloaded traffic;

QM: quality metric.

2BPA: best performing algorithm.

6.7.4 Summary

TABLE 6.3 presents a comparison of the average performance of the three caching

algorithms under all scenarios. In summary, MRI outperforms the other schemes

in terms of return on investment, cache storage efficiency and quality. In com-

parison with MOT and LFU, MRI leads to an average improvement of 30.58%

and 32.23% in return on investment, 31.63% and 17.46% in storage efficiency

and 12.47% and 21.43% in quality, respectively. On the other hand, MOT has

the best performance with regard to the increase in overall offloaded traffic. It

outperforms MRI by 23.45% and LFU by 32.7% .

6.7.5 Complexity Analysis

IWO is an iterative algorithm and is used for each dual variable associated with

the dual function in (6.17). In each iteration for δ∗ ≥ 0,β∗ ≥ 0, τ ∗ ≥ 0, N,NA

and N variables are computed. Therefore, it has an overall worst case complexity

of O(itermax · {2N +NA}) [112].
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6.8 Conclusion

In this chapter, a CaaS framework for virtual caching in the MNO’s infrastruc-

ture has been proposed. The first proposed scheme caches video contents in the

cloud-based mobile network with the aim of maximizing the return on caching

investment. The second approach aims for the maximization of the offloaded

traffic as a result of caching, for a given caching budget. CDT is used to con-

vert the proposed BIP virtual caching problem into its canonical dual. Using

the IWO algorithm, the solution of the dual problem is obtained. Numerical and

simulation results have shown that the proposed framework outperforms LFU al-

gorithm by more than 32%, 21%, 32% and 17% improvements in terms of return

on investment, quality, offloaded traffic and storage efficiency, respectively.
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Chapter 7

Concluding Remarks and

Future Work

7.1 Conclusions

This study was set out to explore different approaches to bring content closer

to the end user in order to increase the video capacity of mobile operators’ net-

works and user-perceived video quality, and reduce the end-to-end delay of video

streams. One approach to this problem is to cache the highest quality versions

of video contents and perform in-network video adaptation. Therefore, two in-

network video adaptation schemes have been proposed in order to transrate the

video contents cached at the edge of the mobile network.

For the first time, a perceptual quality-aware video adaption scheme which

also takes into account statistical delay QoS requirements of video contents has

been proposed. This approach adaptively transrates the video in real-time at

the mobile edge while guaranteeing a certain level of perceptual quality. It then

leads to a statistical delay QoS-aware RA approach, which allocates resources

under perceptual quality constraints. This technique results in significant perfor-

mance enhancement of the proposed system, compared with classical algorithms
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in terms of power efficiency, while satisfying the statistical delay-bounded QoS

and perceptual quality requirements.

Furthermore, this thesis has presented the first attempt to formulate a video

adaptation problem using queuing theory. Hence, a queuing-based QoE-aware

in-network video adaptation scheme has been proposed for SVC video streaming

in mobile networks, followed by a delay-constrained resource allocation scheme.

This technique shows significant performance enhancement in terms of end-to-end

delay and power efficiency while satisfying the user’s QoE requirements.

This thesis has also followed a different approach by performing in-network

proactive caching approaches for caching scalable mobile video contents inside

the operator’s networks. More specifically, this study has proposed the first cost-

effective cache provisioning scheme for hierarchical in-network caching at different

nodes in a mobile operator’s network.

An answer to the problem of storage provisioning for in-network video caching

in an operator’s network is provided, which optimizes the trade-off between the

cost of transmission bandwidth and the cost of storage. The proposed scheme

compared with the widely used LFU algorithm results in significant improvements

in return on investment and cost-efficiency.

In light of the trending increase in virtualization of network functions, the first

cost-driven CaaS framework for virtual video caching in 5G mobile networks has

been presented in this thesis. The proposed CaaS approach maximizes return

on caching investment, by finding the best trade-off between the cost of cache

storage and bandwidth savings from caching video contents in the MNO’s cloud.

The CaaS technique has shown significant performance enhancement compared

with LFU in terms of return on investment, quality, offloaded traffic and storage

efficiency.

Moreover, the following conclusions can be drawn based on the overall picture

of the research carried out in this thesis.
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• caching video contents in mobile operator networks is a cost-effective solu-

tion for operators to serve the increasing demand for mobile video contents

in their networks.

• both reactive and proactive video caching increase the video capacity of

the wireless network to serve more concurrent videos. However, for reactive

video caching, in-network video adaptation and cross-layer resource alloca-

tion are required to transrate the video to meet the end-user requirements

in terms of user-perceived quality and delay, while minimizing the required

resources.

• queuing theory can be used to develop a framework for transrating video

streams and performing cross-layer resource allocation.

• compared with the current CDN approach, the in-network caching and CaaS

schemes presented in this thesis provide a more cost-effective approach for

video streaming over wireless networks. The proposed schemes bring ben-

efits for both the operator and end-user. From the operator’s perspective,

in-network caching and CaaS reduce the load on the costly backhaul of the

operator’s network. From the view point of the end-user, they result in

reduction in delay and improvement in QoE.

• given the anticipated deployment of cloud infrastructure and virtual net-

work functions in future 5G networks, CaaS can be considered as a cost-

effective candidate for streaming video contents over these networks.

This thesis covers some of the key issues in in-network video adaption and

caching, and provides the foundations for future research. The following sections

highlight a number of challenges that need to be addressed and some research

directions for future researchers.
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7.2 Future Work

7.2.1 In-Network Video Adaption

The work that has been carried out in this thesis is primarily focused on SVC

video coding. An immediate extension to this work is to apply the same frame-

work to high efficiency video coding (HEVC) videos and account for the require-

ments of HEVC.

The queuing-based in-network video adaptation scheme presented in this work

does not take into account the effects of packet loss during transmission over

wireless networks. Taking into consideration the effects of transmission packet

loss, which further degrade the quality of the transrated video at the receiver

would be an interesting extension to the work carried out.

7.2.2 Cross-Layer Resource Allocation

In terms of resource allocation, the main focus in this thesis has been on power

minimization. However, a cross-layer resource allocation scheme that maximizes

the cumulative data rate and assigns resources to the packets in each tempo-

ral/quality layer based on the impact of the layer on the perceived quality of

video would be an interesting area for research.

The main focus of this study has been on decreasing queuing delay due to its

importance and effects on overall end-to-end delay and jitter. However, future

work could look at an optimization problem that also considers other possible

delays, such as transmission delay.

As mentioned in Section 7.2.1, future studies should consider the effects of

packet loss in transmission on perceived video quality. Therefore, future work

would involve cross-layer resource allocation optimization problems which take

transmission packet loss into account. An immediate example is to minimize

the system power such that video loss tolerance parameters are satisfied while
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opportunistic scheduling is performed over fading channels.

7.2.3 Cost-Driven Mobile Video Caching and Caching-as-

a-Service

In Chapter 5, the resource limitations of the hierarchical caching levels have not

been taken into account. Accounting for computing resources limitations of each

caching level would impose an additional constraint to the cache provisioning

problem and makes the problem more practical.

Adding a constraint on the budget that the operator is willing to allocate

for in-network video caching will also improve the practicality of the problem.

Furthermore, it would be interesting to study the practical aspects of CaaS, e.g.

service chaining and placement.

This thesis has made the assumption that the cost and return function are

linear or logarithmic functions. Deploying other types of functions and performing

a sensitivity analysis for the cost and return functions would further clarify the

effects of the changes in these functions, and would add further value to the

proposed scheme.

In Chapters 5 and 6, the CDT has been used to solve the optimization prob-

lems. However, in order to make the scheme more practical, one would define

some simplistic heuristics and compare the performance of the proposed IWO

approach with the heuristics. Furthermore, comparing the suggested technique

with LRU and state of the art caching algorithms would increase the value of this

study.

In addition to bandwidth fees, some CDN providers apply other fees such as

request and storage fees. Investigating in-network mobile video cache provision-

ing and CaaS optimization problems that take these fees into consideration and

provide a solution that minimizes the bandwidth fees, request fees and storage

fees incurred by mobile operators and content providers is a potential area for
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future research.
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