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Characterising Dataset Search — an Analysis of Search Logs and Data Requests
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¢ University of Southampton, UK
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Abstract

Large amounts of data are becoming increasingly available online. In order to benefit from it we need tools to retrieve
the most relevant datasets that match ones data needs. Several vocabularies have been developed to describe datasets
in order to increase their discoverability, but for data publishers is costly to cumbersome to annotate them using all,
leading to the question of what properties are more important. In this work we contribute with a systematic study
of the patterns and specific attributes that data consumers use to search for data and how it compares with general
web search. We performed a query log analysis based on logs from four national open data portals and conducted a
qualitative analysis of user data requests for requests issued to one of them. Search queries issued on data portals differ
from those issued to web search engines in their length, topic, and structure. Based on our findings we hypothesise that
portals search functionalities are currently used in an exploratory manner, rather than to retrieve a specific resource.
In our study of data requests we found that geospatial and temporal attributes, as well as information on the required
granularity of the data are the most common features. The findings of both analyses suggest that these features are of
higher importance in dataset retrieval in contrast to general web search, suggesting that efforts of dataset publishers
should focus on generating dataset descriptions including them.

Keywords: Dataset Search, Vertical Search, Search Logs

1. Introduction datasets get published together with scientific publica-
tions, as open access and reproducibility become main-
Data has become the most important digital asset in stream across subjects and research communities (e.g.
the world and its availability on the web is increasing Mendeley Data El Elsevier DataSearch Platform E]) A
rapidly. A growing number of organisations, mostly in study by Cafarella et al. [[7]] estimated more than one
the public sector, have set up their own data portals to billion sources of data on the web as of 2011, count-
publish datasets related to their activities. Similar trends ing structured data extracted from web pages. In 2015
can be observed in a variety of sectors. In the public sec- the Web Data Commons project extracted 233 million
tor, through initiatives such as Open Government Data data tables from the Common Crawl [29]. The abil-
(e.g. US Open Data portaﬂ UK Open Data portaﬂeto.), ity to generate business value from data analytics offers
data can generate social impact, improve public ser- competitive advantage in virtually every industry world-
vices, and increase transparency [47]. Specialised ven- wide [28].
dors in commercial sectors such as finances and mar- Data is used in a variety of professional roles.
keting, co-exist alongside data marketplaces that con- Whether it is a data journalist writing an article that
nect supply and demand (e.g. data.worlcﬂ Microsoft compares government transparency in different coun-
DataMarkeﬂ etc.). In science, an increasing number of tries, an app developer trying to expand into new mar-

kets, a business analyst searching for evidence to sub-

stantiate their report, or a scientist replicating an ex-
*The corresponding author could be contacted via email address:

o ; ! ¢ . periment, the first and foremost step all these profes-
emilia.kacprzak @theodi.org and is based in The Open Data Institute, . . .
65 Clifton Street, London EC2A 4JE Tel: 020 3598 9395 sionals have to take is to find, or retrieve the most rel-
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evant datasets for their needs. In previous work, we
found that data practitioners (with different professional
backgrounds and skills) face various challenges find-
ing the data they need [25], relying on general purpose
search engines, or asking other people for recommenda-
tions, thus, motivating the research and development of
dataset search engines.

In the context of the Semantic Web, some efforts have
been made to use Linked Data tools and vocabularies
to improve the discoverability of datasets on the web.
Kunze and Auer [26] defined the problem of dataset re-
trieval as a specialisation of information retrieval. A list
of relevant datasets is returned, focusing on the particu-
lar case of RDF datasets for which filtering and similar-
ity metrics based on shared vocabulary usage. However,
in an open data scenario, data formats and models are
heterogeneous, and the cost of mapping and transform-
ing to RDF is often too high for publishers. An alterna-
tive is to compute or manually fill metadata descriptions
of non-RDF datasets using an agreed vocabulary, for
example, the Data Catalogue Vocabulary (DCAT) was
designed to facilitate interoperability between data cat-
alogues published on the web. This includes descrip-
tions of keywords, theme, frequency, spatial and tempo-
ral coverage. Numerous extensions to DCAT have been
developed to include additional properties that are con-
sidered relevant by their designers, e.g. DCAT-AP (for
public sector data), GEO-DCAT-AP (geospatial prop-
erties) or Data-ID (versioning, technical descriptions
of datasets). However, to the best of our knowledge,
there are no systematic studies from the point of view
of data consumers about what properties are more im-
portant than others for effective search and discovery of
datasets. This is important, as the generation of meta-
data needs to be done on a property by property basis,
which also represents a cost for data publishers. Know-
ing what are the properties that they need to focus on
to satisfy user information needs reduces the time and
effort required for the publishing process. Furthermore,
current open data portal solutions base their metadata
search on indexing free text descriptions of datasets and
applying document modelling and search techniques.
We believe that our findings could better inform what
kind of advanced search functionalities should be ex-
plored to support user information needs.

In a nutshell, our goal is to advance towards the un-
derstanding of the most important properties of a dataset
description from the point of view of data consumers,
by analysing how people search for data on current por-
tals. In particular we aim at answering the following
research questions: (¢) What are the characteristics of
queries for datasets in terms of their length, distribu-

tion, and structure? How this informs the decision of
which properties should be prioritized in a description
and how they are currently represented in data descrip-
tion vocabularies? (b) How does the search behaviour
of users in dataset search differ in comparison to gen-
eral web search? (c¢) How do people request data when
they are allowed to formulate their information needs
with no restrictions. What properties do they consider
the most important and how are these used?

In previous work [21] we presented an initial anal-
ysis focusing on internal data search queries on a por-
tal. Internal queries are queries issued by users through
the search functionality available on a data portal. In
this work we extended our initial analysis and added
two other data sources: external search queries and
data requests, for a total of three. First we present a
more in-depth analysis of internal search queries sub-
mitted to governmental open data portals with interna-
tional scope (data.gov.uk and Office for National Statis-
tics from the UK, open.canada.ca from Canada and
data.gov.au from Australia). Secondly we analyse ex-
ternal search queries, which are queries issued on gen-
eral web search engines that resulted in the user landing
on one of these data portals (for both UK based portals).

Search functionalities tend to fall short for informa-
tion seeking tasks for datasets [25] and queries issued on
portals are too short to provide the basis for an extensive
log analysis. Therefore we also analyse data requests.
data requests are unstructured descriptions of datasets
made by citizens directly to open data portals, they can
be collected through web forms (e.g. data.gov.uk or
datos.madrid.es), email (e.g. danepubliczne.gov.pl), or
regular/quarterly platform meeting inviting the commu-
nity (emphe.g. open.wien.gv.at). In this paper, we anal-
yse a sample of 200 requests (from a corpus of 1600)
submitted to data.gov.uk via a web form. Each data re-
quest consists of several fields; the structure can be seen
in Section3]in Figure 3]

Summary of findings. When characterising users (on
the UK based portals) we found that data search is
mostly a work related activity - portals are mostly ac-
cessed from desktop computers on weekdays during
working hours. Returning users had much longer ses-
sion durations, which suggests they might benefit from
additional, more advanced, search functionalities. The
majority of users ended up on data portals via exter-
nal search engines. A number of users issue keyword
queries that indicate a specific data portal. This sug-
gests that search functionalities on portals might not be
considered sufficient, which was suggested by qualita-
tive analysis of interviews in our previous work [25]].
Queries on data portals are generally short, which



might be the result of a lack of trust that longer queries
will return useful results. This assumption was sup-
ported in our previous study Koesten et al. [25]. The
results suggested that issuing a query is often concep-
tualised as an activity aiming to narrow down relevant
subsets of data that is available on a topic, rather then
expecting a matching dataset directly in the result list
as we are used to from web search. Queries contained
geospatial and temporal information - in both cases rel-
evant keywords are represented in different levels of
granularity (month/years, cities/regions). Queries in-
cluding indications of time were five time more frequent
than in web search. Furthermore data format and file
type were popular amongst the queries - in case of ex-
ternal queries a fifth of all queries contained such at-
tributes.

The analysis of data requests revealed similar fea-
tures. The most common features mentioned in the
requests were temporal and geospatial information of-
ten with definitions of their expected granularity. These
features tend to be complex and need to be taken into
account when generating metadata for datasets that is
utilised by search functionalities. The wrong granular-
ity in terms of both location and time can easily result
in the data not being usable for a task. Furthermore,
more than one dataset can be equally relevant to a sin-
gle information need. Requiring information for longer
time spans can result in many equally relevant datasets,
as each contains a portion of the desired time period.
Our findings suggests that publishers should focus their
efforts on generating spatio-temporal properties of their
descriptions, motivating the development of search in-
terfaces for appropriately filtering and joining by them.

The remainder of the paper is structured as follows:
Section [2| gives an overview of background and related
work in vertical search engines and in query log anal-
ysis. Section [3| describes the data and methods used in
our study. Sections [] [5] and [6] report on the results of
the analysis, following the research questions outlined
earlier. Section [/| then discusses the main findings of
our study and their implications, while section [§] points
to the limitations of our work. Section [9] concludes the
paper and outlines directions for future work.

2. Background & Related Work

In this section we give an overview of work that char-
acterises different search verticals and compare them
against dataset search, emphasising studies that lever-
aged query log analysis to understand users of those
verticals. We further describe existing approaches in
dataset search and discuss open data portals and current

metadata standards to understand current search func-
tionalities for data on the web.

2.1. Web Search

General Web Search. Web search engines take ad-
vantage of the specific structure of the web and use
known text mining techniques (e.g. tf-idf [S1]) to sup-
port search. General web search has evolved and is us-
ing sophisticated techniques such as machine learning
[L], question answering systems [27] or personalisation
of results for each user [39]. However, general web
search is not a good fit for dataset search for several rea-
sons: In their study of tables embedded in a web pages
Cafarella et al. [8]] pointed out that structured data on
the web, cannot easily be mapped to unstructured text
approaches. Tables lack the incoming hyperlink anchor
text that is utilised in general web search. Web search
algorithms (e.g. PageRank-based) are not applicable to
the same extent to table search, particularly as tables of
widely varying quality can be found on a single web
page. The same constraints are applicable in a dataset
search scenario as data is not an in-page element sur-
rounded by additional context, but a source on its own.

Vertical Search. Vertical search is search in which the
subject of the search is a specific subset of online con-
tent, as opposed to general web search where the aim is
to include all types of resources. The subject of a verti-
cal can be a collection which is distinct based on topic,
data type or context. The differences in the underly-
ing information source for each specific vertical require
targeted information retrieval practices. Each vertical
search strategy focuses on how to best utilize the addi-
tional information and structure that is provided with
each information source. There are multiple distinct
verticals which have been subject of specific query log
analyses, for example people search engines [48]], email
search [2l 32], research publication search [30} 50] or
search over linked data [16]. For instance, for email
search Ai et al. [2]] noticed that users know the precise
attributes of a resource they are looking for. The authors
point out that one of the key differences to general web
search is that a set of emails is a personal set unique for
each user. On top of that, email search offers additional
metadata (e.g. senders’ email address, subject or times-
tamp) which can help both organising and searching
through the results. People search [48] [15] is gaining
more importance with portals such as LinkedIn or Face-
book. In this vertical, relevant factors are the first and
last name of the person [15]. Search can also depend
on the relations of two people that could be expressed



through the same educational background, home town
or common friends. People search is also of importance
in enterprises. This is slightly different as e.g. phone
number, email or the organisation employing the person
can become relevant which alters the way queries are is-
sued [15]]. In search for research publications Li et al.
[30] and Yu et al. [50] argue that general web search
does not fully take advantage of the potential of the spe-
cific subset of resources - temporal information attached
to each of the publications. Although algorithms such
as PageRank and HITS calculate the relevance of each
resource and include this information while ranking the
relevance of resources to a user query; both favour older
resources over newer ones. In the publication search
vertical, the reputation of the resource, in addition to
its content relevance, citation count and reputation of
its authors and journals are the most influential parts.
However, in this scenario it is important to take the pub-
lication time bias into account when generating search
results for the query. In Product search, the motiva-
tion is the increasing product specificity and variations
in consumer preferences for optimizing online market-
places [10]. Implementing solutions that support syn-
onyms and a variety of languages used in order to find
a specific products is more important than in other ver-
ticals [46]. Users in product search scenarios consider
various facets (e.g. price of an item) to be of impor-
tance, depending on the product they are searching for.
General search cannot fulfil scenarios in which a user
wants to filter by items with a lower price than a set
boundary (a specific value) [45]. This characteristic dif-
ferentiates product search as a vertical from general web
search.

2.2. Dataset Search

In this work we are analysing search for datasets
published on the web, specifically on Open Data por-
tals. There is a large body of research targeting search
and exploration of tables embedded within web pages.
Cafarella et al. [8] propose an approach for searching
through web pages that contain a table with structured
data. They include scores measuring the coherency of
a table; this ranking was called SchemaRank. This is a
starting point for a web table search algorithm that takes
advantage of the web structure.

In their work on Fusion Tables, a data management
system developed by Google [13], Google creates a
corresponding HTML page for each table that is then
crawlable by general search engines in the same way a
regular web pages. Fusion Tables also recognised the
need for an internal search functionality that will allow
to search only among tables that are managed by the

system since, as shown in a study by Cafarella et al. [8]],
existing techniques for dataset retrieval are not applica-
ble for datasets.

Dataset search and retrieval on the web is a rela-
tively unexplored area compared to document search
and retrieval. Kunze and Auer [26] define the prob-
lem of dataset retrieval as determining the most relevant
datasets according to a user query. They restrict their
scope to RDF datasets and propose a retrieval mecha-
nism inspired by faceted search, where a dataset rele-
vance is checked against a set of semantic filters. Our
work aims at determining through the analysis of user
queries, which semantic filters are the most important
to implement and show.

Open Data Portals. Open data portals are a point of
free access to governmental and institutional data for
both commercial and non-commercial purposes through
cataloguing common metadata, which allows search for
data. In this work we analyse the search logs of four
open data portals as well as requests for data that have
been made to data portals.

Mitlohner et al. [31] presented an analysis of the
data that can be expected on such portals. The av-
erage open data CSV file contains 365 rows and 14
columns and most values are numerical [31]. When
analysing the notation in headers they found 40% con-
tained underscores; 33% consisted of single words; 17%
multiple words and 9% were expressed in camel case.
The form in which headers are written can influence
machine readability and potential further work with a
dataset (e.g. making it harder to transform such a file
into a RDF data model) [[11]].

Many open governmental platforms are based on
CKANE], an open source data management system,
which provides tools for publishing, sharing, finding
and using data. It is used by many national data pub-
lishing entities (used by e.g. the UK, USA, Canada,
Australia and European Data Portals) which includes
three of the portals analysed in this work. There are
other open data platforms, such as Socrata (used by
e.g. the Chicag(ﬂ and New York City government open
data portaﬂ or OpenDataSoft[];G] (used by e.g. Open
Data AmericaE]). CKAN is built using Apache Soh{ﬂ
which uses Lucene to index the documents. In this sce-
nario the documents are the datasets’ metadata provided

"https://ckan.org/
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by the publishers. The search functionality in Solr is
composed of two main operations: finding the docu-
ments that match the user query and ranking those doc-
uments. After the final set of matching documents has
been found, an additional operation is necessary to cal-
culate a relevance score for each of the matching docu-
ments. LucenfE] maps metadata fields into an inverted
index consisting of a list of terms and ids of documents
(dataset metadata) in which the given term appear. Cal-
culating the relevance of a dataset to a user query is per-
formed using the term frequency—inverse document fre-
quency (TF-IDF) algorithm. It calculates the weight-
ing of a term through a composition of two statistical
approaches. TF is the frequency with which a word
appears in a datasets metadata, whereas IDF indicates
the inverse proportion of the word’s frequency in the
all set of a datasets metadata. The basic idea of this
solution is that the more frequently a word appears in
a document, i.e., in this case the metadata description
about a dataset, the more accurately it describes its con-
tent [38]. On the other hand, if the word appears in
more documents, it becomes less representative for a
single document and should be given less weight [S1].
Each datasets metadata and query are represented as a
vector in a vector space model; the similarity score be-
tween them is the result of calculating a cosine between
the query vector and the dataset metadata vector. Ap-
proaches for indexing datasets should benefit from their
structured information. Using term frequency based ap-
proaches might miss the fact that we write differently
in natural language than we structure information in a
spreadsheet. The main topic or the key concepts are
likely to appear more often in natural language through-
out the text, but in structured documents those concepts
might be mentioned only once. In this work our aim
is to investigate directions for how dataset search could
be improved based on user information needs and to re-
think existing approaches by questioning their applica-
bility in dataset search as a unique search vertical. Our
query log analysis is generalisable to any data portal that
offers a keyword search box. For data requests, we just
require the request to be in an open text format.

Metadata Vocabularies and Standards. Defining
metadata features for dataset search is important in or-
der to tailor search functionalities to the specific char-
acteristics of dataset search. Several standardization ef-
forts have been undertaken for defining metadata about
datasets on the web, that could be used by search en-

Bhttps://lucene.apache.org/core/

gines. One of them is DCAT™| which is used by the
CKAN platform. DCAT is an RDF vocabulary used
to describe datasets in data catalogues. It enables bet-
ter interoperability between different data catalogues.
It can be used to describe structured data on the web.
Over time numerous extensions of the DCAT vocabu-
lary were proposed in order to facilitate different needs.
They present a wide coverage of properties, describing
datasets from various angles, for example DCAT-AP for
public sector data with country specific extensions, and
GEO-DCAT-AP for geospatial properties. In our work
we want to understand which of those properties are
most important from a user perspective when searching
for data. Detecting which properties are of higher im-
portance form users perspective, allows to focus the se-
lection of metadata properties for describing a datasets
to generate. The CSV on the Web Working Group
developed a standarcfz] for expressing useful metadata
about tabular resources and CSV files specifically. Their
goal is to provide a standardised way of ensuring con-
sistency of data types and formats (e.g. uniqueness of
values within a single column) for every file. Further-
more, schema.org [14] is a schema that can be used for
describing structured data on the web. It is applicable to
a variety of data formats and is used as mark-up describ-
ing structured content (e.g. tables within web pages) or
as a metadata schema describing data using a defined
list of attribute{

There are efforts for integrating different standards
into homogeneous data structure for existing metadata
schemas such as [33]], in order to allow better accessi-
bility and discoverability of the datasets. Existing meta-
data schemas might not be extensive enough to pro-
vide sufficient background for search and discovery pro-
cesses. This work aims to explore the characteristics
of dataset search and inform metadata design decisions
by uncovering patterns in dataset search to understand
which of the properties in existing metadata is most im-
portant, or if there is any property currently missing.

2.3. Query Log Analysis

Analysing query logs serves as a proxy to analyse the
search behaviour of users [23l 22, 149] and can serve
as a way to understand the users intent when interact-
ing with a search functionality [9]]. The first query log
analysis on the web was published in 1999, for the Al-
tavista search engine [40]], and the approach has since

“https://wuw.w3.org/TR/vocab-dcat/
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been used to study many aspects of web search (see [20]
for a survey).

Search patterns have unique characteristics in dif-
ferent search environments, for instance Ortiz-Cordova
et al. [35] analyse patterns in search behaviours within
two sets of logs: internal and external search logs.
Those sets were collected for the ecommerce site
www.BuenaMusica.com, listing traffic coming from
general search engines (external logs) and search activ-
ity within internal search function (internal logs). As
shown in [18]], in their transaction logs analyses of nine
search engines, the results of different search log anal-
ysis are not directly comparable, however they can pro-
vide valuable insights into search behaviour. Several
metrics for analysing search logs were developed for
general web search; a summary can be seen in Table
Their relation to our analysis is detailed below.

Query Length and Distribution. These are the most
commonly presented statistics also analysed in this
work. Taghavi et al. [43]] have shown two trends in
web search query length and its distribution: an in-
crease in query length over time and that the distribu-
tions of terms follows a power-law or Zipf distribution.
Ortiz-Cordova et al. [35] show the difference in average
length and length distribution between internal and ex-
ternal queries. The results show that internal queries are
shorter than external queries (on average 2.76 words for
external and 2.25 words for internal). They used this
information further to analyse the differences in consec-
utive search activities and to define search patterns.

Query Types Classification. Broder et al. created a
taxonomy of web search queries based on user needs
[5]. We believe this taxonomy is not directly applicable
to dataset search as the information need is finding data
and could so be seen as predominantly informational.
We chose to classify queries containing specific types
of information that have been studied in other search
contexts: acronyms, geographic location, temporal indi-
cation and numeric values. Understanding the number
of queries related to these dimensions can help shape
indexing strategies for dataset search engines.

User and Session Statistics. Information retrieval stud-
ies for web search commonly also analyse behavioural
characteristics, which are not directly concerned with
the query itself but with the users search behaviour.
These can give additional insights about the user
population who perform dataset search that cannot be
obtained by analysing the query itself.

Query Structure. We found a negligible use of spe-
cial operators in our dataset, so we did not conduct fur-
ther analysis on this aspect. The composite and non-
composite characteristics studied in [4] are for long
queries. As one of our results shows, dataset search
queries are typically short, we did not find this analy-
sis suitable for our case. We did analyse the number of
question queries [4] to find if users are asking questions
in their queries or are merely searching for datasets.

Topics. The topic categorisation used in other studies
[3] gives an overview of topics asked in web search
queries. This is not directly applicable to our case,
as data portals have a more limited scope. We anal-
ysed topics based on the categorisation proposed on the
data.gov.uk portal (which is detailed in Section [3] Ta-

bleB).

3. Methodology

In our experiments we used three types of data ac-
quired from different governmental open data portals
(described in more detail in Section [3.1)): internal and
external search logs as well as data requests. We anal-
ysed how people ask for datasets using two complemen-
tary methods [6]: a query log analysis over search log
data collected via Google Analytics and a qualitative
thematic analysis of concepts represented in the data re-
quests.

3.1. Search Logs

The logs primarily represent search for structured
data. All portals collect log data using Google Analyt-
ics, but might be using different settings. As a conse-
quence, and as they started recording their logs at dif-
ferent points in time the available information and time
frames per portal vary. Four well-known data portals
from three English-speaking countries - United King-
dom, Canada and Australia - provided their query logs
to us: the official UK government Open Data portal
(DGU), the Office for National Statistics of the UK
(ONS)"| the Australian government Open Data portal
(AUS)'"®|and the Canadian government Open Data por-
tal (CANB Three of the portals store datasets or links
to datasets and use the CKAN portal softwareFE] (i.e.

Thttps://www.ons.gov.uk
https://www.data.gov.au
19https://www.open.canada.ca
20nttp://ckan.org



Metrics used

Query Length & Distribution Average length, distribution, percentage of 1, 2 and 3 words queries [443]

Query Structure Types of queries: question, operator, composite and non-composite [4]. Question queries: starting with words that indicate
questions, e.g. what or how; operators:containing boolean operators like AND, OR and NOT or special web search operators e.g. url, site or
filetype; composite: queries that could be represented as compositions of short queries; non-composite: queries that cannot be represented by

short queries - these can be divided in noun phrases and verb phrases.

Topics Several topic classifications in literature [3|41]. E.g.: Spinks el al. classification: Commerce, travel, employment or economy, Peo-
ple, places or things, Unknown, Computers or Internet, Sex or pornography, Health or sciences, Entertainment or recreation, Education or
humanities, Society, culture, ethnicity or religion, Government, Performing or fine arts [41]).

Query Types Classification Broders et al. query taxonomy based on user needs [3]. 3 classes: informational - get information about something,
navigational - to reach a particular site and transactional - to perform a transaction.

User and Session Statistics Session length and search exits (further detail in section 4) [17]; browser statistics, server usage, distribution of

queries for a time frame (e.g. per day, week or month) [43].

Table 1: Metrics from web search studies used in this study

DGU, AUS and CAN), which bases its search func-
tionality on the Solr search platfornﬂ Search func-
tionality is provided through a search box in the portal.
Queries are evaluated against textual descriptions and
metadata text fields associated with the datasets. The
ONS stores their data on a custom portal which is more
targeted at presenting an analysis of the collected data,
partially through visualisations. Both DGU and ONS
present 10 results for a query per page. AUS and CAN
show 20 datasets as results per page. All portals pro-
vide facets by which users can filter and browse the re-
sults. The summary of collected logs with dataset logs
size and time frames for collection can be seen in Table
[2] We had three types of information objects for analy-
sis: queries, sessions and users. We distinguish between
two types of queries: internal - queries issued directly
in the search box of a portal; and external - web search
queries that led the user to open a page of the data portal.
External queries were only provided for DGU and ONS.
A query object comprises the following fields: search
terms and total unique searches. The search terms of a
query are made of the string, i.e., the sequence of search
keywords, typed into the search box (of the portal, for
internal queries; and of the web search engine, for ex-
ternal ones). Data on sessions included device, browser,
number of pages viewed, and session duration. A ses-
sion is defined as a group of interactions within a given
time frame that ends after 30 minutes of inactivity or at
midnight. The session duration is computed as the dif-
ference between the time the user entered the portal and
the time they entered the last page they visited before
leaving the site. Concerning users, we also had access
to statistics on new and returning users. As per Google
Analytics’ method, a user is detected by setting a cookie
in a device or browser, therefore, it is an upper bound on

21 http://lucene.apache.org/solr/

the actual number of users. The portals described in this
analysis did not have any additional event tracking, e.g.,
click-through data, configured.

Pre-processing. Search log data from both internal and
external queries was pre-processed as follows:

The N-Gram Fingerprint method was used to clean
the data as it can detect basic spelling mistakes which
could be a swap of two or more letters within a word.
For example a 2-gram string for the word london would
be do,lo,nd,on and for 1-gram d,/,n.

Step 2 Discard outliers in terms of length. 99.9% of
all queries had less than 19 words. Based on manual
inspection, we considered longer queries to be likely the
result of accidental pasting of text into the search box
and discarded them from our analysis.

Step 3 Finally, we removed those external queries which
were registered, but not specified. They were of two
types: (not provided) and (not set), according to the
eponymous Google Analytics flag. The first are not
specified due to the privacy policy of Google Analytics,
while the second refers to traffic that did not occur as a
result of a search, but via referral sites, direct links, or
other search channels such as Google Maps and Google
Images.

Internal Search Logs. Queries issued directly to the
internal search capacity of a data portal into the search
box. We have a total number of 2,245,574 internal
queries per portal excluding queries removed in Step
2, 724,095 unique queries determined via clustering
in Step 1 (data cleaning). The breakdown of internal
queries per portal after pre-processing steps can be seen
in Table 21

External Search Logs. Queries issued through a gen-
eral web search engines search as that lead to a page of
the data portal. This set consisted of 1, 101,201 external



Internal External .
Portal - - - Time Ranges
All Unique All Unique Not Set Not Provided
DGU 1,058,197 332,823 1,062,937 419,750 3,159 3,902,006 30/01/2013 - 31/08/2016
ONS 950,593 342,054 38,264 13,887 824 326,596 28/02/2016 - 31/08/2016
CAN 231,473 46,661 - - - - 23/08/2015 - 23/08/2016
AUS 5,311 2,557 - - - - 01/08/2016 - 31/08/2016

Table 2: Summary of search log data. For internal queries, column all refers to the total number of internal queries per portal excluding queries eliminated in Step 2,
while column unique refers to the number of unique queries determined via clustering in Step 1. For external queries, column all shows the number of queries obtained
after removing overlengthy queries (Step 2) and not provided and not set ones (Step 3). Columns not set and not provided show the number of not set and not provided

queries. The column unique was calculated like for internal queries (Step 1)
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Internal search log
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(Search Exits / Total Unique Searches )

v
The number of pages viewed after
performing a search. This is calculated
as Sum of all searchdepth across all
searches / (searchtransitions + 1)

v
The number of searches made

Figure 1: Structure of internal query logs and details of their meaning

queries, after removing lengthy queries (Step 2) as well
as missing values from the data (Step 3). 3,983 were
not set and 4,228,602 were not provided in our sam-
ple. There were 433, 637 unique external queries (deter-
mined via data cleaning in Step 1). The breakdown of
external queries per portal after pre-processing steps can
be seen in Table 2l We assume that when an user issues
a query to the search on an external engine, and clicked
in the result that direct them to the data portal, their in-
tention was to find a dataset. We acknowledge the lim-
itation that we cannot know if the user just clicked on
the dataset as part of an informational query looking
for something else from the external portal. A possi-
ble more fine-grained heuristic is to collect and analyse
the search exits from external queries, and assume that
those that immediately exit the portal were not looking
for a dataset.

3.2. Quantitative Analysis

This section describes the metrics presented in Table
chosen to analyse the queries. Their selection was
based on background literature in web search and other
search verticals shown in Section 2.3 and the relevance

of commonly used metrics when applied to the analy-
sis of dataset search logs. To analyse the data we first
inserted all search logs into a MongoDBFZ] database as
separate entities. We created separate collections for in-
ternal search logs, external query log and data requests.
Results for the metrics listed in Table [3] were generated
using Python codeFE] connected to the aforementioned
collections unless specified differently. Results on user
statistics were collected by using Google Analytics.

3.3. Data Requests

Data requests are a representation of information
needs submitted by users of a data portal in order to
get a specific dataset that they usually could not find.
We used a set of 1600 data requests from the United
Kingdom governmental open data portal (DGU) which
are partially available as a dataset on the porta@ Re-
quests represent information needs for data. As they

2http://www.mongodb.org
Bhttps://github.com/chabrowa/search-log-analysis
24https://www.surveymonkey.com/mp/sample-size-calculator/
Phttps://data.gov.uk/dataset/
data-requests—-at-data-gov-uk
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Figure 2: Structure of external query logs and details of their meaning

are submitted in natural language and are much longer
than search queries they contain additional information
of the task that people aim to do with the requested data.
After contacting the portal owners we were able to ac-
quire 800 additional requests that were tagged to remain
confidential, however only publicly available elements
of the data requests are included in the examples cited
in this work.

Structure. Data requests are submitted to the portal via
a semi-structured contact form available on the portal
website by users who aim to satisfy their information
needs. The form is targeted at citizens who can ask there
for particular government datasets to be made public,
and if possible, to have an open licence attached to it.
Users are required to provide a description of the data
along with a reason and context for their requests. This
results in long descriptions of the data that is needed -
providing us with additional context of the connected
task. A sample description of the data request is for in-
stance: I wish to find out up to date figures of numbers of
adults with moderate, severe and profound disabilities
(in particular learning disabilities) who are currently
working in the UK, either part time or full time; where
in the UK they work and in what numbers ; and at what
occupations. We present an overview of the structure of
all fields in a request form in Figure 3]

Pre-processing. Data requests in our sample were se-
lected manually, we excluded requests that do not define
a clear data need or that require complex data analysis.
In addition, we filtered out the same request that were
accidentally submitted twice as a separate requests to
the portal. Our analysis was conducted over a set of 200
data requests which were randomly selected and met our
inclusion criteria.

3.4. Qualitative Analysis

Thematic analysis. We analysed 200 data requests
qualitatively, using thematic analysis - a method to
identify patterns or themes within qualitative data
[37]. Coding was done using NVivo (version 11), a
qualitative data analysis package. Two of the authors
individually coded a sample of the data requests
inductively [44], compared code lists with each other
and discussed conflicting results with two senior
researchers. This process was repeated twice until there
were no conflicting codes between the two researchers
and there were no new emerging codes. These were
then used to code the remaining data requests. We
grouped emerging codes related to the attributes of the
data and those related to the structure of the request
into these two high level categories. For each of
the categories we applied two layers of coding [37].
The data attributes layer allows an understanding
of how users are talking about data when describing
information needs to another person (the receiver of the
data request is an employee of data portal). These are
grouped into subsets of: geospatial content, temporal
content, restrictions on the requested data (for instance
specific formats or licences), mentions of the required
granularity. The request context layer includes the
prevalence of common features to get an overview of
the composition of the data requests. This includes
mentions of expected representation and structure of
the data, the unit of interest (whether a data point,
a dataset or the result of an analysis is requested),
rationale for the data request or mentions of quality
issues with existing datasets with a request for the same
data, but in better quality.



Identify the most appropriate data themes that relate

o String description of the  Unit holding the to your request (please select at least or?e). USErs |t gata is requested on
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Figure 3: Data request fields and their descriptions; Description obtained from the data request form on DGU. This form is no longer used. The
difference between ’data holder’ and ’publisher’ is unclear, both fields were used in the same way by the users of the system.

4. Users tools. These activities are typically performed on desk-

top computers due to their larger screens and additional
In this section, we characterise the context of access processing power.
of users to data portals. For this section we use session
data from DGU and ONS. Device % Sessions Pages viewed ~ Session duration
DGU ONS DGU ONS DGU ONS

Location. As expected from portals with a national Desktop  79.81 9095 342  3.04  02:35 03:41

scope, the majority of users (82%) were from the United Mobile 1293 494 178 265  00:57 02:14

Kingdom. 26% were from London, while other major Tablet 727 411 224 229 01222 01:53

cities, such as Manchester or Birmingham represented

around 1 to 2%, with the rest of the access evenly spread Table 4: Devices used to access data portals

across the country.

Time of access. Users are mostly active during week-
days, as can be seen in Figure[d] Monday has the high-
est level of activity, which falls slightly every day until
Friday, to reach the lowest point on Saturday and grow
slightly again on Sunday. Activity during weekends is
approximately half or a third of that during week days.
Users access the portals during working hours (8am to
6pm, local time) and issue most queries between 9am
to 11am. This pattern, in combination with the preva-
lence of desktop computers, further suggests that dataset
search is a work time activity.

Devices. Table [ shows how people access the portals.
We distinguish between desktop computers, mobile de-
vices, and tablets and list the relevant share of sessions
for each of them, as well as the average number of pages
viewed per session and the average session duration. An
overwhelming majority are desktop computers (85% on
average for both portals), compared to mobile devices
(~ 8%) and tablets (~ 6%). Both the number of pages
viewed and session duration are highest for desktops.
We believe the high percentage of desktop users can be
explained by the fact that data search is mostly a work

activity; this is confirmed by the the time of the day peo- Channels. As can be seen in Table [5] the majority of
ple access the portal (see below). Looking for datasets is users (62.32% for DGU; 74.33% for ONS) reach both
a first step in a much more complex workflow, in which portals through the result page of a web search engine
a relevant dataset is subsequently downloaded and then (a scenario which we refer to as external); by access-
inspected and visualised using exploratory data analysis ing the portal directly through its URL (direct - 14.3%
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Metric - Method

User statistics Includes information about: devices,
browsers, channels through which user reach the portal,
user location, time of accessing the portal, ratio of new to
returning users. Statistics gathered by Google Analytics

Search exits Number of sessions in which the user leaves
the page immediately after searching through the portals
search box, without clicking on any of the results.

Time after search The average amount of time users spent
on the portal after performing a search, it is calculated as the
sum of all search durations (including refinements) divided
by the number of search sessions.

Search refinement Number of searches performed follow-
ing an initial search within the same session, different from
the initial query.

Average length; number of words in a query Computed
for all internal and external queries. Both of these metrics
were calculated for all queries in the log as well as for the
subset of unique queries.

Query characteristics Matching queries to keywords de-
scribing: location; time frame; file and dataset type; num-
bers; abbreviations. Keywords used for each of those met-
rics are specified in Table 0] Computed for internal and
external queries. The keywords for each category were se-
lected by taking a sample of top 50% of queries and listing
the words indicating particular information type (as listed in
Table [0); we in addition used the most popular words that
were not found in those top queries (e.g. yearly or quar-
terly). We compared the list of keywords against all queries
to detect how many of them contained particular keyword.

Question queries To recognise question queries we
counted queries containing the words: what, who, where,
when, why, how, which, whom, whose, whether, did, do,
does, am, are, is, will, have, has as done in [4]]. Computed
for all internal and external queries.

Query topical distribution Manual categorisation of top-
ics was done by two of the authors for a sample set, rep-
resenting the 665 most popular queries. This sample size
was determined using a 99% confidence level, a 5% confi-
dence interval (or margin of error - e = 0.05), z-score equal
2.58 (used for a 99% confidence level), distribution 50% (p
= 0.5), which gives the largest sample size, and population
size of 2.2 million queries using the following formulﬂ

Zep(1-p)

I
2xp(1-p))

I+ =55

samplesize =

We derived 12 topics (plus other) from themes used by
DGU to tag datasets. We exclusively categorised each query
to one of these topics: Business and Economy, Environ-
ment, Mapping, Crime and Justice, Government, Society,
Defence, Spending, Towns and cities, Education, Health,
Transport and Other.

Table 3: List of metrics performed in the qualitative analysis
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Figure 4: Distribution of sessions with search per weekday

for DGU; 16.72% for ONS); or by following a link
from a different website that is not a social network or
a search engine (referral - 2.62% for DGU; 8.52% for
ONS). Less than 1% of visits are generated through so-
cial networks. The Other row in the table groups to-
gether traffic coming from email links, advertising, and
paid search. The high share of externally driven traffic
suggests that most users either resort to common web
search engines to search for data and are then directed
to the portals, or they use web search engines as prox-
ies - this means, instead of going directly to data.gov.uk
and issuing a search there, they start with a regular
web search engine and add additional keywords to their
queries, for example “data UK” which lead them to a
portal. We discuss this type of query in the following
section.

Browsers. The majority of data search sessions used
Chrome (41.35%), followed by Internet Explorer (IE)
(30.50%), Safari (13.97%), and Firefox (9%). Com-
pared to general web browser usagem both worldwide
and from the UK, we note a higher share of IE users by
almost 10%. As discussed earlier, people seem to be ac-
cessing data portals during weekdays and during office
hours. In corporate and government environments, the
use of IE is still widespread, which might help explain
its relatively high popularity in the search logs.

New and returning users. Table [/|shows the the per-
centage of new and returning users and compares the
two cases in terms of the average number of pages
viewed and average session duration. Our main ob-
servation is that returning users view on average more
pages and engage in longer sessions. Query log analy-
sis from other verticals do not consider this metric ex-
cept for [48]], which reports 7% returning users out of
its 7 million sessions. We believe these differences sug-

26Using statistics from 2013 to 2015, from http://gs.
statcounter.com/
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% Sessions

Channel

DGU ONS
External 62.32 74.33
Direct 14.30 16.72
Referral 9.62 8.52
Social 0.86 0.43
Other 4.30 <0.01

Table 5: Channels through which users access portals

% Sessions

Browser

DGU ONS
Chrome 37.95 44.76
Internet Explorer 29.87 31.13
Safari 16.09 11.86
Firefox 10.93 7.18
Other 5.16 5.07

Table 6: Browsers used to access portals

gest that users return with the intent to work with data
and spend more time in assessing the relevance of their
search results. The higher proportion of returning users
to the ONS portal is probably a function of the reputa-
tion of the ONS as an established, authoritative source
of data, compared to the much newer initiative around
data.gov.uk. This was also confirmed by interviewees in
[25]], who said that they trust the ONS to deliver high-
quality data that is useful in various scenarios. This trust
is probably the case also for new users of the ONS por-
tal, who on average spend more time on this portal than
new DGU users.

% Sessions Pages viewed  Session duration

DGU ONS DGU ONS DGU ONS
New 76.47 58.38  2.63 2.92 01:38  02:50
Returning 23.53 41.62 454 3.1 04:08  04:32

Table 7: Percentage of new versus returning users per portal

Search exits and refinements. More than a fifth
(21.34%) of the searches on DGU resulted in a search
exit; for ONS this figure was 51.72%. A report on
the UK government website, which covers the entire
online presence of the governmen@ reports the share
of search exits at 11% and search refinements at 30%,
based on logs collected over one month. In dataset
search, these metrics are much higher, which could
mean that the users did not find what they were looking

2Thttp://gdstechnology.blog.gov.uk/2014/12/22/
monitoring-search-performance-on-gov-uk/, accessed in
January 2017.
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for, and left the portal as a result. A search refinement
was recorded in 22.77% of the sessions for DGU and
36.08% for ONS. We did not have access to the subse-
quent refined queries, which would have helped to shed
light on the refinement strategies of the users and also
the successfulness of their attempts.

5. Internal & External Queries

In this section we present the metrics introduced in
Table [3] in section [3.2] We present the comparison of
internal queries for four different open data portals and
of external queries for the two UK portals for which
they were available. Internal queries were the queries
issued directly to the search functionality of the data
portal whereas external queries are those issued to web
search engines that lead users to open a page on the data
portal. The assumption is that if a user opened a page in
a data portal following a web search hit, the intention of
the query was to retrieve a dataset.

Internal queries were analysed as one set and further
details using specific measures are presented in this sec-
tion. We categorised external queries in two categories.
We refer to proxy queries when they contain the name
of a data portal. All remaining external queries are re-
ferred to as direct queries. 6.71% of external queries
for DGU and 54.82% for ONS are proxy queries. A
proxy query indicates that the user wanted to reach a
result from the portal in question, but did so through a
web search engine instead of going first to the portal and
use its search capability. Our initial analysis of proxy
queries revealed a high variance of spelling and use of
URIs. To avoid skewing results due to noise, we chose
to focus on direct queries, excluding queries identified
as proxy queries. We split the queries into direct and
proxy queries by analysing keywords indicating portal
names (i.e. queries containing word groups as: gov and
uk; office, national and stat or o n s) or queries in a
form of an URL link (i.e. queries containing www or
http). Code used in order to split queries is available on
Githut®]

Proxy queries were not considered in the analysis of
external queries ; web-addresses, as well as spelling
variations or incorrect typing, would result in a large
amount of noise, which would skew the results. There-
fore we only included direct queries in our analysis of
external queries.

Zhttps://github.com/chabrowa/search-log-analysis/
blob/master/database/externalProxyQueries.py
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5.1. Query Length

Table [8] shows the average query length for both in-
ternal and external queries. Internal queries are between
one and three words long, with an average of 2.03 words
for all queries (median equal 2) and 2.67 for the unique
ones (median equal 3). The average external query
length is 3.98 words for all queries (median equal 4)
and 4.74 for unique queries (median equal 4). Exter-
nal queries are on average more than one word longer
than internal queries. This could be the result of web
search queries being generally longer [43]], or a different
perception of the internal search functionality by users.
External queries were found to be longer than the re-
ported average of 3.08 words in a web search query by
[43] in 2012. However, this might not fully apply cur-
rently as general web search underwent rapid develop-
ments, for instance in answering conversational search
queries. These ad