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Abstract

The purpose of this thesis is to study the following problem. Suppose that X, Y are

bounded self-adjoint operators in a Hilbert space H with their commutator [X, Y ]

being small. Such operators are called almost commuting. How close is the pair X, Y

to a pair of commuting operators X ′, Y ′? In terms of one operator A = X + iY ,

suppose that the self-commutator [A,A∗] is small. How close is A to the set of

normal operators?

Our main result is a quantitative analogue of Huaxin Lin’s theorem on almost

commuting matrices. We prove that for every (n×n)-matrix A with ‖A‖ 6 1 there

exists a normal matrix A′ such that ‖A − A′‖ 6 C‖[A,A∗]‖1/3. We also establish

a general version of this result for arbitrary C∗-algebras of real rank zero assuming

that A satisfies a certain index-type condition. For operators in Hilbert spaces, we

obtain two-sided estimates of the distance to the set of normal operators in terms

of ‖[A,A∗]‖ and the distance from A to the set of invertible operators.

The technique is based on Davidson’s results on extensions of almost normal

operators, Alexandrov and Peller’s results on operator and commutator Lipschitz

functions, and a refined version of Filonov and Safarov’s results on approximate

spectral projections in C∗-algebras of real rank zero.

In Chapter 4 we prove an analogue of Lin’s theorem for finite matrices with

respect to the normalized Hilbert–Schmidt norm. It is a refinement of a previously

known result by Glebsky, and is rather elementary.

In Chapter 5 we construct a calculus of polynomials for almost commuting ele-

ments of C∗-algebras and study its spectral mapping properties. Chapters 4 and 5

are based on author’s joint results with Nikolay Filonov.
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Introduction

BDF theory

The study of almost normal operators probably started from the following problem.

Assume that A is a bounded operator in a separable Hilbert space H such that

its self-commutator [A,A∗] is compact. Operators with this property are called

essentially normal. Obviously, all compact perturbations of normal operators are

essentially normal. Is it true that any essentially normal operator is a sum of a

normal operator and a compact operator? The answer was given by Brown, Douglas

and Fillmore in [5]. An essentially normal operator A is a compact perturbation

of a normal operator if and only if the Fredholm index of A − λI is zero for all

λ /∈ σess(A). This condition can be reformulated in terms of the Calkin algebra

C(H) = B(H)/K(H): the equivalence class of A − λI must belong to GL0(C(H)).

Here K(H) is the ideal of all compact operators in H, and GL0 denotes the connected

component containing the unit in the group of invertible elements of C(H).

The theory in fact goes much further. Two operators A and B are called com-

palent if there exists a unitary operator U such that UAU−1 − B is compact. The

results of [5] classify all essentially normal operators up to this equivalence. It turns

out that there are two invariants: the essential spectrum, i. e. an arbitrary compact

subset X ⊂ C, and an element of an Abelian group Ext(X) ∼= Hom(π1(X),Z).

Two operators A and B with the same essential spectra σess(A) = σess(B) = X are

compalent if and only if they have the same index functions, i. e. for each λ ∈ C\X
the operators A− λI and B − λI have the same Fredholm index. The elements of

Ext(X) are in one-to-one correspondence with all possible index functions which are

locally constant integer-valued functions on C \X vanishing at infinity.
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Lin’s theorem

The problem of approximating almost commuting matrices by commuting ones with

respect to the operator norm dates back to Halmos [22]. The original formulation

is as follows. By Mn(C) we denote the set of all complex (n × n)-matrices. Given

X, Y ∈ Mn(C) such that X = X∗, Y = Y ∗, ‖X‖, ‖Y ‖ 6 1, and ‖[X, Y ]‖ 6 δ, can

we find two commuting self-adjoint matrices X ′, Y ′ satisfying

‖X −X ′‖+ ‖Y − Y ′‖ 6 C(δ), where C(δ)→ 0 as δ → 0?

In terms of a single matrix, given ‖[A,A∗]‖ = δ, can we find a normal matrix A′

such that ‖A− A′‖ 6 C(δ)?

An obvious positive answer can be given if we allow C(δ) to depend on n. Indeed,

assume the contrary, i. e. that there exists a sequence Tm ∈ Mn(C) such that

‖Am‖ 6 1, ‖[Am, A∗m]‖ → 0, and ‖Am − N‖ > ε for all m ∈ N and all normal N .

Since the unit ball in Mn(C) is compact, this sequence has at least one limit point

which must be normal and at the same time be separated from the set of normal

matrices. This contradiction proves that for every single n there exists C(δ) → 0

as δ → 0. However, the question becomes significantly more challenging if we want

C(δ)→ 0 uniformly in n.

An additional evidence of difficulty of this question is that it fails in infinite

dimensions. The following example is due to Choi [8]. Let {ek}k>1 be an orthonormal

basis in a separable Hilbert space H, and consider the operator family

Snek = min{k/n, 1}ek+1. (1)

It can be easily checked that ‖[Sn, S∗n]‖ → 0 as n→ +∞. However, the results of [8]

show that this operator family is uniformly separated from the set of normal oper-

ators. Therefore, the dimension-uniform properties of almost commuting matrices

may be different from those of general almost commuting operators, and possible

proofs should take this into account. In fact, in the infinite-dimensional case there

is an additional index-type obstruction which will be described later.

There were several dimension-dependent results in this context (a review of them

can be found in [11]). However, the question of finding or establishing the existence

of a uniform C(δ) remained open until 1995 when a positive answer was given by
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Lin [25]. The proof relied on the technique of C∗-algebras. A significantly simpler

version of the proof was given in [17]. Let us sketch the main steps here. Assume

the contrary, i. e. that there exists a sequence Ak ∈ Mnk
(C) such that ‖Ak‖ 6 1,

‖[Ak, A∗k]‖ → 0, and ‖Ak − A′‖ > ε for any normal A′. We consider this sequence

as an element A of a C∗-algebraM = ⊕kMnk
(C). In this algebra, consider an ideal

I = {{Ak} ∈ M : ‖Ak‖ → 0 as k →∞}.

By π : M → M/I we denote the canonical projection onto the quotient algebra.

Since [A,A∗] ∈ I, the element π(A) ∈ M/I is normal. We will come to a contra-

diction if we prove that there exists a normal element B close to π(A) that has a

normal pre-image in M. Thus, the original question reduces to a lifting problem;

in other words, to the problem of finding a certain “approximate inverse” of π.

Note that any self-adjoint element has a self-adjoint pre-image (we can take the

real part of any pre-image). The same holds for unitary elements. If we have a

normal element with finite spectrum, then we can map its spectrum onto a (finite)

subset of R, then lift it, and then map it back. Therefore, any normal element of

M/I with finite spectrum also has a normal pre-image. We see that the original

question can be reduced to approximating normal elements of the C∗-algebraM/I
by elements with finite spectra.

This approximation is done in two steps. On the first step, it is shown that any

element ofM and, as a consequence, any element ofM/I, can be approximated by

elements not containing any fixed finite set in their spectra. This follows from the

polar decomposition of finite matrices and may fail in infinite dimensions (this is

the mentioned index-type obstruction to solving the problem in B(H)). After that,

by using continuous functional calculus, it is easy to show that any element can be

approximated by elements whose spectra are contained in the following “ε-grid”,

Γε = {x+ iy ∈ C : x ∈ εZ or y ∈ εZ}.

To approximate such elements by elements with finite spectra, it would suffice to

remove a small line segment from each segment of Γε. To cut the line segments,

we need analogues of spectral projections corresponding to each removed segment.

In general, there are no spectral projections in the algebra M/I. However, we

can map Γε onto a unit circle such that this map is a local homeomorphism in a
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neighbourhood of the needed interval. The corresponding unitary element can then

be lifted into M, where it has a spectral projection P onto the image of the line

segment. And then π(P ) can be considered as the desired projection for the original

element ofM/I. Applying this procedure to all line segments, we split the spectrum

into small disjoint components and, after that, can shrink them into points using a

continuous function.

Generalizations of Lin’s theorem

Bearing in mind possible generalizations of the result to an arbitrary C∗-algebra

A, let us note that it relies on two properties. First, we must be able to remove

finite sets from the spectrum of the element. For that, it is sufficient to assume

that for any λ ∈ C the element A − λI lies in the closure GL0(A). Here GL0(A)

is the connected component of GL(A) containing the unit, and GL(A) is the group

of invertible elements of A. Secondly, to be able to cut one-dimensional spectra,

we need to assume that A is an algebra of real rank zero (which means that any

self-adjoint element of A can be approximated by elements with finite spectra). The

following is Theorem 3.2 from [18].

Theorem 1. Let A be a unital C∗-algebra and let A be a normal element of A. The

following conditions are equivalent.

(i) A− λI lies in GL0(A) for every λ ∈ C,

(ii) for every ε > 0 there exists a normal element B ∈ A such that

σ(B) ⊂ Γε, ‖A−B‖ 6 ε, and B − λI ∈ GL0(A) for all λ ∈ C \ σ(B).

If the real rank of A is zero, then (i) and (ii) are equivalent to

(iii) For every ε > 0 there exists a normal element B ∈ A with finite spectrum and

with ‖B − A‖ 6 ε.

Using the same arguments with a sequence of algebras, a generalization of Lin’s

theorem can be proved for C∗-algebras of real rank zero provided that A satisfies

the condition (i) from Theorem 1.
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A more general result is established in [16]. Let M[A,A∗] be the convex hull of the

set {S1[A,A∗]S2 : ‖S1‖, ‖S2‖ 6 1}, B(ε) = {A ∈ A : ‖A‖ 6 ε}, and N (A) = {A ∈
A : [A,A∗] = 0}.

Theorem 2. There exists a nonincreasing function h(ε)→ 0 as ε→ 0 such that

A ∈ B(‖A‖) ∩N (A) + h(ε)M[A,A∗] +B(ε)

for all ε ∈ (0; +∞), all C∗-algebras A of real rank zero, and all A ∈ A satisfying

the condition (i) from Theorem 1.

This result implies an analogue of Lin’s theorem not only for the operator norm,

but also for any continuous seminorm ‖ · ‖? satisfying

‖UAV ‖? 6 ‖A‖? 6 C?‖A‖.

for all unitary U, V and some C? > 0. In particular, Theorem 2 implies the BDF

theorem and an analogue of Lin’s theorem for the normalized Hilbert-Schmidt norm

on Mn(C):

‖A‖2
2,n =

1

n

n∑
i,j=1

|Aij|2. (2)

The proof of Theorem 2 is based on the following extension of Theorem 1.

Theorem 3. Let A be a C∗-algebra of real rank zero. Suppose that A ∈ A satisfies

the condition (i) from Theorem 1. Let {Ωj}mj=1 be a finite open cover of σ(A). Then

there exists a family of mutually orthogonal projections Pj ∈ A such that

m∑
j=1

Pj = I and PjH ⊂ ΠjH for all j = 1, . . . ,m,

where A ⊂ B(H) is the Gelfand-Naimark-Segal embedding, and Πj = EA(Ωj) ∈
B(H) are spectral projections of A.

This result tells us that the approximation by elements with finite spectra can

be made “subordinate” to any finite open cover of the spectrum of A. Theorem 2

follows from Theorem 3 using arguments similar to [17]. Therefore, it still does not

give any information on the rate of decay of the function h.

Note also that Lin’s theorem fails for triples of self-adjoint operators and for

pairs of unitary operators, see [8].
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Quantitative results

Due to the abstract character of known proofs of Lin’s theorem and its generaliza-

tions, they do not give any quantitative information on the behaviour of C(δ) (other

that it tends to zero as δ = ‖[T, T ∗]‖ → 0). Simple homogeneity arguments show

that C(δ) cannot decay faster that δ1/2 (for any norm).

In [24] it was proved that in finite dimensions C(δ) can be chosen in the form

CHG(1/δ)δ1/5, where G(1/δ) can be explicitly written down and grows slower than

any power of 1/δ (as δ → 0). The proof relied on the fact that X and Y are

matrices, and used the fact that C(δ) can be made sufficiently small. This follows

from the original Lin’s theorem but, as a consequence, the estimates of the constant

CH rely on non-quantitative arguments. Note that [24] is an up-to-date version of

the original paper [23].

Non-quantitative results in the case of the Hilbert-Schmidt norm (2) were first

obtained in the abstract context of C∗-algebras with trace, see [20, 21]. However,

it turned out that for Mn(C) simple and relatively elementary quantitative results

hold. The following result is proved in [19].

Theorem 4. Suppose that X, Y ∈ Mn(C), ‖X‖, ‖Y ‖ 6 1, X = X∗, Y = Y ∗.

Let ‖[X, Y ]‖2,n = δ. Then there exist X ′, Y ′ ∈ Mn(C) such that ‖X ′‖, ‖Y ′‖ 6 1,

X ′ = X ′∗, Y ′ = Y ′∗, and

[X ′, Y ′] = 0, ‖X −X ′‖2,n 6 12 δ1/6, ‖Y − Y ′‖2,n 6 12 δ1/6.

In addition, [X,X ′] = 0.

Unlike the case of the operator norm, this result can be extended to m-tuples of

normal matrices.

Finally, we would like to mention the result of [9] which states that if we allow

the normal approximant to act in H ⊕ H instead of H, then the corresponding

analogue of Lin’s theorem simplifies significantly, and we even have C(δ) 6 Cδ1/2,

which is the optimal power. This result is discussed in detail in Sections 1.2 and 2.2

and will be actively used in our work.
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Chapter 1

Formulations of the results

1.1 Some notational conventions

• By C, we shall always denote various constants whose numerical values can

be computed, but are not important. All inequalities containing C should be

understood as “there exists a universal constant C such that...”.

• In Chapters 2 and 3, the complex plane C will sometimes be identified with

R2. For example, we may use the notation of the form εZ× εZ ⊂ C without

additional comments, meaning εZ + iεZ.

• – B(H) is the algebra of bounded operators in a Hilbert space H.

– K(H) ⊂ B(H) is the ideal of compact operators.

– The quotient algebra C(H) = B(H)/K(H) is called the Calkin algebra.

• By A we usually denote a unital C∗-algebra. We often assume that it is a

sub-algebra of B(H) for some (not necessarily separable) Hilbert space H.

• M2(A) is the set of (2× 2)-matrices whose entries belong to A. It is naturally

embedded into B(H ⊕H) as a unital C∗-subalgebra.

• The unit elements of C∗-algebras appearing in our considerations are usually

denoted by I. We use the same symbol for the units of A and M2(A), and

hope that the meaning is clear from the context.
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• – GL(A) is the group of invertible elements of A.

– GL0(A) is the connected component of GL(A) containing the unit ele-

ment. If A ∈ A and λ belongs to the unbounded connected component

of C \ σ(A), then A− λI ∈ GL0(A) (because λ−1A− I → I as λ→∞).

1.2 Extensions of almost normal elements

Let H be a Hilbert space. The following result is due to Davidson. In the original

paper [9] it was formulated for finite matrices, but it in fact holds for general Hilbert

spaces.

Theorem 1.2.1. Let A ∈ B(H), ‖A‖ 6 1, ‖[A∗, A]‖ 6 δ. There exists a normal

element N ∈ B(H) and a normal element T ∈ B(H ⊕H) such that ‖A⊕N − T‖ 6
Cδ1/2.

We reformulate Theorem 1.2.1 for the case of a general C∗-algebra.

Theorem 1.2.2. Let A be a unital C∗-algebra. Let A ∈ A, ‖A‖ 6 1, ‖[A,A∗]‖ 6 δ.

Suppose that X = ReA = (A + A∗)/2 can be approximated by elements with finite

spectra. Then there exists a normal element N ∈ A and a normal element T ∈
M2(A) such that

‖N‖ 6 1, ‖T‖ 6 1, ‖A⊕N − T‖ 6 Cδ1/2.

In addition, N can be chosen in such a way that C \ σ(N) is connected.

The proof remains essentially the same. For the convenience of the reader, we

give a simplified version of it in Chapter 2.

1.3 Quantitative Lin’s theorem

Chapter 3 is the central chapter of the thesis. The main results are Theorems 1.3.3

and 1.3.4.

Definition 1.3.1. A unital C∗-algebra is called a C∗-algebra of real rank zero if any

its self-adjoint element can be approximated by elements with finite spectra.
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Proposition 1.3.2. Let A be a C∗-algebra. A self-adjoint element X ∈ A can be

approximated by self-adjoint elements with finite spectra if and only if X − λI can

be approximated by invertible self-adjoint elements for all λ ∈ R.

For the proof, see [16, Remark 5.3]. Hence, Definition 1.3.1 is equivalent to saying

that any self-adjoint element can be approximated by invertible self-adjoint elements.

Any von Neumann algebra (for example Mn(C) or B(H)) has real rank zero,

since we can use spectral projections for approximations. If A is a C∗-algebra of

real rank zero and I ⊂ A is a closed two-sided ∗-ideal, then the quotient algebra

A/I is also of real rank zero. Hence, the Calkin algebra C(H) has this property.

If X is a topological space of positive dimension, then the algebra of continuous

functions C(X) is not of real rank zero, see [10, Section V.7].

In this chapter we assume that A is embedded into B(H), and M2(A) is a subset

of B(H ⊕ H). Let P : H ⊕ H → H be the projection onto the first component so

that the following isomorphisms hold:

A ∼= PM2(A)P ∼= (I − P )M2(A)(I − P ).

If T ∈ M2(A), then [P, T ] is the “off-diagonal” part of T (up to a sign). Let

GL0(A⊕A)
def
==


A1 0

0 A2

 : A1, A2 ∈ GL0(A)

 ⊂ GL0(M2(A)).

Note that it is not necessarily the same as the set of all block diagonal elements of

GL0(M2(A)), since there may be no path from the element to the unit within the

class of block diagonal elements. A simple example of such behaviour can be found

in the Calkin algebra C(H) for a separable Hilbert space H. An invertible element

of C(H) belongs to GL0(C(H)) if and only the Fredholm index of its pre-image in

B(H) is zero. For any invertible A ∈ C(H) we haveA 0

0 A∗

 ∈ GL0(M2(C(H)))

(since the Fredholm index is additive, and M2(C(H)) = C(H⊕H)), but, if the index

function of A is not trivial, we do not have A ∈ GL0(C(H)).

For A ∈ A and T ∈ M2(A), let

d1(A)
def
== sup

λ∈C
dist(A− λI,GL0(A)),
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d2(T )
def
== sup

λ∈C
dist(T − λI,GL0(A⊕A)).

Note that for any λ ∈ C

‖[P, T ]‖ = dist(T − λI,A⊕A) 6 d2(T ).

For 0 < δ 6 2, consider the following function.

G(δ) = ln(2 + ln(2δ−1)).

It is a slowly growing function of 1/δ which will appear in some statements. The

main technical result of this thesis is as follows.

Theorem 1.3.3. Let A be a unital real rank zero C∗-algebra. There exist universal

constants C,C0 > 0 such that for all ε, δP satisfying 0 < δPG(δP ) 6 C0ε and any

normal element T ∈ M2(A) satisfying ‖T‖ 6 1, d2(T ) 6 δP , there exists a normal

element T ′ ∈ M2(A) with

σ(T ′) ⊂ εZ× εZ, ‖T − T ′‖ 6 Cε, ‖[P, T ′]‖ 6 CδP .

The proof is given in Section 3.1. Roughly speaking, it can be thought of as

an extension of [16, Theorem 2.1] with the additional control of the off-diagonal

elements with respect to P .

The main application of Theorem 1.3.3 is the following quantitative version of

Huaxin Lin’s theorem.

Theorem 1.3.4. Let A be a unital C∗-algebra of real rank zero. There exists a

universal constant C > 0 such that for any element A ∈ A satisfying ‖A‖ 6 1,

‖[A,A∗]‖ 6 δ, and d1(A) 6 δ1/2, there exists a normal element A′ ∈ A such that

‖A− A′‖ 6 Cδ1/3 and ‖A′‖ 6 ‖A‖.

The proof consists of three steps. First, with the assistance of Theorem 1.2.2,

we construct an approximate normal extension T ∈ M2(A) with d2(T ) 6 Cδ1/2 and,

as a consequence, ‖[P, T ]‖ 6 Cδ1/2. In the second step, we apply Theorem 1.3.3

to the element T with δP = δ1/2 to approximate it by a normal element T ′ with

finite spectrum and ‖[P, T ′]‖ 6 CδP . Finally, we remove off-diagonal elements in

such a way that the element remains normal, see Lemma 3.3.2. This is where we get

an additional loss and δ1/2 transforms into δ1/3. Since the new element is normal
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and commutes with P , we can use its first block with respect to P as the required

normal approximation.

Some applications of the results are discussed in Section 3.4.

1.4 The case of the normalized Hilbert-Schmidt

norm

The results of Chapter 4 are based on the paper [14] and are independent from

Chapter 2 and 3. Recall that for A ∈ Mn(C), A = {Aij}ni,j=1, we have defined

‖A‖2
2,n =

1

n

n∑
i,j=1

|Aij|2. (1.4.1)

We improve the scheme from [19] to obtain the following result.

Theorem 1.4.1. Suppose that X, Y ∈ Mn(C), ‖X‖, ‖Y ‖ 6 1, X = X∗, Y = Y ∗.

Let ‖[X, Y ]‖2,n = δ 6 1
16

. Then there exist X ′, Y ′ ∈ Mn(C) such that ‖X ′‖, ‖Y ′‖ 6 1,

X ′ = X ′∗, Y ′ = Y ′∗, and

[X ′, Y ′] = 0, ‖X −X ′‖2,n 6 2 δ1/4, ‖Y − Y ′‖2,n 6 2 δ1/4.

In addition, [X,X ′] = 0.

Theorem 1.4.1 is a particular case of the following theorem regarding m-tuples

of self-adjoint operators (which is also a refinement of a result from [19]).

Theorem 1.4.2. Let m > 3, Xj = X∗j ∈ Mn(C), ‖Xj‖ 6 1 for j = 1, . . . ,m.

Suppose that ‖[Xi, Xj]‖2,n 6 δ for i, j = 1, . . . ,m, and let also

δ 6
1

162·4m−2 . (1.4.2)

Then there exist X ′i ∈ Mn(C), i = 1, . . . ,m, such that

‖X ′j‖ 6 1, X ′j = X ′∗j , ‖Xj −X ′j‖2,n 6 5δ1/4m−1

, j = 1, . . . ,m,

and

[X ′i, X
′
j] = 0, i, j = 1, . . . ,m.

In addition, [X1, X
′
1] = 0.

16



Remark 1.4.3. The result of Theorem 1.4.1 is worse than the result for the operator

norm. It is likely that Theorem 1.3.4 can be extended to the case of the norm (1.4.1)

in the same way as in [16], this may be a subject for future research. Unlike Theorem

1.3.4, the proof of Theorem 1.4.1 is rather elementary.

1.5 Polynomials of almost normal elements in C∗-

algebras

The results of Chapter 5 are based on the paper [15] and are independent from the

previous chapters. Let A be an arbitrary unital C∗-algebra, and suppose that A ∈ A
is normal. It is well known that there exists a unique C∗-algebra homomorphism

C(σ(A))→ A, f 7→ f(A)

from the algebra of continuous functions on the spectrum σ(A) into A such that

f(z) = z is mapped into A, σ(f(A)) = f(σ(A)), and

‖f(A)‖ = max
z∈σ(A)

|f(z)| (1.5.1)

(see, for example, [13]). It is called the continuous functional calculus for normal

elements.

The aim of Chapter 5 is to introduce an analogue of functional calculus for

“almost normal” elements. More precisely, we shall always be assuming that

‖A‖ 6 1, ‖[A,A∗]‖ 6 δ (1.5.2)

with a small δ. We restrict the considered class of functions to polynomials in z and

z̄ and show that some important properties of the functional calculus hold up to an

error of order δ.

If AA∗ 6= A∗A then the polynomials of A and A∗ are, in general, not uniquely

defined. We fix the following definition. For a polynomial

p(z, z̄) =
∑
k,l

pklz
kz̄l (1.5.3)

let

p(A,A∗) =
∑
k,l

pklA
k(A∗)l. (1.5.4)
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It is clear that the map p 7→ p(A,A∗) is linear and involutive, that is p(A,A∗) =

p(A,A∗)∗ where p̄(z, z̄) =
∑
p̄lkz

kz̄l. Using the inequality

‖[A,Bm]‖ 6 m‖B‖m−1‖[A,B]‖

and (4.1.3), one can easily show that the map p 7→ p(A,A∗) is “almost multiplica-

tive”,

‖p(A,A∗)q(A,A∗)− (pq)(A,A∗)‖ 6 C(p, q) δ (1.5.5)

where

C(p, q) =
∑
k,l,s,t

ls |pkl| |qst| .

It takes much more effort to obtain an estimate of the norm ‖p(A,A∗)‖. Let

pmax
def
== max

|z|61
|p(z, z̄)|. (1.5.6)

In the case of an analytic polynomial p(z) =
∑

k pkz
k, according to von Neumann’s

inequality, we have

‖p(A)‖ 6 pmax

where it is only assumed that ‖A‖ 6 1 (see, for example, [36, I.9]).

Our main results are as follows.

Theorem 1.5.1. Let p be a polynomial (1.5.3). There exists a constant C(p) such

that the estimate

‖p(A,A∗)‖ 6 pmax + C(p)δ (1.5.7)

holds for all A satisfying (1.5.2).

If A is normal and f is a continuous function then the functional calculus gives

the following more precise estimate,

‖f(A)‖ = max
z∈σ(A)

|f(z)|. (1.5.8)

If A ∈ A and λj 6∈ σ(A), j = 1, . . . ,m− 1, then there exists Rj > 0 such that

‖(A− λjI)−1‖ 6 R−1
j , j = 1, . . . ,m− 1. (1.5.9)

The following theorem gives an analogue of (1.5.8) for almost normal elements A.
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Theorem 1.5.2. Let A ∈ A satisfy (1.5.2) and (1.5.9), and suppose that the set

S = {z ∈ C : |z| 6 1, |z − λj| > Rj, j = 1, . . . ,m− 1} (1.5.10)

is not empty. For each ε > 0 and each polynomial p defined by (1.5.3) there exists

a constant C(p, ε) independent of A such that

‖p(A,A∗)‖ 6 max
z∈S
|p(z, z̄)|+ ε+ C(p, ε)δ. (1.5.11)

Under the assumptions of Theorem 1.5.2, the set S is a unit disk with m − 1

“holes” such that σ(A) ⊂ S. Note that if S = ∅, then we can decrease Rj to make

it non-empty.

Finally, assume again that A is normal and µ /∈ f(σ(A)). Then the functional

calculus implies that the element f(A)− µI is invertible and∥∥(f(A)− µI)−1
∥∥ =

1

dist (µ, f(σ(A)))
. (1.5.12)

The equality (1.5.12) also admits the following approximate analogue with σ(A)

replaced by S and f(σ(A)) by p(S), where p(S) is the image of S under p considered

as a map from C to C.

Theorem 1.5.3. Let S be defined by (1.5.10), and let p be a polynomial (1.5.3).

Then for each ε > 0 and κ > 0 there exist constants C(p,κ, ε), δ0(p,κ, ε) such that

for all δ < δ0(p,κ, ε) and for all µ ∈ C satisfying dist(µ, p(S)) > κ the estimate

‖(p(A,A∗)− µI)−1‖ 6 κ−1 + ε+ C(p,κ, ε)δ (1.5.13)

holds for all A ∈ A satisfying (1.5.2) and (1.5.9).

Remark 1.5.4. The estimates (1.5.11), (1.5.13) only make sense as δ → 0. The

rate of decay of the terms ε+C(p, ε)δ and ε+C(p,κ, ε)δ after choosing an optimal ε

depends on the rate of growth of the constants C(p, ε), C(p,κ, ε) as ε→ 0, κ → 0,

and as the coefficients and the degree of p increase. This rate is rather fast, but the

constants are obtained using a certain constructive procedure and can, in principle,

be determined.

The situation with Theorem 1.5.1 is different. There is no ε in the right hand

side, hence the behaviour in δ is linear. However, for C(p) we are only aware of

existence-type results.
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The interest to the subject was drawn by its relation with Lin’s theorem. An

optimal estimate in this theorem (see Introduction) would lead to analogues of

Theorems 1.5.1, 1.5.2, 1.5.3 with δ1/2 in the right hand side. The result of Theorem

1.5.1 is better; note that, as mentioned before, the presence of C(p, ε) in the other

theorems destroys the power behaviour in δ. More importantly, these theorems do

not require any additional assumptions on A or A. Initially, this was considered as

a possible different approach to the proof of Lin’s theorem.

The proofs are based on certain representation theorems for positive polynomials.

If a real polynomial of x1, x2 is non-negative on the unit disk {x : x2
1 +x2

2 < 1} then,

by a result of [34], it admits a representation∑
j

rj(x)2 +
(
1− x2

1 − x2
2

)∑
j

sj(x)2 (1.5.14)

with real polynomials rj and sj (see Proposition 5.4.2 below). Representations

similar to (1.5.14) are usually referred to as Positivstellensatz. We also make use of

Positivstellensatz for polynomials positive on the sets (1.5.10). The corresponding

results for sets bounded by arbitrary algebraic curves were obtained in [7, 32, 33, 34].

In order to prove Theorem 1.5.3, we need uniform with respect to µ estimates for

polynomials appearing in Positivstellensatz-type representations. In order to obtain

the estimates, we use the scheme introduced in [35, 28].
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Chapter 2

Extensions of almost commuting

elements

2.1 Operator Lipschitz functions

We will need to introduce two important classes of functions (see [1, 2, 29]). Let H

be an infinite-dimensional Hilbert space, not necessarily separable. By OL(R) we

denote the space of all continuous complex-valued functions such that the following

quantity is finite:

‖f‖OL(R) = sup
A1,A2

‖f(A1)− f(A2)‖
‖A1 − A2‖

,

where the supremum is taken over all self-adjoint operators A1, A2 ∈ B(H), A1 6=
A2. Note that the elements of OL(R) are automatically Lipschitz. The converse,

however, does not always hold.

For continuous functions g : C→ C, consider also the space OL(C) with

‖g‖OL(C) = sup
N1,N2

‖g(N1)− g(N2)‖
‖N1 −N2‖

,

where the supremum is now taken over all normal operators N1, N2 ∈ B(H), N1 6=
N2. Both spaces OL(R), OL(C) are linear complex quasi-Banach spaces. Only

constant functions have zero quasi-norms.

Proposition 2.1.1. Suppose that the Hilbert space H is infinite-dimensional. Then,

for continuous f and g, the norms ‖f‖OL(R), ‖g‖OL(C) do not depend on H.

Proof. Let us consider the case of OL(R); the case of OL(C) is similar. Let H ′ ⊂ H

be a separable infinite-dimensional subspace of H, and A1, A2 ∈ B(H), A1 = A∗1,
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A2 = A∗2. Suppose that f is a continuous function on R. Consider the C∗-algebra

generated by A1, A2, and the identity operator. This algebra is separable. Hence,

it is isomorphic to a subalgebra of B(H0) for some separable Hilbert space H0, and,

as a consequence, to a subalgebra of B(H ′) (see [10, Theorem I.9.12]). Therefore,

there exist operators A′1, A
′
2 ∈ B(H ′) such that

‖A1 − A2‖ = ‖A′1 − A′2‖, ‖f(A1)− f(A2)‖ = ‖f(A′1)− f(A′2)‖.

Thus, in the definition of ‖f‖OL(R) it suffices to take the supremum over operators

acting in the separable subspace H ′.

The following important proposition is proved by Alexandrov and Peller in [3,

Theorem 3.1].

Proposition 2.1.2. Let P ∈ B(H) be an orthogonal projection. If f ∈ OL(R), then

for any A = A∗ ∈ B(H)

‖[P, f(A)]‖ 6 ‖f‖OL(R)‖[P,A]‖.

If g ∈ OL(C), then for any normal N ∈ B(H)

‖[P, g(N)]‖ 6 ‖g‖OL(C)‖[P,N ]‖.

The following two simple properties will be important in later considerations.

Lemma 2.1.3. 1. Let f ∈ OL(Rn), n = 1, 2. Then f1(x) = f(λx + µ), where

λ > 0, µ ∈ Rn, also belong to OL(Rn), and

‖f1‖OL(Rn) = λ‖f‖OL(Rn).

2. Let f, g ∈ OL(Rn) ∩ L∞(Rn), n = 1, 2. Then

‖fg‖OL(Rn) 6 ‖f‖L∞(Rn)‖g‖OL(Rn) + ‖g‖L∞(Rn)‖f‖OL(Rn)

Proof. Part 1 follows from the definition if we replace Ai, Ni by λAi+µI, λNi+µI.

Part 2 follows from the estimate

‖f(A1)g(A1)− f(A2)g(A2)‖ =

= ‖f(A1)g(A1)− f(A1)g(A2) + f(A1)g(A2)− f(A2)g(A2)‖

6 ‖f(A1)‖‖g(A1)− g(A2)‖+ ‖g(A2)‖‖f(A1)− f(A2)‖.
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It is clear that linear functions belong to OL. A wider class of operator Lipschitz

functions can be described as follows.

Definition 2.1.4. A complex-valued function f = f(x) belongs to the Besov space

B1
∞,1(Rn) if the following norm is finite:

‖f‖B1
∞,1(Rn) = ‖f‖L∞(Rn) +

∫
Rn

supx∈Rn |f(x+ 2h)− 2f(x+ h) + f(x)|
|h|n+1

dh < +∞.

(2.1.1)

The following proposition was proved in [2, 29, 1].

Proposition 2.1.5. For n = 1, 2 we have B1
∞,1(Rn) ⊂ OL(Rn), and

‖f‖OL(Rn) 6 C‖f‖B1
∞,1(Rn), ∀f ∈ B1

∞,1(Rn).

Lemma 2.1.6. The space B1
∞,1 has the following properties.

1. Assume that

sup
x∈Rn

|f(x)| 6 C1, sup
x,y∈Rn, x 6=y

|(∇f)(x)− (∇f)(y)|
|x− y| 6 C2.

Then f ∈ B1
∞,1(Rn) and ‖f‖B1

∞,1(Rn) 6 C(n)(C1 + C2). As a corollary, f ∈
OL(Rn) with the same quasi-norm estimate (for n = 1, 2).

2. Suppose that f ∈ C∞0 (Rn). Let fi(x) = f(x − λi), λi ∈ C, i = 1, . . . , N .

Assume also that dist(supp fi, supp fj) > ε for i 6= j. Then∥∥∥∥∥
N∑
i=1

fi

∥∥∥∥∥
B1
∞,1(Rn)

6 C(n)ε−1‖f‖L∞(Rn) + ‖f‖B1
∞,1(Rn).

Proof. Property 1 is proved by splitting the integral in the norm into two parts. In

the integral over |h| > 1, f is estimated by C1, and the estimate for the integral

over |h| 6 1 is a direct corollary of

|f(x+ 2h)− 2f(x+ h) + f(x)| 6 2C2|h|2.

To prove Property 2, let us split the integral (2.1.1) into integrals over |h| 6 ε/3

and over |h| > ε/3. The first integral is bounded by ‖f‖B1
∞,1(Rn) since it only contains

expressions of the form fi(x + 2h) − 2fi(x + h) + fi(x) for some i. The remaining

integral is bounded by∫
|h|>ε/3

3‖f‖L∞(Rn)
dh

|h|n+1
6 C(n)ε−1‖f‖L∞(Rn).
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The function |z| is an example of a Lipschitz, but not operator Lipschitz function.

Still, it is “almost” operator Lipschitz with an additional logarithmic factor. The

following is Theorem 6.7 from [2].

Proposition 2.1.7. Let S, T be bounded operators in a Hilbert space. Then

‖|S| − |T |‖ 6 C‖S − T‖ ln

(
2 + ln

‖S‖+ ‖T‖
‖S − T‖

)
.

We will also need some statements regarding “diagonal truncations”. Let P ∈
B(H) be an orthogonal projection. We will often use the following truncation oper-

ation.

diagP A
def
== PAP + (I − P )A(I − P ) = A− [P, [P,A]]. (2.1.2)

Note that ‖[P, [P,A]]‖ 6 ‖[P,A]‖, hence ‖A− diagP A‖ 6 ‖[P,A]‖.

Proposition 2.1.8. Let f ∈ OL(R), and assume that A = A∗ ∈ B(H). Let P be

an orthogonal projection. Then

‖ diagP f(A)− f(diagP A)‖ 6 2‖f‖OL(R)‖[P,A]‖.

Proof. The estimate follows from two inequalities,

‖f(A)− f(diagP A)‖ 6 ‖f‖OL(R)‖A− diagP A‖ 6 ‖f‖OL(R)‖[P,A]‖,

‖ diagP f(A)− f(A)‖ 6 ‖[P, f(A)]‖ 6 ‖f‖OL(R)‖[P,A]‖.

The following auxiliary lemma gives the precise value of ‖eitx‖OL(R).

Lemma 2.1.9. Let A,B ∈ B(H) be self-adjoint. Then ‖[A, eitB]‖ 6 t‖[A,B]‖.

Proof. Let

G(t) = e−itBAeitB − A.

We have ‖G(t)‖ = ‖[A, eitB]‖. Hence,

‖G(t)‖ 6
t∫

0

‖G′(s)‖ ds =

t∫
0

‖ − ie−isB[A,B]eisB‖ ds = t‖[A,B]‖.

The next lemma is an “improved” version of Proposition 2.1.8 for f(x) = eitx.

Lemma 2.1.10. Suppose A = A∗ ∈ B(H), and let P be an orthogonal projection.

Then

‖ diagP e
itA − eit diagP A‖ 6 ‖[P,A]‖2t2/2. (2.1.3)
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Proof. Since the statement is symmetric under interchanging P and I−P , it would

suffice to prove

‖PeitAP − Peit(PAP )P‖ 6 ‖[P,A]‖2t2/2.

Similarly to the previous lemma, let

G(t) = PeitAPe−itPAP − P = (PeitAP − PeitPAPP )e−itPAP .

Then, since eitPAP is unitary,

‖PeitAP − Peit(PAP )P‖ = ‖G(t)‖ 6
t∫

0

‖G′(s)‖ ds

=

t∫
0

‖iPeisAAPe−isPAP − iPeisAPAPe−isPAP‖ ds

=

t∫
0

‖iPeisA(AP − PAP )e−isPAP‖ ds

=

t∫
0

‖[P, eisA](AP − PA)P‖ ds 6 ‖[P,A]‖2t2/2

by Lemma 2.1.9.

Remark 2.1.11. It is likely that Lemma 2.1.10 can be generalized to arbitrary

functions from B2
∞,1(R) using triple operator integrals, see [30]. The conjecture is

that the following estimate holds,

‖ diagP f(A)− f(diagP A)‖ 6 C‖f‖B2
∞,1(R)‖[P,A]‖2.

This extension lies beyond the scope of the thesis.

2.2 Proof of Theorem 1.2.2

By Gelfand-Naimark-Segal theorem, we may assume that A is a sub-algebra of B(H)

for some (not necessarily separable) Hilbert space H. Since X can be approximated

by elements with finite spectra with any precision, we can assume that X has finite

spectrum and all its spectral projections of X belong to A, and then apply ap-

proximation arguments. Since the original construction of [9] relies only on spectral

projections of X, it can be extended to our case with minimal changes. Still, we
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give a complete proof for the convenience of the reader. Instead of estimating the

commutators directly (as in [9]), we apply the results of Section 2.1. This simplifies

the corresponding steps in the proof.

We fix the following notation for the Fourier transform

f̂(ξ) =

∫
Rn

f(x)e−iξx dx, f̌(x) = (2π)−n
∫
Rn

f(ξ)eiξx dξ. (2.2.1)

Lemma 2.2.1. For any ε > 0 there exists a function fε ∈ L1(R) such that fε is

continuous everywhere except at 0, f̂ε(x) = x−1 for |x| > ε, ‖fε‖L1(R) 6 Cε−1, and

the values of f are pure imaginary.

Proof. Let g ∈ C∞(R) be a non-negative even function such that g(ξ) = 1 for |ξ| > 1

and g(ξ) = 0 for |ξ| 6 1
2
. Let fε be the inverse Fourier transform of g(ξ/ε)/ξ (in the

sense of distributions). Note that the inverse Fourier transform of g(ξ/ε) is the sum

of δ(x) and of a smooth real-valued function. Therefore, fε is smooth everywhere

except zero and its values are pure imaginary. It is also easy to see that f1 ∈ L1(R).

To complete the proof, we observe that fε(x) = f1(εx).

By EX(∆) we denote the spectral projection of a self-adjoint operator X corre-

sponding to a Borel set ∆ ⊂ R.

Lemma 2.2.2. Let A be a unital C∗-algebra. Suppose that X, Y ∈ A are self-adjoint

elements such that ‖[X, Y ]‖ 6 δ and that X has finite spectrum. Let ε > 0,

a0 = −‖X‖ < a1 < . . . < an = ‖X‖, ai+1 − ai > ε for i = 1, . . . , n.

Let also Ii = [ai; ai+1). Then there exists a self-adjoint element Ỹ ∈ A such that

‖[X, Ỹ ]‖ 6 3δ, ‖Y − Ỹ ‖ 6 Cδε−1, and

EX(Ii)Ỹ EX(Ij) = 0 for |i− j| > 2. (2.2.2)

Proof. Assume, as always, that A ⊂ B(H) for a Hilbert space H. Let

Y ′ =
∑
|i−j|61

EjY Ej, where Ej
def
== EX(Ij),

be the “block tri-diagonal truncation” of Y . Note that Ei ∈ A because of our

assumption on the spectrum of X. We have

[X,EjY Ej] = Ej[X, Y ]Ej.
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Hence, ‖[X, Y ′]‖ 6 3δ and

‖[X, Y − Y ′]‖ 6 ‖[X, Y ]‖+ ‖[X, Y ′]‖ 6 4δ.

Let

Q =

∫
R

e−isX [X, Y − Y ′]eisXfε(s) ds,

where fε is the function from Lemma 2.2.1. It is clear that ‖Q‖ 6 Cδε−1. Since

fε(s) is pure imaginary for all s, we have Q = Q∗.

We claim that [X, Y − Y ′ − Q] = 0. Indeed, let u, v be two eigenvectors of X,

Xu = λu, Xv = µv. Then

([X,Q]u, v) =

=

∫
R

{
([X, Y − Y ′]eisXu,XeisXv)− ([X, Y − Y ′]XeisXu, eisXv)

}
fε(s)ds

=

∫
R

eis(λ−µ)(µ− λ)([X, Y − Y ′]u, v)fε(s)ds

= (µ− λ)f̂ε(µ− λ)([X, Y − Y ′]u, v). (2.2.3)

If |λ− µ| < ε, then

([X, Y − Y ′]u, v) = (µ− λ)((Y − Y ′)u, v) = 0

since Y ′ is block tri-diagonal. From (2.2.3), this implies ([X,Q]u, v) = 0. If |λ−µ| >
ε, then (µ− λ)f̂ε(µ− λ) = 1, and (2.2.3) gives

([X,Q]u, v) = ([X, Y − Y ′]u, v).

Therefore, the last equality holds for all pairs of eigenvectors of X, and thus [X, Y −
Y ′ −Q] = 0.

Let Ỹ = Y −Q. Suppose, as before, Xu = λu, Xv = µv, and |λ−µ| > ε. Then,

similarly to (2.2.3),

((Y −Q)u, v) = (Y u, v)− f̂ε(µ− λ)([X, Y − Y ′]u, v)

= (Y u, v)− (µ− λ)f̂ε(µ− λ) ((Y − Y ′)u, v) = (Y ′u, v) = 0.

We have established (2.2.2), and thus Ỹ satisfies the statement of the lemma, since

‖[X, Ỹ ]‖ = ‖[X, Y ′]‖ 6 3δ.
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Proof of Theorem 1.2.2. Let A = X + iY , and suppose that ‖X‖ 6 1, ‖Y ‖ 6 1,

X = X∗, Y = Y ∗, ‖[X, Y ]‖ 6 δ, and that X has finite spectrum. Hence, we have

f(X) ∈ A for any Borel function f . Without loss of generality, we can assume that

δ 6 1.

By [x], let us denote the integer part of a real number x. Let

δ = ε2, n = [2/ε], aj = −1 + 2j/n, 0 6 j 6 n.

Then ε 6 aj+1 − aj = 2/n 6 2ε. Let Ij = [aj; aj+1) for 0 6 j 6 n − 2, and

In−1 = [an−1; an]. For i = 0, . . . , n− 1 consider the following functions

fi(t) =


0, t 6 ai;

sin2
(
πn
4

(t− ai)
)
, ai < t 6 ai+1;

1, t > ai+1.

Let also

g1(s) = cos2(πs/2),

g2(s) = sin2(πs/2),

g3(s) = sin(πs/2) cos(πs/2).

The element

Pi =

g1(fi(X)) g3(fi(X))

g3(fi(X)) g2(fi(X))

 ∈ M2(A)

is an orthogonal projection. Let Ej = EX(Ij) and

Li = Pi +
∑
j<i

(0⊕ Ej)−
∑
j>i

(0⊕ Ej) , i = 0, . . . , n− 1. (2.2.4)

Let also Ln
def
== I ⊕ I be the identity operator. The elements Li are orthogonal

projections satisfying ∑
j<i

(Ej ⊕ Ej) 6 Li 6
∑
j6i

(Ej ⊕ Ej) . (2.2.5)

Let us informally describe the structure of Lj. We can consider Pi as a matrix-valued

function of X. On the spectral intervals [aj−1; aj) for j 6 i it equals to Ej−1⊕0. On

the interval [ai; ai+1) it is a certain average between Ei⊕ 0 and 0⊕Ei, continuously

depending on X. And on [aj; aj+1) for j > i it equals to 0 ⊕ Ej. The projection
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Li is a modified version of Pi in such a way that it equals to Ei ⊕ Ei before ai and

to 0 ⊕ 0 after ai+1; hence, we have (2.2.5). Note that Lj is no longer a continuous

function of X, but the discontinuities are in some sense “concentrated” only in the

second component of H ⊕H. We will take advantage of it in (2.2.7).

Let us apply Lemma 2.2.2 to X, Y and obtain an element Ỹ satisfying ‖Y −Ỹ ‖ 6
Cδε−1 = Cδ1/2. Consider

W =
n−1∑
i=0

EiỸ Ei.

Since [X,W ] is a block diagonal truncation of [X, Ỹ ], we have

‖[X,W ]‖ 6 ‖[X, Ỹ ]‖ 6 3δ. (2.2.6)

The element Ỹ ⊕W commutes with the second and third terms of (2.2.4). We claim

that

‖[Lj, Ỹ ⊕W ]‖ = ‖[Pj, Ỹ ⊕W ]‖ =

=

∥∥∥∥∥∥
 [g1(fj(X)), Ỹ ] g3(fj(X))W − Ỹ g3(fj(X))

g3(fj(X))Ỹ −Wg3(fj(X)) [g2(fj(X)),W ]

∥∥∥∥∥∥ 6 Cnδ. (2.2.7)

It is easy to check that the derivative of g1(fj(·)) is Lipschitz, and the function itself

is bounded. Therefore, from Lemma 2.1.6, it belongs to OL(R). For different n,

these functions are obtained from each other by scaling. Therefore,

‖g1(fj(·))‖OL(R) 6 Cn,

and the estimate for the top left entry now follows from Proposition 2.1.2. Using

(2.2.6), we can apply the same arguments for the bottom right element.

Let us estimate the top right element. The function g3(fj(·)) belongs to OL(R)

(again from Lemma 2.1.6), and the same scaling arguments imply

‖[W, g3(fj(X))]‖ 6 Cnδ.

It now suffices to estimate (W − Ỹ )g3(fj(X)). We have

g3(fj(X)) = Ejg3(fj(X))Ej.

Hence,

(W − Ỹ )g3(fj(X)) = [(W − Ỹ ), g3(fj(X))]Ej,
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and the estimate again follows from Proposition 2.1.2. The bottom left element is

a conjugate to the top right one (up to a sign). This completes the proof of (2.2.7).

Let us finally construct the normal approximant. Take

Z =
n−1∑
i=0

λiEi, X1 =
n−1∑
j=0

aj(Lj+1 − Lj),

where λi = (ai + ai+1)/2. For i = 0, . . . , n− 1, let

F2i = Li −
∑
j<i

(Ej ⊕ Ej) = (Ei ⊕ Ei)Li,

F2i+1 =
∑
j6i

(Ei ⊕ Ei)− Li = Ei ⊕ Ei − F2i.

From (2.2.5), Fi are mutually orthogonal projections, and

2n−1∑
i=0

Fi = I ⊕ I.

Note also that

Lj+1 − Lj = F2j+2 + F2j+1 (2.2.8)

are also mutually orthogonal projections.

We have FiX1Fj = Fi(X ⊕ Z)Fj = 0 for |i− j| > 2. For other i, j,

‖Fi(X1 − (X ⊕ Z))Fj‖ 6 ‖Fi(X1 − ai)Fj‖+ ‖Fi((X ⊕ Z)− ai)Fj‖ 6 4ε.

This implies

‖X1 − (X ⊕ Z)‖ 6 3 max
i,j
‖Fi(X1 − (X ⊕ Z))Fj‖ 6 12ε.

Let also

Y1 =
n−1∑
j=0

(Lj+1 − Lj)(Ỹ ⊕W )(Lj+1 − Lj).

Since Ej+2Ỹ Ej = EjỸ Ej+2 = 0 from (2.2.2), and [W,Ej] = 0 from (2.2.5), we have

(Lj+1 − Lj)(Ỹ ⊕W )(Li+1 − Li) = 0 for |i− j| > 3.

Hence,

Y1 − (Ỹ ⊕W ) =
∑

16|i−j|63

(Li+1 − Li)(Ỹ ⊕W )(Lj+1 − Lj). (2.2.9)
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Since Lj+1 − Lj are orthogonal projections, (2.2.9) implies

‖Y1 − (Ỹ ⊕W )‖ 6 3 max
i,j : |i−j|>1

‖(Li+1 − Li)(Ỹ ⊕W )(Lj+1 − Lj)‖

6 6 max
j
‖[Lj, Ỹ ⊕W ]‖ 6 Cδε−1.

By construction, [X1, Y1] = 0. Therefore, the element T = X1 + iY1 is normal and

‖(X + iY )⊕N − T‖ 6 Cδ1/2,

where N = Z+iW is also normal. Moreover, σ(Z+iW ) ⊂ {λ0, λ1, . . . , λn}+i[−1; 1],

and so its complement is connected. Moreover,

‖N‖ = max
j
‖Ej(Z + iỸ )Ej‖ 6 Cδ1/2 + max

j
‖Ej(X + iY )Ej‖ 6 1 + Cδ1/2.

Hence, if ‖N‖ > 1 or ‖T‖ > 1, we can replace N and T by N/‖N‖ and T/‖T‖. The

new elements will have the same properties and satisfy ‖N‖ 6 1 and ‖T‖ 6 1.
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Chapter 3

Quantitative Lin’s Theorem in real

rank zero C∗-algebras

In this chapter we prove Theorems 1.3.3 and 1.3.4. For T ∈ M2(A), λ ∈ C, let

d2(T, λ)
def
== dist(T − λI,GL0(A⊕A))

so that d2(T ) = sup
λ∈C

d2(T, λ). Note that, for every single λ, d2(T, λ) 6 δ implies

‖[P, T ]‖ 6 δ, where P : H ⊕H → H is the projection onto the first component.

Let us briefly describe the structure of the proof. It consists of several steps. On

each step we reduce the case of a general element T satisfying the assumptions of

Theorem 1.3.3 to the case of an element with some additional spectral properties.

We usually refer to this process as “removing certain subsets from the spectrum of

T”, in the same sense as in [16, Section 4]. The first step (Lemma 3.1.2) allows us to

remove a small disk from the spectrum of T , preserving the estimate d2(T, λ) 6 CδP

where λ is the centre of the disk. The second step (Lemma 3.1.4) is a refined version

of the previous result. We remove a finite set of disks simultaneously, with the same

estimates of d2(T, λj) uniform in the number of holes. This reduces the general case

to the case where the spectrum of T looks like the left part of Figure 3.1 (see page

42). Next, taking a simple continuous function of T , we transform the left part of

Figure 3.1 into the right part, which is the grid Γε (Theorem 3.1.6).

Section 3.3 deals with elements whose spectra are subsets of Γε. We want to

remove small portions from all the segments forming Γε. In order to do that, first

we show how to remove a point from a simple closed curve (Lemma 3.2.4), then
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explain how to exclude a line segment from a simple curve which contains a straight

part (Lemma 3.2.5) and, finally, prove Lemma 3.2.6 which allows us to remove

a line segment from an arbitrary set containing a straight part. After that, the

proof of Theorem 1.3.3 is obtained by simultaneously removing centres of all the

line segments in Γε (as in Theorem 3.1.4), and shrinking the resulting connected

components into points.

3.1 Proof of Theorem 1.3.3: reduction to a grid

We shall need some basic facts regarding polar decompositions. For A ∈ B(H), let

|A| =
√
A∗A. If A is normal, then there exists a unitary operator U such that

U |A| = |A|U = A.

If A ∈ A ⊂ B(H) is not invertible, then U may not belong to A.

If A ∈ A is invertible (but not necessarily normal), then there exists a unique

unitary U ∈ A such that A = U |A|. The element U can be defined as

U = A(A∗A)−1/2.

It satisfies the important relation

U |A| = |A∗|U. (3.1.1)

Moreover, for invertible A, the condition A ∈ GL0(A) is equivalent to U ∈ GL0(A).

An analogue of (3.1.1) holds for general bounded operators (if A is not invertible,

then U is only a partial isometry), but we will not use it.

Recall that diagP T = PTP + (1 − P )T (1 − P ) for T ∈ M2(A). The following

simple lemma will be very helpful in establishing that certain elements belong to

GL0(A⊕A).

Lemma 3.1.1. Suppose that t 7→ Gt is a continuous map from [0; 1] to M2(A) such

that Gt is invertible for all t, and

diagP G0 ∈ GL0(A⊕A), ‖[P,Gt]‖ < ‖G−1
t ‖−1, ∀t ∈ [0; 1].

Then diagP G1 ∈ GL0(A⊕A).
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Proof. Since ‖Gt − diagP Gt‖ = ‖[P,Gt]‖, simple perturbation theory arguments

imply that diagP Gt is also invertible. Hence, the path t 7→ diagP Gt connects G0

and G1 within GL(A⊕A). As G0 ∈ GL0(A⊕A), so does G1.

For a normal element T ∈ M2(A), we denote its spectral projection onto the set

{z ∈ C : |z| < ε} by Πε ∈ B(H ⊕H). In general, Πε may not belong to M2(A).

The following lemma is an analogue of [16, Lemma 4.1], but with the additional

control of ‖[P, T ]‖ (i. e. the magnitude of “off-diagonal” elements with respect to

P ). We will not use it directly, but the proofs of Corollary 3.1.3 and Lemma 3.1.4

are based on it.

Lemma 3.1.2. Let A be a unital C∗-algebra. There exists a constant C0 > 0 such

that for all ε, δP > 0 satisfying 0 < δPG(δP ) 6 C0ε and any normal T ∈ M2(A) with

‖T‖ 6 2, d2(T, 0) 6 δP , we can find an invertible normal element Tε ∈ M2(A) with

the following properties:

1. ‖T−1
ε ‖ 6 ε−1, so the ε-neighbourhood of 0 is contained in C \ σ(Tε).

2. [Tε,Πε′ ] = 0 for all ε′ > ε, and Tε|Ran(I−Π2ε) = T |Ran(I−Π2ε), where Πε is the

spectral projection of T onto {z ∈ C : |z| < ε}.

3. ‖T − Tε‖ 6 2ε.

4. ‖[P, Tε]‖ 6 CδP .

5. diagP Tε ∈ GL0(A⊕A) and, as a consequence, d2(Tε, 0) 6 CδP .

Proof. There exists an element T0 ∈ GL0(A ⊕ A) such that ‖T − T0‖ 6 2δP . The

element T0 admits a unitary polar decomposition T0 = V0|T0|, where |T0|, V0 ∈
GL0(A ⊕ A). Let also T = V |T |, where V ∈ B(H ⊕ H) is unitary. Note that V

may not belong to M2(A), but it is always true that |T | ∈ M2(A). The element V

commutes with all functions of T .

Let ρ1 ∈ C∞(R+) be a nonincreasing function such that ρ1(t) = 1 for 0 6 t 6 1/2

and ρ1(t) = 0 for t > 1. Let ρ2 ∈ C∞(R+) satisfy ρ2
1 + ρ2

2 = 1. Consider

Sε = ρ1(|T |/ε)V0ρ1(|T |/ε) + V ρ2
2(|T |/ε). (3.1.2)
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Let us study the properties Sε. We have V ρ2(|T |/ε) = ρ̃2(T/ε), where ρ̃2(z) =

z|z|−1ρ2(|z|) is a smooth function. Hence, Sε ∈ M2(A). Since ρ1, ρ2, ρ̃2 are smooth

and bounded, from Proposition 2.1.5 and Lemmas 2.1.3, 2.1.6 we have

‖ρ1(| · |/ε)‖OL(R2) 6 Cε−1, ‖ρ2(| · |/ε)‖OL(R2) 6 Cε−1 ‖ρ̃2(·/ε)‖OL(R2) 6 Cε−1.

Hence, since [P, V0] = 0, from Proposition 2.1.2 we get

‖[P, Sε]‖ 6 2‖[P, ρ1(|T |/ε)]‖+ ‖[P, ρ̃2(T/ε)]‖+ ‖[P, ρ2(|T |/ε)]‖ 6 CδP ε
−1.

The element Sε may not be normal. We claim that Sε is close to the unitary

element V0. To establish this, let us estimate their difference,

Sε − V0 = (V − V0)(I − ρ1(|T |/ε))− (I − ρ1(|T |/ε))(V0 − V )ρ1(|T |/ε)

= (V − V0)|T |hε(|T |/ε)− hε(|T |/ε)|T |(V0 − V )ρ1(|T |/ε),

where

hε(t) = (εt)−1(1− ρ1(t)).

Since ‖hε(|T |/ε)‖ 6 2ε−1, we get

‖Sε − V0‖ 6 2ε−1 (‖(V − V0)|T |‖+ ‖|T |(V − V0)‖) . (3.1.3)

To estimate the right hand side, let us rewrite

(V − V0)|T | = (T − T0) + V0(|T0| − |T |), (3.1.4)

|T |(V0 − V ) = (|T ∗| − |T ∗0 |)V0 + T0 − T. (3.1.5)

We have ‖T − T0‖ 6 2δP . From Proposition 2.1.7 it follows that

‖|T | − |T0|‖ 6 CδPG(δP ), ‖|T ∗| − |T ∗0 |‖ 6 CδPG(δP ).

Hence, estimating the right hand sides of (3.1.4), (3.1.5) and using (3.1.3), we obtain

‖Sε − V0‖ 6 Cε−1δPG(δP ).

By choosing a sufficiently small C0 in the statement of the lemma, we can make this

difference as small as needed. In addition,

‖Uε − V0‖ 6 ‖Uε − Sε‖+ ‖Sε − V0‖ 6 Cε−1δPG(δP ).
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Let us now choose C0 in such a way that ‖Uε − V0‖ 6 1/6.

Since V0 is unitary, the difference ‖S∗εSε− I‖ can also be made smaller than any

fixed constant. Let

Uε = Sε(S
∗
εSε)

−1/2, so that Sε = Uε|Sε|.

The spectrum of S∗εSε is contained in the interval [1 − γ(C0); 1 + γ(C0)], where

γ(C0)→ 0 as C0 → 0. For sufficiently small C0, the element (S∗εSε)
−1/2 is a smooth

function of S∗εSε supported in a neighbourhood of this interval. This function belongs

to OL(R) with the quasi-norm depending only on C0. As ‖[P, Sε]‖ 6 CδP ε
−1, we

have ‖[P, (S∗εSε)−1/2]‖ 6 CδP ε
−1 and

‖[P,Uε]‖ 6 C ′δP ε
−1. (3.1.6)

From (3.1.2), we also get that [Sε,Πε] = 0, so Sε has block structure with respect

to the spectral projection of T . Therefore, Uε has the same property. Moreover,

[Sε,Πε′ ] = [Uε,Πε′ ] = 0, (I−Πε′)Sε = (I−Πε′)Uε = (I−Πε′)V, ∀ε′ > ε. (3.1.7)

Let f1 ∈ C∞(R+) be a nonincreasing function such that f1(t) = 1 for 0 6 t 6 1

and f1(t) = 0 for t > 2. Let f2(t) = 1− f1(t). We now construct the element Tε by

taking

Tε = εUεf1(|T |/ε) + Tf2(|T |/ε) = Uε(εf1(|T |/ε) + |T |f2(|T |/ε)). (3.1.8)

From (3.1.7), Uε commutes with the expression in brackets in the right hand side,

and the element Tε is normal. We also have [Tε,Πε′ ] = 0 for ε′ > ε. In other words,

Tε has the same block structure with respect to Πε. Note that ΠεTεΠε = εUε|Ran Πε
.

Therefore, the corresponding block of Tε is an ε-multiple of a unitary operator (in

the subspace Ran Πε). We also have

(I − Πε)Tε(I − Πε) = gε(T ),

where

gε(z) = (1− χε(z)) (ε(z/|z|)f1(|z|/ε) + zf2(|z|/ε)) ,

and χε is the characteristic function of {z ∈ C : |z| < ε}. Note that |gε(z)| > ε for

|z| > ε, which implies Property 1. Since gε(z) = z for |z| > 2ε, we get Properties 2

and 3.
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Let us estimate ‖[P, Tε]‖. From (3.1.8), we have

[P, Tε] = [P, εUεf1(|T |/ε)] + [P, Tf2(|T |/ε)]. (3.1.9)

For the first term, we have

‖[P, εUεf1(|T |/ε)]‖ 6 ε‖[P,Uε]‖‖f1(|T |/ε)‖+ ε‖[P, f1(|T |/ε)]‖.

Using (3.1.6) and the scaling argument from Lemma 2.1.3, we get that both terms

in the right hand side are bounded by CδP . Since f1(t) + f2(t) = 1, for the second

term of (3.1.9) we have

‖[P, Tf2(|T |/ε)]‖ 6 ‖[P, T ]‖+ ‖[P, Tf1(|T |/ε)]‖ 6 δP + ε‖[P, g1(T/ε)]‖ 6 CδP ,

where g1(z) = zf1(|z|). Together with (3.1.8), this implies Property 4.

Finally, let us prove Property 5. From (3.1.6) and since Uε and V0 are unitary,

[V0, P ] = 0, and ‖Uε − V0‖ 6 1/6, the continuous path

εU (s)
ε = sεUε + (1− s)εV0

connects εUε and εV0 and satisfies the assumptions of Lemma 3.1.1, assuming that

C0 is sufficiently small. Hence, Uε ∈ GL0(A ⊕ A). Next, there exists a smooth

function h : C → C such that h(z) = z/|z| for |z| > 1, |h(z)| < 1 for |z| < 1, and

h(z)/z > 0 for all z 6= 0. From (3.1.8), we have |Tε| > ε and hence h(Tε/ε) = Uε.

Let

ht(z) = (1− t)εh(z/ε) + tz.

Then ht(Tε) = Uεht(|Tε|), and ‖ht(Tε)−1‖ 6 ε−1 for 0 6 t 6 1, ‖[P, ht(Tε)]‖ 6 CδP

where C is an absolute constant. Moreover, h0(Tε) = εUε and h1(Tε) = Tε. Since

δPG(δP ) 6 C0ε, by choosing an appropriate C0, we can also guarantee that ht

satisfies the assumptions of Lemma 3.1.1. This completes the proofs of Property 5

and the lemma.

The operator Uε appearing in the proof will be important in latter considerations.

Let us summarize its properties.

Corollary 3.1.3. Under the assumptions of Lemma 3.1.2, there exists a unitary

element Uε ∈ M2(A) such that:
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1. ‖[P,Uε]‖ 6 Cε−1δP .

2. [Uε,Πε′ ] = 0 for all ε′ > ε.

3. Uε(I − Πε) = V (I − Πε) where V ∈ B(H ⊕H) is the polar part of T .

4. Tε = Uε|Tε|.

5. diagP Uε ∈ GL0(A⊕A).

The next lemma is an extension of Lemma 3.1.2 to the case of multiple holes.

It can be done simply by applying Lemma 3.1.2 several times, but then the norms

‖[P, Tε]‖ will increase by a factor C each time and, therefore, will grow exponentially

with the number of holes. It turns out that the construction can be improved, and

the holes can be created “simultaneously”, assuming that they are separated from

each other.

Let Oε(λ0) = {λ ∈ C : |λ − λ0| < ε}. Suppose that λ1, . . . , λk ∈ C. Let

Πj
ε = ET (Oε(λj)) denote the spectral projection of T onto the ε-neighbourhood of

λj.

Lemma 3.1.4. Suppose that |λj| 6 1, dist(λi, λj) > 4ε for i 6= j. Assume that T ∈
M2(A) is normal, ‖T‖ 6 1, d2(T, λj) 6 δP for j = 1, . . . , k, and 0 < δPG(δP ) 6 C0ε.

Then there exists a normal element Tε ∈ M2(A) with the following properties:

1. ‖(Tε−λjI)−1‖ 6 ε−1, so the ε-neighbourhoods of λj are contained in C\σ(Tε).

2. [Tε,Π
j
ε] = [Tε,Π

j
2ε] = 0, Tε|Ran(I−∑j Πj

2ε) = T |Ran(I−∑j Πj
2ε), ∀j = 1, . . . , k.

3. ‖T − Tε‖ 6 2ε.

4. ‖[P, Tε]‖ 6 CδP , where C does not depend on k.

5. diagP (Tε−λjI) ∈ GL0(A⊕A) for j = 1, . . . , k. As a consequence, d2(Tε, λj) 6

CδP .

Proof. For each j, the element T − λjI satisfies the assumptions of Lemma 3.1.2

and Corollary 3.1.3. Let us obtain the corresponding unitary element and denote

it by U j
ε . As in Lemma 3.1.2, let f1 ∈ C∞(R+) be a nonincreasing function such

that f1(t) = 1 for 0 6 t 6 1 and f1(t) = 0 for t > 2. Let us impose an additional
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condition that g1(t)
def
==

√
f1(t) is smooth. We claim that the following element

satisfies the statement of the lemma.

Tε =
k∑
j=1

(λj + εU j
ε )f1 (|T − λjI|/ε) + T

(
1−

k∑
j=1

f1 (|T − λjI|/ε)
)
. (3.1.10)

Corollary 3.1.3 implies

[U i
ε,Π

j
ε] = [U i

ε,Π
j
2ε] = 0.

Indeed, for i = j it follows directly from Property 2, and for i 6= j it is a consequence

of Property 3 and dist(λi, λj) > 4ε. The element U j
ε commutes with f1(|T − λj|/ε)

because in the block Πε the operator f1(|T−λj|/ε) is scalar, and in the block Π2ε−Πε

both are functions of T . Since everything else in (3.1.10) can be expressed in terms

of functions of T , we get that the element Tε has block structure with respect to the

system of projections Πj
ε, Πj

2ε − Πj
ε for j = 1, . . . , k, and I −∑k

j=1 Πj
2ε. We have

Πj
εTε = Πj

ε(λj + εU j
ε ),

(
I −

k∑
j=1

Πj
2ε

)
Tε =

(
I −

k∑
j=1

Πj
2ε

)
T.

Hence, the “small” blocks corresponding to Πj
ε are ε-multiples of unitaries shifted

by λj. The “largest” block coincides with the corresponding block of T . Similarly

to Lemma 3.1.2, let χε be the characteristic function of {z ∈ C : |z| < ε}, and

gε(z) = (χ2ε(z)− χε(z)) (ε(z/|z|)f1(|z|/ε) + zf2(|z|/ε)) .

Then

(Π2ε − Πε)Tε = λi + gε(T − λi),

so that the “intermediate” blocks corresponding to Πj
2ε − Πj

ε are functions of T .

This implies Properties 1 and 2. Since all blocks are normal, the element Tε is also

normal.

Let us estimate the difference between Tε and T ,

Tε − T =
k∑
j=1

(
λj + εU j

ε − T
)
f1(|T − λjI|/ε)

= ε
k∑
j=1

U j
εf1(|T − λjI|/ε) +

k∑
j=1

(λjI − T ) f1(|T − λjI|/ε). (3.1.11)
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Since the terms in the first sum act in orthogonal subspaces, we get Property 3. To

establish Property 4, let

Mε =
k∑
j=1

U j
εf1(|T − λjI|/ε) =

k∑
j=1

g1(|T − λjI|/ε)U j
ε g1(|T − λjI|/ε).

The equality holds since [U j
ε , f1(|T −λjI|/ε)] = [U j

ε , g1(|T −λjI|/ε)] = 0; recall that

g1(t) =
√
f1(t). Let also

hε(z) =
k∑
j=1

(z − λj)f1(|z − λj|/ε).

Then

[P, Tε] = [P, T ]− [P, hε(T )] + ε[P,Mε]. (3.1.12)

Note that zf1(|z|/ε) = ε(z/ε)f1(|z|/ε) and, therefore, by Lemma 2.1.3

‖zf1(|z|/ε)‖OL(C) 6 C.

Part 2 of Lemma 2.1.6 implies ‖hε‖B1
∞,1(C) 6 C, and, from Proposition 2.1.2 and

(3.1.12), we obtain

‖[P, Tε‖ 6 C‖[P, T ]‖+ ε ‖[P,Mε]‖ . (3.1.13)

Let us estimate the last term. We have

[P,Mε] =
k∑
j=1

[P, g1(|T − λjI|/ε)]U j
ε g1(|T − λjI|/ε)

+
k∑
j=1

g1(|T − λjI|/ε)[P,U j
ε ]g1(|T − λjI|/ε)

+
k∑
j=1

g1(|T − λjI|/ε)U j
ε [P, g1(|T − λjI|/ε)]. (3.1.14)

Recall that ‖[P,U j
ε ]‖ 6 Cε−1δP . The different terms in the middle sum act in

mutually orthogonal subspaces of H ⊕ H. Therefore, the norm of the sum can be

estimated by the maximal norm of the terms and hence does not exceed Cε−1δP ,

where C is an absolute constant. The first and third terms are estimated similarly

to each other, and it suffices to estimate the first term of (3.1.14). We have

g1(|z|) = g1(|x+ iy|) =
1

2π

∫
R2

eisx+ityĝ1(s, t) ds dt,
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where ĝ1 is the Fourier transform of g1(|x+ iy|) as a function of two real variables.

Let λj = xj + iyj. Let also T = X + iY , X = X∗, Y = Y ∗, [X, Y ] = 0. Then

g1(|T − λjI|/ε) =
ε2

2π

∫
R2

ĝ1(εs, εt)e−isxj−ityjeisX+itY ds dt. (3.1.15)

Let us rewrite the first term in (3.1.14) using (3.1.15),

ε2

2π

∫
R2

ĝ1(εs, εt)[P, eisX+itY ]

{
k∑
j=1

e−isxj−ityjU j
ε g1(|T − λjI|/ε)

}
ds dt.

The terms in curly brackets, as before, act in orthogonal subspaces of H ⊕ H.

Hence, the operator norm of the sum is bounded by 1. From Lemma 2.1.9, the

whole expression is bounded by

ε2δP
2π

∫
R2

|ĝ1(εs, εt)|(|s|+ |t|) ds dt 6 Cε−1δP .

Hence, the commutator [P,Mε] admits the same bound. Together with (3.1.13), this

completes the proof of Property 4.

Let us establish Property 5. By T
(j)
ε , denote the operator T for which we applied

the statement only for λj. Then, by Lemma 3.1.2, diagP (Tε−λjI) ∈ GL0(A⊕A). To

complete the proof, note that the path tTε+(1−t)T (j)
ε −λjI satisfies the assumptions

of Lemma 3.1.1.

Consider the grid

Γε = {z = x+ iy ∈ C : x ∈ εZ or y ∈ εZ}.

Let also Λε = ε(Z + 1/2) + iε(Z + 1/2) ⊂ C be the set of centres of the cells of Γε.

By Oε(X) we denote an open ε-neighbourhood of the set X ⊂ C.

Lemma 3.1.5. There exists a family of functions gε′ : C→ C, ε′ > 0, such that

1. gε′ ∈ C∞(C), ‖gε′‖OL(C) 6 C.

2. gε′ maps C \ Oε′/6(Λε′) onto Γε′.

3. |gε′ − z| 6 ε′ for z ∈ C \ Oε′/6(Γε′), and g is homotopic to z within the class

of functions satisfying g(C \ Oε′/6(Λε′)) ⊂ C \ Oε′/6(Λε′).
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Proof. For ε′ = 1, there exists g1 ∈ C∞(C) with the required properties such that

g1(z)− z is (1, i)-periodic. It can be constructed in two steps. First, we “blow up”

the circles until they start touching the edges of the cells. Then we keep blowing

them up, (smoothly) straightening the parts that do not fit into the cell. This gives

us a function satisfying the desired properties, expect for a small neighbourhood of

Z+iZ. This neighbourhood can be “shrunk” into Z+iZ by applying another smooth

function which is also a periodic perturbation of z. Since the composition of smooth

periodic perturbations of z is a function of the same type, we have constructed g1.

The general case is covered by gε′(z) = ε′g1(z/ε′). The homotopy for Property 3

can be chosen to be linear.

0

ε′

1− i

1 + i

−1− i

−1 + i

0 0

1− i

1 + i

−1− i

−1 + i

0

Γε′

Figure 3.1: The spectra of T1 and Tε′ = gε′(T1), ε′ = 1/2

Using the functions gε, we can reduce the initial problem to the case when

σ(T ) ⊂ Γε.

Theorem 3.1.6. Let A be a unital C∗-algebra. There exists a universal constant

C0 > 0 such that for all ε′, δP with 0 < δPG(δP ) 6 C0ε
′ and any normal element

T ∈ M2(A) satisfying ‖T‖ 6 1, d2(T ) 6 δP there exists a normal element Tε′ ∈
M2(A) such that:

1. σ(Tε′) ⊂ Γε′.

2. ‖T − Tε′‖ 6 2ε′.

3. ‖[P, Tε′ ]‖ 6 CδP .
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4. diagP (T ′ε − λI) ∈ GL0(A⊕A) for λ ∈ Λε′.

Proof. We first apply Lemma 3.1.4 with ε = ε′/6 to remove the ε′/6-neighbourhood

of Λε′ from σ(T ). Let us denote the resulting element by T1. Then we consider

Tε′ = gε′(T1), where gε′ is the function from Lemma 3.1.5, see Figure 3.1. Properties

1–3 follow from Lemma 3.1.4 and the properties of gε′ . Property 4 follows from

Lemma 3.1.1 similarly to Property 5 of Lemma 3.1.2.

3.2 Proof of Theorem 1.3.3: removal of line seg-

ments

The following two lemmas are contained in [27]. We give more elementary proofs

from [16, Lemma 1.8] for the convenience of the reader. These lemmas will be used

in the proof of Lemma 3.2.4.

Lemma 3.2.1. Suppose that A is a C∗-algebra of real rank zero, and let U, V ∈ A
be unitary elements such that −1 /∈ σ(U), −1 /∈ σ(V ). Then for any ε > 0 there

exists a unitary element Wε such that ‖UV −Wε‖ 6 ε and −1 /∈ σ(Wε).

Proof. Recall that the fact that −1 /∈ σ(U) is equivalent to the existence of a self-

adjoint element X such that U = (iI −X)−1(iI +X) (Cayley transform). Let also

V = (iI − Y )−1(iI + Y ), where Y = Y ∗ ∈ A. Since A is of real rank zero, for each

ε > 0 there exists a self-adjoint element Xε ∈ GL(A) such that ‖X − Xε‖ 6 ε.

There also exists an element Yε such that ‖Y −Yε‖ 6 ε and Yε−X−1
ε ∈ GL(A). Let

Uε = (iI −Xε)
−1(iI + Xε), Vε = (iI − Yε)−1(iI + Yε). We have ‖UεVε − UV ‖ → 0

as ε→ 0, and

(iI −Xε)(UεVε + I)(iI − Yε) = 2(XεYε − I) = 2Xε(Yε −X−1
ε ) ∈ GL(A),

which gives −1 /∈ σ(UεVε).

Lemma 3.2.2. Suppose that A is a C∗-algebra of real rank zero, and let U ∈ GL0(A)

be unitary. Then for any ε > 0 there exists a unitary element U ′ ∈ GL0(A) such

that −1 /∈ σ(U ′) and ‖U − U ′‖ 6 ε.
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Proof. Let Z(t), 0 6 t 6 1, be a path in GL0(A) connecting U and I. Let

Z̃(t) = Z(t)|Z(t)|−1 be the “normalized” path (in the sense that its elements are

unitary). There exists a finite set of points 0 6 t0 < t1 < . . . < tm = 1 such

that ‖Z̃(ti+1)− Z̃(ti))‖ < 1 for 0 6 i 6 m− 1. We have U = VmVm−1 . . . V1, where

Vj = Z̃(tj)Z̃(tj−1)−1, and therefore ‖Vj−I‖ 6 1 and −1 /∈ σ(Vj). We now can apply

Lemma 3.2.1 and, by induction, obtain that the product of Vj can be approximated

by operators with the same property. Note that we automatically have U ′ ∈ GL0(A)

since C \ σ(U ′) is connected (see Section 1.1).

By T we denote the unit circle in C. By int Γ we denote the interior of a (closed)

Jordan curve Γ.

Definition 3.2.3. We say that a simple C2-smooth closed curve Γ parametrized

by a map ϕ : T → C is admissible if there exists a homotopy of ϕt : C → C and a

continuous family λt ∈ intϕt(T), t ∈ [0; 1], λ0 = 0, such that

1. ϕ0(z) = z, ϕ1|T = ϕ.

2. ϕt is a diffeomorphism of C such that ϕt(z) = z for |z| > C1, where C1 does

not depend on t.

3. ‖ϕt‖OL(C) 6 C2 uniformly in t.

4. dist(λt, ϕt(T)) > C3 uniformly in t.

Any sufficiently smooth curve is admissible, but we do not need it in such gen-

erality. In fact, we will only use this definition for two explicitly described curves,

see right parts of Figures 3.3, 3.4 below. Note that the family {λt} is a part of

the definition of admissibility and is not unique. We shall usually consider curves

together with points λ = λ1 ∈ int Γ. The notation C(λ,Γ) means that the constant

depends on Γ and λ, and may also depend on the path {λt}.
Starting from the next lemma, we assume that A is of real rank zero, since we

are performing operations with one-dimensional spectra. Theorem 3.1.6, similarly

to Theorem 1 from Introduction, holds without this assumption.

The following lemma allows us to remove a point from the spectrum of an element

whose spectrum lies on an admissible curve. We need to keep track of the off-
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diagonal elements of T . In fact, we can make it in such a way that off-diagonal

elements become zero.

Lemma 3.2.4. Let A be a unital C∗-algebra of real rank zero. Suppose that Γ ⊂ C

is an admissible curve such that 0 ∈ Γ. Let T ∈ M2(A) be a normal element with

σ(T ) ⊂ Γ and ‖[P, T ]‖ 6 δP . Assume that

diagP (T − λ1I) ∈ GL0(A⊕A),

where λ1 ∈ int Γ is from Defininition 3.2.3. Then there exists a normal element

T0 ∈ M2(A) such that

1. σ(T0) ⊂ Γ, 0 /∈ σ(T0).

2. ‖T0 − T‖ 6 C(λ,Γ)δP .

3. T0 ∈ GL0(A⊕A) and, as a consequence, [T0, P ] = 0.

Proof. Let Γ = ϕ(T) in the notation of Definition 3.2.3. We can always assume that

δP is small enough, as we can choose the constant in Property 3 to be large so that

the statement becomes trivial for all other δP . The idea of the proof is to reduce the

statement to the case of Γ = T (using the homotopy ϕ from the definition of Γ). In

this case, we remove the off-diagonal elements with a small perturbation such that

the element remains unitary. Then we apply Lemma 3.2.2 to each (unitary) block

and remove a small arc from the spectrum. Finally, we map everything back to Γ.

The properties of ϕ allow us to control off-diagonal elements on all steps.

The formal proof is as follows. Let Ut = ϕt(ϕ
−1(T )). By Proposition 2.1.2,

‖[P, ϕ−1(T )]‖ 6 C(λ,Γ)δP and ‖[Ut, P ]‖ 6 C(λ,Γ)δP (note that ϕ−1 is a smooth

compactly supported perturbation of z and therefore belongs to OL(C)). Consider

now

Vt = diagP Ut.

We have [Vt, P ] = 0, ‖Vt−Ut‖ 6 C(λ,Γ)δP . For δP small enough, Vt−λtI is a path

in GL(A⊕A) connecting V0 and diagP (T − λ1I), which implies V0 ∈ GL0(A⊕A)

for sufficiently small δP .

Let

U ′ = V0(V ∗0 V0)−1/2. (3.2.1)
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The element U ′ is unitary and [U ′, P ] = 0. Since ‖V0 − U0‖ 6 C(λ,Γ)δP , from

(3.2.1) we have ‖U ′ − U0‖ 6 C(λ,Γ)δP and ‖U ′ − V0‖ 6 C(λ,Γ)δP . Thus, possibly

after choosing a smaller δP , we can guarantee U ′ ∈ GL0(A⊕A). By Lemma 3.2.2,

there exists a unitary element Ũ ∈ GL0(A ⊕ A) such that ϕ−1(0) /∈ σ(Ũ) and

‖U ′− Ũ‖ 6 δP . It is now easy to see that the element T0 = ϕ(Ũ) satisfies Properties

1 and 2. Property 3 follows from the fact that C \ σ(T0) is connected.

The next lemma uses this to construct a unitary operator similarly to Corollary

3.1.3. This allows us to remove a line segment from the spectrum of T , but we still

need to assume that the spectrum lies on an admissible curve.

Lemma 3.2.5. Let Γ, λ = λ1 ∈ int Γ satisfy the assumptions of Lemma 3.2.4, and

suppose that Γ∩O1(0) = (−1; 1). Then there exists δ0
P (λ,Γ) > 0 such that for all A,

T satisfying the assumptions of Lemma 3.2.4 with δP ∈ [0; δ0
P ] there exists a unitary

element U ∈ M2(A) with the following properties:

1. [P,U ] 6 CδP .

2. [Π, U ] = 0, where Π is the spectral projection of T onto (−1; 1).

3. (I − Π)U = (I − Π)V , where V ∈ B(H ⊕H) is the polar part of T .

4. ΠU is self-adjoint.

5. diagP U ∈ GL0(A⊕A).

Proof. From Lemma 3.2.4, there exists a normal element T0 ∈ GL0(A⊕A) such that

σ(T0) ⊂ Γ \ {0}, ‖T − T0‖ 6 C(λ,Γ)δP . Let T0 = V0|T0|. Then V0 ∈ GL0(A⊕A).

As in Lemma 3.1.2, let ρ1 ∈ C∞(R+) be a nondecreasing function such that

ρ1(t) = 1 for 0 6 t 6 1/2 and ρ1(t) = 0 for t > 1. Let ρ2 ∈ C∞(R) satisfy

ρ2
1 + ρ2

2 = 1. Consider

S = ρ1(|T |)(ReV0)ρ1(|T |) + V ρ2
2(|T |). (3.2.2)

The remaining part of the proof is very similar to Lemma 3.1.2. The principal

difference is that the block of S corresponding to Π is self-adjoint, as well as the

corresponding block of U . The main steps of the proof are as follows. We have

S − V0 = (V − V0)ρ2
2(|T |) +

{
ρ1(|T |)(ReV0)ρ1(|T |)− V0ρ

2
1(|T |)

}
. (3.2.3)
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It is easy to see that ρ2
2(t) = th2(t) for some smooth bounded function h2. Hence,

(V − V0)ρ2
2(|T |) = (V |T | − V0|T |)h2(|T |) = (T − T0)h2(|T |) + V0(|T0| − |T |)h2(|T |).

(3.2.4)

By construction, σ(T0) ∩ O1(0) ⊂ (−1; 1), and

ρ1(|T0|)(ReV0)ρ1(|T0|) = (ReV0)ρ2
1(|T0|) = V0ρ

2
1(|T0|)

since the functions zρ2
1(|z|)/|z| and (Re z)ρ2

1(|z|)/|z| coincide on σ(T0). This implies

ρ1(|T |)(ReV0)ρ1(|T |)− V0ρ
2
1(|T |) = (ρ1(|T |)− ρ1(|T0|))(ReV0)ρ1(|T |)+

+ ρ1(T0)(ReV0) (ρ1(|T |)− ρ1(|T0|))− V0(ρ2
1(|T |)− ρ2

1(|T0|)). (3.2.5)

From Proposition 2.1.7 it follows that

‖|T | − |T0|‖ 6 C(λ,Γ)δPG(δP )

and, as a consequence,

‖ρ1(|T |)− ρ1(|T0|)‖ 6 C(λ,Γ)δPG(δP ), ‖ρ2
1(|T |)− ρ2

1(|T0|)‖ 6 C(λ,Γ)δPG(δP ).

From (3.2.4), (3.2.5), and (3.2.3) we get

‖S − V0‖ 6 C1(λ,Γ)δPG(δP ). (3.2.6)

Therefore, for δP < δ0
P (λ,Γ) with sufficiently small δ0

P (λ,Γ), the element S will be

invertible and have S = U |S| for some unitary U . In addition, since the element

ΠSΠ = Πρ1(|T |) ReV0ρ1(|T |)Π + ΠV ρ2(|T |)Π

is self-adjoint and [Π, S] = 0, the element ΠU will also be self-adjoint. Therefore,

we have Properties 2–4.

Similarly to Lemma 3.1.2, let ρ̃2(z) := z|z|−1ρ2
2(|z|). Since [P,ReV0] = 0, we

have

‖[P,U ]‖ 6 C1‖[P, S]‖ 6 2C1 (‖[P, ρ1(|T |)]‖+ ‖[P, ρ̃2(|T |)]‖) 6 CδP ,

which yields Property 1. Finally, Property 1 implies that diagP U is close to U .

From (3.2.6), U is close to V0. Since V0 ∈ GL0(A⊕A), we get Property 5.

47



The following lemma is the key step of the proof. It extends Lemma 3.2.5 to the

case of general normal elements whose spectra contain line segments. Recall that

Or(0) = {z ∈ C : |z| < r}.

Lemma 3.2.6. There exists δ0
P > 0 such that for every unital C∗-algebra A of real

rank zero and every normal T ∈ M2(A) with

‖[P, T ]‖ = δP 6 δ0
P , σ(T ) ∩ O3(0) ⊂ (−3; 3),

and

diagP (T ± iI) ∈ GL0(A⊕A), (3.2.7)

there exists an element U with the properties from Lemma 3.2.5.

Proof. Let us describe the general idea first. We need to remove a part of the

line segment on Figure 3.2. The spectrum of our element does not lie on a simple

closed curve, so we cannot apply our previous lemmas directly. However, we can

construct an auxiliary element (in our notation T5) with this property such that in

a neighbourhood of this line segment it looks the same as T . Then the element U

obtained for T5 can then be used for T . The construction of T5 consists of several

steps in which we remove the unneeded parts from the spectrum of T without

affecting the segment [−1; 1].

The formal proof is as follows. There exists a smooth function g1 : C → C such

that g1 ∈ OL(C), g1(z) = 3z/|z| for |z| > 3, g1(z) = z for |z| 6 2, and g1(z)/z > 0

for all z 6= 0. Let T1 = g1(T ). Then σ(T1) ⊂ Θ = (−3; 3) ∪ {z ∈ C : |z| = 3}, see

Figure 3.2.

3−3 ‖T‖

σ(T )

Imz

Rez

3−3

σ(T1) ⊂ Θ

Imz

Rez

Θ
supp(g2(z)− z)

Figure 3.2: The spectra of T and T1 = g1(T )
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The element T1 satisfies (3.2.7) because for the operator family Tt = tg1(T ) +

(1− t)T , the path

diagP (Tt ± iI)

satisfies the assumptions of Lemma 3.1.1 if δP is sufficiently small.

There exists a diffeomorphism g2 : C→ C mapping the arc of Θ between (−3−
3i)/
√

2 and (3− 3i)/
√

2 into the line segment [−2− 2i; 2− 2i] such that g2(z) = z

outside the lower rectangle at the right of Figure 3.2. We have g2 ∈ OL(C) since it

is a smooth compactly supported perturbation of z.

Let Θ2 = g2(Θ). There exists a map g3 : C → C such that g3(z) = z outside

the upper rectangle of Figure 3.3 and that g3(Θ2) is an admissible curve. Again,

g3 ∈ OL(C). Note that g3 is not a diffeomorphism: it maps two top arcs of Θ2

between −3 and 3 into one.

3−3

2− 2i−2− 2i

Θ2 = g2(Θ)
supp(g3(z)− z)

3−3

2− 2i−2− 2i

g3(Θ2)

Figure 3.3: The spectra of T2 = g2(T1) and T3 = g3(T2)

Let T2 = g2(T1), T3 = g3(T2). The element T2 will satisfy (3.2.7) by the same

arguments as for T1: we can consider a linear homotopy between g2(z) and z. The

same holds for T3; note that we only need to consider T3− iI since there is only one

bounded connected component now. The element T3 + 2iI satisfies the assumptions

of Lemma 3.2.5. Let U3 be the unitary element obtained from that lemma. Now, as

in Lemma 3.1.2, let f1 ∈ C∞(R+) be a nonincreasing function such that f1(t) = 1

for 0 6 t 6 1 and f1(t) = 0 for t > 2. Let f2(t) = 1− f1(t). Consider

T4 = U3f1(|T2 + 2iI|) + (T2 + 2iI)f2(|T2 + 2iI|)− 2iI.

In this construction the unitary element U3 is generated from T3, and then is “at-

tached” to T2. It is possible because T2 and T3 coincide in the lower rectangle of
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Figure 3.3 (in the sense that f(T2) = f(T3) for any function f supported in the

lower rectangle). Let Π̃1 be the spectral projection of T2 onto [−i; i]; note that it

coincides with the same projection for T3. Let also Π̃2 be the similar projection for

[−2i; 2i]. The elements T2, T3, U3 and T4 have block structure with respect to Π̃1

and Π̃2. Similarly to the proof of Theorem 3.1.4, the element T4 is normal. In addi-

tion, Π̃2(T4 + 2iI) is self-adjoint, Π̃1(T4 + 2iI)
∣∣∣
Ran Π̃1

is unitary, and the spectrum of

(Π̃2 − Π̃1)T4

∣∣∣
Ran(Π̃2−Π̃1)

is contained in [−2i; 2i] \ (−i; i). Hence, σ(T4) ⊂ Θ4 which

is Θ2 with part of the lower arc removed (see Figure 3.4). In addition, ΠT4 = ΠT

(the middle part of Θ is left untouched), and ‖[P, T4]‖ 6 C3δP . The element T4

satisfies (3.2.7), because the linear homotopy between T4 + iI and T2 + iI satisfies

the assumptions of Lemma 3.1.1.

There exists a smooth map g4 : C → C such that g4(z) = z outside the oval-

shaped areas on Figure 3.4 and that g4(Θ4) is an admissible curve (i. e. g4 maps the

remaining parts of the lower arc into the ends of central line segment, and does not

affect the rest of Θ3).

3−3

2− 2i−2− 2i

σ(T4) ⊂ Θ4
supp(g4(z)− z)

−1 1

Θ5 = g4(Θ4)

−1 1

Figure 3.4: The spectra of T4 and T5 = g4(T4)

We finally get an element T5 = g4(T4) satisfying the assumptions of Lemma 3.2.6.

This lemma gives an element U5. Using the same idea as in constructing T4, let

T6 = U5f1(|T |) + T5f2(|T |).

The element T6 is the operator T from the spectrum of which we have removed the

segment (−1; 1).
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3−3 ‖T‖

σ(T6)

1−1

Figure 3.5: The spectrum of T6

The element U can now be taken as the polar part of T6.

Proof of Theorem 1.3.3. Let us first apply Theorem 3.1.6. It reduces the result

to the case of an element Tε such that σ(Tε) ⊂ Γε. We also have

diagP (Tε − λI) ∈ GL0(A⊕A), ∀λ ∈ Λε,

and ‖[P, Tε]‖ 6 CδP (provided that C0 is sufficiently small). Let us assume that

ε = 1/2N for some N ∈ N. It is clear that this will not affect the generality.

Consider the set Γε∩ [−1; 1]× [−1; 1]. This set consists of 4N(4N +1) horizontal

and vertical line segments. By ∆ denote the set of centres of all horizontal segments,

and by ∆′ the set of centres of vertical segments. Let λj ∈ ∆. Consider the element

Tj = 6(Tε−λjI)/ε. This element satisfies ‖[P, Tj]‖ 6 6δP ε
−1 6 6C0G(δP )−1 and the

other assumptions of Lemma 3.2.6. Let Uj be the corresponding unitary element

obtained from that lemma.

Similarly, for λ′j ∈ ∆′, the element 6i(Tε − λ′jI)/ε also satisfies the assumptions

of Lemma 3.2.6. Let U ′j be the element obtained from Lemma 3.2.6 multiplied by

−i.
Finally, let f1 = g2

1, g1 ∈ C∞(R+) be a nonincreasing function such that f1(t) = 1

for 0 6 t 6 1 and f1(t) = 0 for t > 2. As in Lemma 3.1.4, consider

T ′ε =

4N(4N+1)∑
j=1

(λj+εUj/6)f1 (6|Tε − λjI|/ε)+
4N(4N+1)∑

j=1

(λ′j+εU
′
j/6)f1

(
6|Tε − λ′jI|/ε

)
+ T

1−
4N(4N+1)∑

j=1

(
f1 (6|Tε − λjI|/ε) + f1

(
6|Tε − λ′jI|/ε

)) . (3.2.8)
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By the same arguments as in the proof of Property 4 from Lemma 3.1.4, we have

‖[P, T ′ε]‖ 6 CδP . The spectrum of T ′ε is contained in the 5ε/12-neighbourhood of

εZ+ iεZ and therefore splits into disjoint connected components of diameters 5ε/12.

0

ε

1− i

1 + i

−1− i

−1 + i

Γε

0

1− i

1 + i

−1− i

−1 + i

Figure 3.6: The spectra of Tε and T ′ε (for ε = 1/2)

Finally, there exists a smooth function h : C → C such that h(z) − z is (1, i)-

periodic and that h maps the 5/12-neighbourhood of every point of Z+ iZ into this

point. The element T ′ = εh(T ′ε/ε) has finite spectrum and satisfies the assertions of

the theorem.

Remark 3.2.7. If A = B(H) for some Hilbert space H, then the proofs can be

simplified. The group GL(B(H)) is connected; hence, we never need to check that

the elements belong to GL0. Moreover, we no longer need the smooth maps in

Lemma 3.2.6 to be homotopic to the identity. Therefore, we can use a simpler

construction which dates back to [17]: to map the line segment (−1; 1) into T \
{−1} and map the rest of the spectrum to −1. Then we can flatten the circle and

use Lemma 3.2.5; note that Lemma 3.2.2 becomes obvious since we have spectral

projections for unitary operators. If A = Mn(C), then, in addition, d1(A) = 0,

d2(T ) = ‖[P, T ]‖.
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3.3 Proof of Theorem 1.3.4

The results of the previous sections reduce the general case to the case of elements

whose spectra are contained in sets of the form

Σε
def
== (εZ× εZ) ∩ ([−1; 1]× [−1; 1]).

It turns out that if σ(T ) ⊂ Σε, then we can remove its off-diagonal elements with

respect to P in such a way that the element remains normal. The idea is to map the

spectrum onto a line segment, then remove off-diagonal elements from the resulting

self-adjoint element (it will remain self-adjoint), and then map it back. The choice

of particular maps is important since it is the only place where we get a loss in the

power of δ. The following lemma describes these maps.

Lemma 3.3.1. Let ε = 1/2N , N ∈ N. There exist two functions fN : C → R,

gN : R→ C such that

gN(fN(z)) = z, ∀z ∈ Σε, (3.3.1)

and ‖gN‖OL(R) 6 CN , ‖fN‖OL(C) 6 C.

Proof. Let ϕ ∈ C∞(R) be a 2-periodic function ϕ(2k) = 1, ϕ(2k + 1) = −1 for

k ∈ Z. Let α ∈ C∞0 (R) satisfy α(x) = arcsin(x/2) for |x| 6 1 (i. e. α is an arbitrary

smooth compactly supported extension of the arcsine). Let

fN(x+ iy) = y +
α(x)

2πN
ϕ(2Ny).

Let also η ∈ C∞(R) be a function satisfying

η(x) = k for x ∈ [k − 1/4; k + 1/4], ∀k ∈ Z,

and ‖η‖OL(C)) 6 C. The function η can be constructed as a suitable periodic per-

turbation of x. Finally, consider

gN(x) = 2 sin(2πNx) + i
η(2Nx)

2N
. (3.3.2)

The property (3.3.1) is verified by direct computation for z = k/2N + il/2N ,

k, l = −2N, . . . , 2N . The estimates in OL(R) and OL(C) follow from Lemma 2.1.3,

since these functions are obtained from fixed smooth functions by scaling and mul-

tiplication by α.
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The following lemma is the concluding technical step of the proof. We use the

functions fN and gN obtained in Lemma 3.3.1 to remove off-diagonal elements from

an element with finite spectrum in such a way that it remains normal.

Lemma 3.3.2. Suppose T ∈ M2(A) is normal, ‖[P, T ]‖ = δP , and σ(T ) ⊂ Σε for

ε > 0. Then there exists a normal element T ′ ∈ M2(A) such that ‖T − T ′‖ 6

C(δP + δ2
P ε
−2) and [P, T ′] = 0.

Proof. Without loss of generality, we may assume that ε = 1/2N for some N ∈ N.

Otherwise, we can apply the statement to γT , where 1/2 < γ < 1, and then multiply

the result by γ−1. The self-adjoint element T1 = fN(T ) satisfies ‖[P, T1]‖ 6 CδP

since the functions fN are uniformly bounded in OL(C). We have ‖T1−diagP T1‖ 6
CδP . As T1 is close to diagP T1, we might expect that T = gN(T1) is close to

T ′ = gN(diagP T1). Since diagP T1 is self-adjoint and commutes with P , the element

T ′ is normal and also commutes with P . Hence, T ′ is a normal approximation of T

commuting with P .

Let us estimate their difference. We have

T = diagP T + [P, [P, T ]],

and T = gN(T1), T ′ = gN(diagP T1). Therefore,

‖T − T ′‖ = ‖[P, [P, T ]] + diagP gN(T1)− gN(diagP T1)‖

6 ‖[P, T ]‖+ ‖ diagP gN(T1)− gN(diagP T1)‖.

The first term of the right hand side is bounded by CδP because ‖[P, T ]‖ 6 CδP .

The second term is of the form from Corollary 2.1.8. Recall (3.3.2) and split gN

into a sum of two functions. The function 2 sin(2πNx) is estimated by CN2δ2
P using

Lemma 2.1.10. The remaining term is bounded by CδP using Corollary 2.1.8 since

the family η(2Nx)/2N is uniformly bounded in OL(R). Therefore, we have

‖T − T ′‖ 6 C(δP + δ2
P ε
−2),

and [P, T ′] = 0.

With all the preparations made, we can now complete the proof of the main

result.
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Proof of Theorem 1.3.4. Using Theorem 1.2.2, construct normal elements T ∈
M2(A) and N ∈ A satisfying ‖T −A⊕N‖ 6 Cδ1/2 and (as a corollary) ‖[P, T ]‖ 6
Cδ1/2. From the assumptions of Theorem 1.3.4 and since C \ σ(N) is connected, we

have

dist(A− λI,GL0(A)) 6 δ1/2, dist(N − λI,GL0(A)) = 0

Hence, dist(T − λI,GL0(A⊕A)) 6 Cδ1/2, which implies d2(T ) 6 Cδ1/2.

There exists C1 > 0 such that the element T satisfies the assumptions of Theorem

1.3.3 with ε = C1δ
1/3, δP = δ1/2. The theorem gives a normal element T1 with

σ(T1) ⊂ Σε, ‖T − T1‖ 6 Cε, and ‖[P, T1]‖ 6 C2δP = C2δ
1/2. Lemma 3.3.2 applied

to T1 gives a normal element T ′ such that ‖T ′ − T1‖ 6 C3(δP + δ2
P ε
−2) 6 Cδ1/3 and

[P, T ′] = 0. Therefore, we have

‖T ′ − A⊕N‖ 6 Cδ1/3.

Since T ′ commutes with P , we get that PT ′P is normal and

‖PT ′P − A‖ 6 Cδ1/3.

Finally, it is easy to see that the element A′ = PT ′P ‖A‖
‖PT ′P‖ has the same properties

and satisfies ‖A′‖ 6 ‖A‖.

Remark 3.3.3. The element T ′ from Lemma 3.3.2 has the following special prop-

erty: it is the image of the self-adjoint element diagP T1 under the map gN . Hence,

its spectrum lies on a curve which is the one-to-one image of [−1; 1]. The same

holds for A′ = PT ′P . Normal elements of this type are important since they admit

normal liftings from quotient algebras. More precisely, if AI = A∗I ∈ A/I, where

I ⊂ A is a ∗-ideal, then it has a self-adjoint pre-image A ∈ A (since we can take the

real part of any pre-image). Hence, gN(A) will be a normal pre-image of gN(AI).

In addition, since the values of gN belong to [−1; 1] + i[−1; 1], the normal pre-

image can be chosen to have norm not greater than
√

2.

3.4 Some applications

3.4.1 Two-sided estimate in B(H)

Let A = B(H) for a Hilbert space H. If A ∈ A is normal, then dist(A,GL(B(H))) =

0. Indeed, if A = U |A|, then U(εI + |A|) ∈ GL(B(H)) for every ε > 0. Moreover,
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GL(B(H)) = GL0(B(H)) since any unitary element can be continuously deformed

into the identity (using spectral projections). Let us denote the set of all normal

elements by N ⊂ B(H).

Theorem 3.4.1. For all A ∈ B(H), ‖A‖ 6 1, ‖[A,A∗]‖ = δ we have

max{d1(A), δ/9} 6 dist(A,N ) 6 C max{d1(A)2/3, δ1/3}. (3.4.1)

Proof. The right inequality follows from Theorem 1.3.4. To prove the left one,

assume that A = N + X, where N is normal and ‖X‖ 6 ‖A‖ (this is always

possible). Then ‖N‖ 6 2‖A‖ 6 2, and

‖[A,A∗]‖ = ‖[N,X∗] + [N∗, X] + [X,X∗]‖ 6 8‖X‖+ ‖X‖2 6 9‖X‖.

Taking the infimum over all possible X (we can obviously consider only ‖X‖ 6 ‖A‖),
we get

‖[A,A∗]‖ 6 9 dist(A,N );

Together with dist(N,GL0(B(H))) = 0 for all normal N , this implies the left in-

equality of (3.4.1).

Note that in [6] it is shown that if dim kerT 6= dim kerT ∗, then dist(T,N ) =

max{me(T ),me(T
∗)}, where

me(T ) = inf
λ∈σess(T )

|λ|,

and dist(T,N ) = 0 if dim kerT = dim kerT ∗.

In the case of a general C∗-algebra of real rank zero, Theorem 3.4.1 holds if we

replace N by the set Nf of normal elements with finite spectra. It is known that

some normal elements may not belong to Nf . Indeed, if A ∈ Nf , then d1(A) = 0

because it is true for all elements with finite spectra (see Section 1.1). The converse

is also true, see Theorem 1 or [16]. In the Calkin algebra C(H) = B(H)/K(H),

the condition d1(A) = 0 is equivalent to A having trivial index function, see [16,

Lemma 3.4] and references therein. The equivalence class of the operator (1) from

Introduction is an example of a normal element of C(H) with non-trivial index

function, and hence it cannot be approximated by elements with finite spectra.
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3.4.2 Quasidiagonal operators and the BDF theorem

The results of [16, Section 3.3] admit quantitative versions. Let H be a separable

Hilbert space. Suppose that H = ⊕kHk, where Hk are finite-dimensional Hilbert

subspaces. Operators of the form ⊕kSk, where {Sk} is a uniformly bounded system

of operators acting in Hk each, are called block diagonal (with respect to the system

{Hk}). If Hk can be chosen in such a way that dimHk = 1 for all k, then the

operator is called diagonal. Equivalently, diagonal operators are block diagonal with

normal blocks Sk. An operator A ∈ B(H) is called quasidiagonal if it is a compact

perturbation of a block diagonal operator. The following result is well known and

can be found in [18, Proposition 2.8] or [5, Corollaries 11.4 and 11.12].

Proposition 3.4.2. The set of compact perturbations of normal operators in a sep-

arable Hilbert space H is norm closed and coincides with the set of all quasidiagonal

operators S ∈ B(H) such that [S, S∗] ∈ K(H).

The following is Lemma 3.7 from [16].

Proposition 3.4.3. Let H be separable. For each r > 0, the set

{A ∈ B(H) : A is normal and ‖A‖ 6 r}+K(H)

is norm closed and coincides with the set of all quasidiagonal operators S = ⊕kSk+K
such that all Sk are normal, ‖Sk‖ 6 r, and K ∈ K(H).

For A ∈ B(H), let ‖A‖ess
def
== ‖A+K(H)‖C(H), where C(H) is the Calkin algebra

C(H) = B(H)/K(H) (it is usually called the essential norm). Let also

dess
1 (A)

def
== sup

λ∈C
dist(A− λI +K(H),GL0(C(H))) 6 d1(A).

Theorem 3.4.4. Let H be a separable Hilbert space, and assume that A ∈ B(H)

satisfies ‖A‖ 6 1, ‖[A,A∗]‖ = δ, d1(A) 6 δ1/2. Then the following holds.

1. Suppose that A is a compact perturbation of a normal operator. Then there

exists a diagonal operator Ad such that

A− Ad ∈ K(H), ‖Ad‖ 6 ‖A‖, and ‖A− Ad‖ 6 Cδ1/3.
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2. Let δess
def
== ‖[A,A∗]‖ess > 0, so that [A,A∗] /∈ K(H), and assume that dess

1 (A) 6

δ
1/2
ess . Then there exists a diagonal operator Ad such that

‖A− Ad‖ess 6 Cδ1/3
ess , and ‖A− Ad‖ 6 C(δ1/3 + δ1/9

ess ).

Proof. For Part 1, let us apply Proposition 3.4.3. Suppose that A = S + K, where

S = ⊕kSk is normal with Sk acting in Hk, ‖Sk‖ 6 ‖A‖, and K is compact. Let

En be the orthogonal projection onto ⊕nk=1Hk. Let δn = ‖K − EnKEn‖. A simple

computation shows that

‖[(EnAEn)∗, EnAEn]‖ 6 ‖[A,A∗]‖+ 2δn.

By Theorem 1.3.4, since the spaces EnH are finite-dimensional, there exist normal

operators An acting in EnH such that

‖EnAEn − An‖ 6 C(‖[A,A∗]‖+ 2δn)1/3, ‖An‖ 6 ‖A‖.

Then the operators Bn = An ⊕ Sn+1 ⊕ Sn+2 ⊕ . . . are normal and satisfy

‖Bn − A‖ 6 (‖[A∗, A]‖+ 2δn)1/3 + δn, ‖Bn‖ 6 ‖A‖.

The operator K is compact, hence δn → 0. Taking a sufficiently large n, we can

choose Ad = Bn.

Assume now that [A,A∗] /∈ K(H), i. e. δess > 0. Since dess
1 (A) 6 δ

1/2
ess , we can

apply Theorem 1.3.4 to the equivalence class A + K(H) ∈ C(H). We obtain that

there exists a normal element A′C ∈ C(H) with ‖(A + K(H)) − A′C‖C(H) 6 Cδ
1/3
ess .

By Remark 3.3.3, this element has spectrum lying on a curve and admits a normal

pre-image A′ ∈ B(H) with ‖A′‖ 6
√

2. Hence, there exist a normal operator A′, a

compact operator K, and a bounded operator R such that

A = A′ +K +R (3.4.2)

with ‖A′‖ 6
√

2 and ‖R‖ 6 Cδ
1/3
ess . We have d1(A′ + K) = 0 because A′ + K is a

compact perturbation of a normal operator. By Part 1, since

‖[A′ +K, (A′ +K)∗]‖ 6 ‖[A,A∗]‖+ 3‖R‖ 6 C(δ + δ1/3
ess ),

there exists a diagonal normal operator Ad and a compact operator L such that

A′ +K = Ad + L and

‖L‖ 6 C‖[A′ +K, (A′ +K)∗]‖1/3 6 C1(δ + δ1/3
ess )1/3.
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Since A− Ad = L+R, this implies Part 2 of the theorem.

Similarly to [16], we can obtain the classical BDF theorem as a corollary.

Corollary 3.4.5. Suppose that A ∈ B(H), [A,A∗] ∈ K(H), and dess
1 (A) = 0. Then

A is a compact perturbation of a normal operator.

Proof. Let us repeat the proof of Part 2 of Theorem 3.4.4 for dess
1 (A) = 0, δess = 0.

We get that

A = A′ +K +R,

where K is compact, A′ is normal, ‖A′‖ 6
√

2, and ‖R‖ can be made arbitrarily

small. Hence, A belongs to the closure of the set from Proposition 3.4.3 with r =
√

2.

Since the last set is closed, A is a compact perturbation of a normal operator.
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Chapter 4

The case of the normalized

Hilbert-Schmidt norm

4.1 Proof of Theorem 1.4.1

Lemma 4.1.1. Let −1 6 λ1 6 . . . 6 λn 6 1. Then for any k,m ∈ N there exists a

partition

{1, . . . , n} = J ∪
m⋃

a=−m
La

such that

1. #J 6 n
k

.

2. |λi − λj| < 1
m

, i, j ∈ La.

3. |λi − λj| > 1
km

, i ∈ La, j ∈ Lb, a 6= b.

Proof. Consider the following partition {1, . . . , n} =
⋃km−1
−km Ij:

Ij =

{
l : λl ∈

(
j

km
;
j + 1

km

]}
, j = −km+ 1, . . . , km− 1;

I−km =

{
l : λl ∈

[
−1;−1 +

1

km

]}
.

Let us merge Ij with j ≡ r (mod k) into Jr:

Jr =
m−1⋃
a=−m

Iak+r, r = 0, 1, . . . , k − 1.
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-1 1

I−11 I−7 I−3 I1 I5 I9

a = −3 a = −2 a = 2a = −1 a = 0 a = 1

Figure 4.1: The subset of [−1; 1] corresponding to J1 for m = 3, k = 4.

Obviously,
⋃k−1
r=0 Jr = {1, . . . , n}. By the pigeonhole principle, there exists an r0

such that #Jr0 6
n
k
. Let

J = Jr0 , La =
⋃

(a−1)k+r0<j<ak+r0

Ij, a = −m, . . . ,m.

Property 1 follows from the definition of J . Furthermore, every sub-interval of

[−1; 1] corresponding Jr consists of k − 1 subsequent intervals corresponding to Il,

and we have

|λi − λj| 6
k − 1

km
<

1

m
, ∀i, j ∈ La,

which implies Property 2. Finally, two intervals corresponding to La and Lb with

a 6= b are separated by one of the intervals corresponding to Iak+r0 , and hence

Property 3 is true.

Proof of theorem 1.4.1. We can choose a basis in Cn such that

X = diag(λ1, . . . , λn), −1 6 λ1 6 . . . 6 λn 6 1.

Let us apply Lemma 4.1.1 to X for some k,m ∈ N (we shall fix their choice later).

We obtain a partition {1, . . . , n} = J ∪⋃m
a=−m La. Let

X ′ = diag(µ1, . . . , µn),

where

µj =


λj, j ∈ J
1
2

(
min
k∈La

λk + max
k∈La

λk

)
, k ∈ La.

Obviously, ‖X ′‖ 6 1. Property 2 from Lemma 4.1.1 implies |λj − µj| 6 1
2m

for all

j. Hence,

‖X −X ′‖2
2,n =

1

n

n∑
j=1

|µj − λj|2 6
1

4m2
. (4.1.1)

In the same basis, let Y = {Yij}ni,j=1, so that [X, Y ]ij = (λi − λj)Yij. We have

n∑
i,j=1

|λi − λj|2|Yij|2 = nδ2. (4.1.2)
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Let us define Y ′ = {Y ′ij}ni,j=1 by

Y ′ij =

Yij, ∃b : i, j ∈ Lb;

0, otherwise.

The matrix Y ′ is self-adjoint and block diagonal. The blocks of Y ′ are sub-matrices

of Y , the norm of each one does not exceed ‖Y ‖, which yields ‖Y ′‖ 6 ‖Y ‖ 6 1.

Since each block of X ′ is a scalar matrix, we have [X ′, Y ′] = 0. Let us estimate the

difference between Y and Y ′.

n‖Y − Y ′‖2
2,n 6

∑
a6=b

∑
i∈La

∑
j∈Lb

|Yij|2 + 2
∑
i∈J

n∑
j=1

|Yij|2. (4.1.3)

In the second sum we used the fact that Yij = Y ji. The first sum can be estimated

using (4.1.2) and Property 3 from Lemma 4.1.1:∑
a6=b

∑
i∈La

∑
j∈Lb

|Yij|2 6 k2m2
∑
a6=b

∑
i∈La

∑
j∈Lb

|λi − λj|2|Yij|2 6 nδ2k2m2. (4.1.4)

To estimate the second sum, consider two matrices Ỹ and P ,

Ỹij =

Yij, i ∈ J ;

0, i /∈ J ;

P = diag(p1, . . . , pn), where pj =

1, j ∈ J,

0, j 6∈ J.

Clearly, Ỹ = PY and ‖Ỹ ‖ 6 ‖Y ‖ 6 1. Moreover,

∑
i∈J

n∑
j=1

|Yij|2 = tr(PY 2P ) 6 trP‖Y ‖2 6 #J 6
n

k
. (4.1.5)

Combining the inequalities (4.1.3)–(4.1.5), we obtain

‖Y − Y ′‖2
2,n 6 δ2k2m2 +

2

k
.

Finally, let us fix the choice of k and m mentioned in the beginning of the proof,

k =

[
2

δ1/2

]
, m =

[
1

2δ1/4

]
.

Then

‖X −X ′‖2,n 6
1

2m
6 2δ1/4, (4.1.6)
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and

‖Y − Y ′‖2,n 6

√
δ1/2 +

2

k
6
√

3 δ1/4, (4.1.7)

where we used (4.1.1), the fact that 2δ1/4 6 1, and the inequality [x]−1 6 2x−1 for

x > 1.

4.2 Proof of Theorem 1.4.2

The scheme from Theorem 1.4.1 can be applied simultaneously to the pairs (X1, Xj),

j = 2, . . . ,m. We denote the resulting operators by X̃i, i = 1, . . . ,m. If δ 6 1/16,

then, by (4.1.6) and (4.1.7),

‖X − X̃1‖2,n 6 2δ1/4; ‖Xi − X̃i‖2,n 6
√

3δ1/4, i = 2, . . . ,m.

Let us estimate the commutators of X̃i:

‖[X̃i, X̃j]− [Xi, Xj]‖2,n 6 ‖(X̃i −Xi)X̃j‖2,n+

+ ‖Xi(X̃j −Xj)‖2,n + ‖(Xj − X̃j)Xi‖2,n + ‖X̃j(Xi − X̃i)‖2,n 6 4
√

3δ1/4,

where we again used (4.1.7) and the fact that ‖AB‖2,n 6 ‖A‖‖B‖2,n. This gives

‖[X̃i, X̃j]‖2,n 6 (4
√

3 + δ3/4)δ1/4 6 8δ1/4

and

[X̃1, X̃i] = 0, i = 2, . . . ,m. (4.2.1)

Let us again apply the scheme from Theorem 1.4.1 to the pairs (X̃2, X̃j), j =

3, . . . ,m. Note that, since the construction preserves common invariant subspaces,

it will also preserve the relations (4.2.1). Hence, we can repeat this m− 1 times and

obtain a set of m commuting operators X ′1, . . . , X
′
m. Let us find the conditions on δ

and estimate the differences between Xi and X ′i.

We denote δ from the statement of the theorem by δ1. On i-th step, δi is replaced

by δi+1 = 8δ
1/4
i . This gives

δi = 81+1/4+1/16+...+1/4i−1

δ1/4i−1

6 16δ1/4i−1

.

The sequence {δi} is increasing. Condition (1.4.2) implies δm−1 6 1/16 and, con-

sequently, δi 6 1/16 for all i = 1, . . . ,m − 1. Hence, the assumptions of Theorem

1.4.1 are met on every step.
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Finally, let us estimate the differences between Xi and X ′i. On the i-th step, the

matrices X are perturbed by matrices whose norms do not exceed

2δ
1/4
i =

1

4
δi+1 6 4δ1/4i .

Adding up the perturbations, we finally obtain

‖Xi −X ′i‖2,n 6 2(δ
1/4
1 + δ

1/4
2 + . . .+ δ

1/4
m−1) 6

6 4(δ1/4m−1

+ δ1/4m−2

+ . . .+ δ1/4) 6 4γ(1 + γ4 + γ16 + . . .) 6 5γ,

where γ = δ1/4m−1
6 1/4.
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Chapter 5

Polynomials of almost normal

arguments in C∗-algebras

The proofs of Theorems 1.5.1–1.5.3 consist of two parts. Sections 5.1–5.3 are devoted

to the “operator-theoretic” part, which is essentially based on Lemma 5.1.2. The

“algebraic” part is the existence of representations (5.1.2) for the polynomials (5.2.1),

(5.2.2), (5.2.5) which is discussed in Sections 5.4–5.6.

5.1 Positive elements of C∗-algebras

Recall that a Hermitian element B ∈ A is called positive (B > 0) if one of the

following two equivalent conditions holds (see, for example, [13, §1.6]):

1. σ(B) ⊂ [0,+∞).

2. B = H∗H for some H ∈ A.

The set of all positive elements in A is a cone: if A,A > 0, then αA + βB > 0 for

all real α, β > 0. There exists a partial ordering on the set of Hermitian elements

of A: A 6 B iff B − A > 0. For B = B∗, we have

−‖B‖I 6 B 6 ‖B‖I (5.1.1)

and, moreover, if 0 6 B 6 βI, β ∈ R, then ‖B‖ 6 β. The following fact is also well

known.
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Proposition 5.1.1. Let H ∈ A, ρ > 0. Then H∗H > ρ2I if and only if the element

H is invertible and ‖H−1‖ 6 ρ−1.

Our proofs use the following simple lemma.

Lemma 5.1.2. Let A ∈ A satisfy (1.5.2), and let

q =
N∑
j=0

r2
j +

m−1∑
i=0

(
N∑
j=0

r2
ij

)
gi, (5.1.2)

where rj, rij, gi are real-valued polynomials of the form (1.5.3). Assume that

gi(A,A
∗) > 0, i = 0, . . . ,m− 1. Then

q(A,A∗) > −CδI

with some non-negative constant C depending on rj, rij, gj.

Proof. Note that q is real-valued, so that q(A,A∗) is self-adjoint. Since gi(A,A
∗) > 0,

we have gi(A,A
∗) = B∗iBi for some Bi ∈ A. Then

rij(A,A
∗)gi(A,A

∗)rij(A,A
∗) = (Birij(A,A

∗))∗(Birij(A,A
∗)) > 0.

We also have rj(A,A
∗)2 > 0. From (1.5.5), we have

‖q(A,A∗)−
∑
j

rj(A,A
∗)2 −

∑
i,j

rij(A,A
∗)gi(A,A

∗)rij(A,A
∗)‖ 6 C ′δ,

and now the proof is completed by using (5.1.1).

5.2 Proofs of Theorems 1.5.1–1.5.3

Proof of Theorem 1.5.1. Proposition 5.4.2 below implies that the polynomial

q(z, z̄) = p2
max − |p(z, z̄)|2 (5.2.1)

admits a representation (5.1.2) with m = 1, g0(z, z̄) = 1 − |z|2 because, by the

definition of pmax, the polynomial q is non-negative on the unit disk.

Let us apply Lemma 5.1.2 to q. By (1.5.5), we have g0(A,A∗) = I − AA∗ > 0.

Therefore

q(A,A∗) > −C1(p)δI
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from which, using (5.2.1) and (1.5.5), we get

p2
maxI − p(A,A∗)∗p(A,A∗) > −C2(p)δI,

p(A,A∗)∗p(A,A∗) 6
(
p2

max + C2(p)δ
)
I

and

‖p(A,A∗)‖ 6 pmax +
C2(p)δ

2pmax

.

Proof of Theorem 1.5.2. Let now pmax := maxz∈S |p(z, z̄)|. By Theorem 5.4.1,

the polynomial

q(z, z̄) = p2
max + εpmax − |p(z, z̄)|2 (5.2.2)

admits a representation (5.1.2) with

g0(z, z̄) = 1− |z|2, gi(z, z̄) = |z − λi|2 −R2
i , i = 1, . . . ,m− 1, (5.2.3)

because it is strictly positive on the set S. Note that

S = {z ∈ C : gi(z, z̄) > 0, i = 0, . . . ,m− 1}. (5.2.4)

Proposition 5.1.1 and (1.5.9) imply

gi(A,A
∗) = (A− λiI)(A− λiI)∗ −R2

i I > 0,

so we can again apply Lemma 5.1.2. Using (1.5.5), we obtain

q(A,A∗) > −C1δI, C1 > 0,

p(A,A∗)p(A,A∗)∗ 6
(
p2

max + εpmax + C2(p, ε)δ
)
I,

and

‖p(A,A∗)‖ 6 pmax

√
1 +

ε

pmax

+
C2(p, ε)δ

p2
max

6 pmax + ε+
C2(p, ε)δ

pmax

.

Proof of Theorem 1.5.3. Fix γ > 0. By Theorem 5.4.1, the polynomial

q(z, z̄) = |p(z, z̄)− µ|2 − κ2 + γ. (5.2.5)

also admits a representation (5.1.2) with the same gi given by (5.2.3). This is

because, by the definitions of µ and κ, we have q(z, z̄) > 0 for all z ∈ S. Since

gi(A,A
∗) > 0, Lemma 5.1.2 implies

q(A,A∗) > −CδI, C > 0.

67



Using (5.2.5) and (1.5.5), we obtain

(p(A,A∗)− µI)∗(p(A,A∗)− µI) >
(
κ2 − γ − C ′δ

)
I. (5.2.6)

Let us choose γ and δ0 such that γ + C ′δ 6 κ2/2. Now, (5.2.6) and Proposition

5.1.1 yield

‖(p(A,A∗)− µI)−1‖ 6
(
κ2 − γ − C ′δ

)−1/2
6 κ−1 +

γ

κ3
+
C ′δ

κ3
.

Choosing γ 6 εκ3, we obtain the required inequality with κ−3C ′ instead of C.

The constant C ′, in general, depends on p,κ, γ, and µ. Let us show that the

theorem holds with C independent of µ. For |µ| > ‖p(A,A∗)‖+ κ it is obvious as∥∥(p(A,A∗)− µI)−1
∥∥ 6

1

|µ| − ‖p(A,A∗)‖ 6 κ−1.

Thus we can restrict the consideration to the compact set

M = {µ ∈ C : |µ| 6 ‖p(A,A∗)‖+ κ, dist(µ, p(S)) > κ}.

The estimate q(z, z̄) > γ holds for all µ ∈ M . The number N of the polynomials

rj and rij as well as their powers and coefficients are bounded uniformly on M

by Remark 5.6.1. Since C ′ depends only on these parameters, C may be chosen

independent of µ.

5.3 Corollaries and remarks

Remark 5.3.1. As mentioned in the beginning of the section, the proofs rely on

the existence of representations of the form (5.1.2) for certain polynomials. In

addition, we need continuity of such a representation with respect to the parameter

µ to establish Theorem 1.5.3. We are also interested in the possibility of explicitly

computing the constants C and δ0, which may be important in applications. It is

clearly possible if we have explicit formulae for the polynomials in (5.1.2). We show

below that this can be done in Theorems 1.5.2 and 1.5.3 (see Remark 5.6.1).

Remark 5.3.2. In general, it is not possible to find a constant C in Theorem 1.5.1

which would work for all polynomials p. As an example, consider A = M2(C),

A =

0
√
δ

0 0

 , 0 < δ < 1.
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It is clear that the element A satisfies (1.5.9). Let ε < 1. There exists a continuous

function f such that f(z) = −1/z whenever |z| > ε and |f(z)| 6 1/ε for |z| 6 1/ε.

There also exists a polynomial q(z, z̄) such that |q(z, z̄)−f(z)| 6 ε for |z| 6 1. Now,

let

p(z, z̄) =
1

ε

(
z + z2q(z, z̄)

)
.

We have pmax 6 2 + ε2, but, since A2 = 0, p(A,A∗) = A/ε and ‖p(A,A∗)‖ =
√
δ/ε.

Taking ε small, we see that (1.5.7) cannot hold with a C independent of p.

Proposition 5.3.3. Under the assumptions of Theorem 1.5.2, there exists a con-

stant C(p, ε) such that

‖ Im p(A,A∗)‖ 6 max
z∈S
| Im p(z, z̄)|+ ε+ C(p, ε)δ.

Proof. It suffices to apply Theorem 1.5.2 to the polynomial q(z, z̄) = p(z,z̄)−p(z,z̄)
2i

.

In other words, if the values of p on S are almost real, then the element p(A,A∗)

itself is almost self-adjoint.

Proposition 5.3.4. Under the assumptions of Theorem 1.5.2, there exists a con-

stant C(p, ε) such that

‖p(A,A∗)p(A,A∗)∗ − I‖ 6 max
z∈S

∣∣|p(z, z̄)|2 − 1
∣∣+ ε+ C(p, ε)δ, (5.3.1)

‖p(A,A∗)∗p(A,A∗)− I‖ 6 max
z∈S

∣∣|p(z, z̄)|2 − 1
∣∣+ ε+ C(p, ε)δ. (5.3.2)

Proof. It is sufficient to apply Theorem 1.5.2 to the polynomial q(z, z̄) = |p(z, z̄)|2−1

and use (1.5.5).

Remark 5.3.5. Denote the right hand side of (5.3.1), (5.3.2) by γ. If γ < 1 then

(1− γ)I 6 p(A,A∗)∗p(A,A∗) 6 (1 + γ)I

and

(1− γ)I 6 p(A,A∗)p(A,A∗)∗ 6 (1 + γ)I,

which implies that p(A,A∗) and p(A,A∗)∗p(A,A∗) are invertible. The element

U = p(A,A∗) (p(A,A∗)∗p(A,A∗))−1/2
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is unitary (because it is invertible and uu∗ = 1) and close to u,

‖p(A,A∗)− U‖ 6
√

1 + γ

(
1√

1− γ − 1

)
→ 0 as γ → 0.

Thus if the absolute values of p on S are close to 1 then p(A,A∗) is close to a unitary

element.

Definition 5.3.6. The set

σε(A) = {λ ∈ C : ‖(A− λI)−1‖ > 1/ε} ∪ σ(A)

is called the ε-pseudospectrum of the element A ∈ A.

Its main properties are discussed, for example, in [12, Ch. 9]. Note that, under the

assumptions of Theorem 1.5.3, σε(A) ⊂ Oε(S) for all ε > 0, where Oε(S) is the

ε-neighbourhood of S. If A is normal then

σκ(p(A,A∗)) = Oκ (p(σ(A))) , κ > 0.

The following statement is Theorem 1.5.3 reformulated in these terms.

Proposition 5.3.7. Under the assumptions of Theorem 1.5.3, for all ε > 0 and

κ > 0 there exist C(p,κ, ε) and δ0(p,κ, ε) such that

σκ′(p(A,A
∗)) ⊂ Oκ(p(S)), ∀δ < δ0(p,κ, ε),

where (κ′)−1 = κ−1 + ε+ C(p,κ, ε)δ.

Proof. Assume that dist(µ, p(S)) > κ. By Theorem 1.5.3, ‖(p(A,A∗) − µI)−1‖ 6
(κ′)−1 and, consequently, µ /∈ σκ′ (p(A,A∗)).

5.4 Representations of non-negative polynomials

This section is devoted to a special case of the following theorem, which is often called

Putinar’s Positivestellensatz. As usual, we denote the ring of real polynomials in n

variables by R[x1, . . . , xn].

Theorem 5.4.1. [32] Let g0, . . . , gm−1 ∈ R[x1, . . . , xn]. Let the set

S = {x ∈ Rn : gi(x) > 0, i = 0, . . . ,m− 1}
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be compact and nonempty. If a polynomial p ∈ R[x1, . . . , xn] is positive on S then

there exist an integer N and polynomials

ri, rij ∈ R[x1, . . . , xn], i = 0, . . . ,m− 1, j = 0, . . . , N,

such that

p =
N∑
j=0

r2
j +

m−1∑
i=0

(
N∑
j=0

r2
ij

)
gi. (5.4.1)

The first result of this type was proved in [7] for the case m = 1 with S being a

disk. The proof was not constructive and involved Zorn’s Lemma. In [32], Theorem

5.4.1 was proved in a similar way. In [35] and [28], an alternative proof of Theorem

5.4.1 was presented with its major part being constructive and based on the results

of [31].

In Section 5.2, we have used Theorem 5.4.1 with the polynomials

g0(x) = 1− |x|2, gi(x) = |x− λi|2 −R2
i , i = 1, . . . ,m− 1, (5.4.2)

where x = (x1, x2), |x|2 = x2
1 + x2

2, λi ∈ R2, and Ri ∈ R. Let

S = {x ∈ R2 : gi(x) > 0, i = 0, . . . ,m− 1}. (5.4.3)

λ1
λ2

λ3

R1

R2

R3

S

O

1

Figure 5.1: An example of the set S
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As before, the set S is a unit disk with several ”holes” centred at λi and of radii

Ri, see Figure 5.1.

In the next section, we give a constructive proof of Theorem 5.4.1 for the poly-

nomials (5.4.2). It turns out that in this case the proof simplifies and can be made

completely explicit.

If we replace positivity of p with non-negativity, then for m = 1 the result still

holds.

Proposition 5.4.2. Let p ∈ R[x1, x2] be non-negative on the unit disk {x ∈ R2 :

|x| 6 1}. Then for some N it admits a representation

p =
N∑
j=0

r2
j +

(
N∑
j=0

s2
j

)(
1− |x|2

)
,

where rj, sj ∈ R[x1, x2], j = 0, . . . , N .

Proposition 5.4.2 is a particular case of [34, Corollary 3.3]. We have used it to

obtain the representation (5.1.2) for the polynomial (5.2.1) in Theorem 1.5.1. Note

that, in contrast with Proposition 5.4.2, the condition p > 0 on S in Theorem 5.4.1

cannot be replaced by p > 0 (see Remark 5.6.2 below).

5.5 Constructive proof for the polynomials (5.4.2)

The proposed proof relies on the general scheme introduced in [35] and [28] for the

purposes of proving Theorem 5.4.1. In the special case (5.4.2), we make all the

constants “computable” and also added a slight variation, the possibility of which

was mentioned in [28]. Namely, instead of referring to results of [35] which use

[31], we directly apply the results from [31] (see Proposition 5.5.4 and Lemma 5.5.6

below).

We need the following explicit version of the Lojasiewicz inequality (see, e.g.,

[4]). Recall that the angle between intersecting circles is the minimal angle between

their tangents in the intersection points.

Lemma 5.5.1. Let g0, . . . , gm−1 be the polynomials (5.4.2). Assume that S 6= ∅

and none of the disks {x : gi(x) > 0} with i > 0 is contained in the union of the

others. Then for any x ∈ [−1, 1]2 \ S the following estimate holds:

dist(x, S) 6 −c0 min{g0(x), . . . , gm−1(x)}.
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If the circles Si = {x : gi(x) = 0} are pairwise disjoint or tangent, then c0 = R−1
min

where Rmin = min
i=0,...,m−1

Ri with R0 = 1. Otherwise, c0 can be chosen as

c0 =

√
2 + 1

R2
min sin(ϕmin/2)

,

where ϕmin is the minimal angle between the pairs of intersecting non-tangent circles

Si.

The proof relies on the following simple “high-school geometry” lemma. By ∠BAC

we denote the angle between the line segments AB and AC.

Lemma 5.5.2. Let S1, S2 be a pair of intersecting circles with centers at λ1, λ2 and of

radii R1, R2. Let y, y′ be the intersection points of S1 and S2, and let ϕ = ∠(S1, S2)

be the angle between the circles S1 and S2. Assume that x lies inside of the first circle,

so that |x − λ1| < R1, and suppose also that the points x and λ2 are in the same

half-plane with respect to the line λ1y. Finally, let |x − y| 6 min(R1, R2) sinϕ/2.

Then

|x− y| 6 2

sinϕ/2
max
i=1,2

(Ri − |x− λi|) . (5.5.1)

Proof. It is easy to see that

∠yλ1λ2 + ∠yλ2λ1 = ϕ or π − ϕ.

Therefore, max (∠yλ1λ2,∠yλ2λ1) > ϕ/2, which gives

|yy′|
2

= R1 sin∠yλ1λ2 = R2 sin∠yλ2λ1 > min(R1, R2) sinϕ/2 > |x− y|. (5.5.2)

Denote the intersection points of the line λ1λ2 with the circles S1 and S2 by z′ and z

respectively (the distance between z and z′ is chosen to be smallest possible). From

(5.5.2) it follows that x lies inside the sector λ1yz
′.

Let us show that at least one of the following conditions holds:

1) ∠(xy, S1) > ϕ/2;

2) |x− λ2| < R2 and ∠(xy, S2) > ϕ/2.

Indeed, ∠zyz′ = ϕ/2 or (π−ϕ)/2. If x does not belong to the intersection of the

disks, then ∠(xy, S1) > ∠zyz′ > ϕ/2, and the first condition holds. If x belongs to

the intersection, then max (∠(xy, S1),∠(xy, S2)) > ϕ/2, and either 1) or 2) is true.

73



The cases 1) and 2) can be treated in a similar way. Let us restrict ourselves to

the first one.

y

y′

λ1

λ2

R1

R2

z
z′

S1

S2

x
π/2− ψ

ϕ

Figure 5.2: To the proof of Lemma 5.5.2

Denote ψ = ∠(xy, S1). By the cosine theorem for the triangle xyλ1, we have

|x− λ1| =
√
R2

1 + |x− y|2 − 2R1|x− y| sinψ 6
√
R2

1 −R1|x− y| sinψ,

because, by assumption, |x− y| 6 R1 sinϕ/2 6 R1 sinψ. Consequently,

R1 − |x− λ1| > R1

1−
√

1− |x− y| sinψ
R1

 >
|x− y| sinψ

2
>
|x− y| sinϕ/2

2
,

and this implies (5.5.1).

Proof of Lemma 5.5.1. Let x /∈ S. Then there exists i such that gi(x) < 0. Let y

be the closest to x point of S, dist(x, S) = |x − y|. It is clear that y ∈ Si, where

Si = {x ∈ R2 : gi(x) = 0}. If y belongs to Si only for a single i, or if it is a tangent

point of Si and Sj (but not an intersection point), then

dist(x, S) = |x− y| = Ri − |x− λi| =
R2
i − |x− λi|2
Ri + |x− λi|

6
−gi(x)

Rmin

, i 6= 0, (5.5.3)

dist(x, S) = |x− y| = |x|
2 − 1

|x|+ 1
6
−g0(x)

R0

for i = 0, (5.5.4)
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and there is nothing more to prove.

Let ε = Rmin sin(ϕmin/2), and consider the case |x− y| > ε. Then, from (5.5.3),

(5.5.4), it follows that −gi(x) > Rminε. However, dist(x, S) 6
√

2 + 1 for all x ∈
[−1, 1]2. Therefore,

dist(x, S) 6 −
√

2 + 1

εRmin

gi(x),

which completes the proof in the case |x− y| > ε.

Suppose now that |x − y| < ε and y is an intersection point of multiple circles.

First assume that none of these circles is S0. Then there exists Sj such that it

contains y and its centre λj lies in the same half-plane as x with respect to λiy

(otherwise, the point y would not be the closest to x point of S). By Lemma 5.5.2,

|x− y| 6 −2 min gi(x)

Rmin sin(ϕmin/2)
6
−(
√

2 + 1) min gi(x)

R2
min sin(ϕmin/2)

.

If one of the circles is S0, then the proof is essentially the same. There are several

possibilities. There may exist a pair of circles Si, Sj, i, j > 0, satisfying the con-

ditions of Lemma 5.5.2. Or, alternatively, one of the circles may satisfy Condition

1) from the proof of Lemma 5.5.2. These two cases are in fact covered by previous

considerations. The third possibility is when the point x lies outside of S0 and the

angle between xy and S0 is greater than or equal to ϕ/2. This case is considered in

the same way as the last part of Lemma 5.5.2 using the cosine theorem. We omit

further details.

For the polynomials

q(x) =
∑
|α|6d

qαx
α ∈ R[x1, . . . , xn],

where α = (α1, . . . , αn) is a multiindex, consider the norm

‖q‖ = max
α
|qα|

α1! . . . αn!

(α1 + . . .+ αn)!
. (5.5.5)

The following proposition is also elementary and is proved in [28]:

Proposition 5.5.3. Let x, y ∈ [−1, 1]n, q ∈ R[x1, . . . , xn], and deg q = d. Then

|q(x)− q(y)| 6 d2nd−1/2‖q‖|x− y|.

The next proposition, which is a quantitative version of Pòlya’s inequality, is proved

in [31].
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Proposition 5.5.4. Let f ∈ R[y1, . . . , yn] be a homogeneous polynomial of degree d.

Assume that f is strictly positive on the simplex

∆n = {y ∈ Rn : yi > 0,
∑
i

yi = 1}. (5.5.6)

Let f∗ = min
y∈∆n

f(y) > 0. Then, for any N > d(d−1)‖f‖
2f∗

− d, all the coefficients of the

polynomial (y1 + . . .+ yn)Nf(y1, . . . , yn) are positive.

Further on, without loss of generality, we shall be assuming that 0 6 gi(x) 6 1

for all x ∈ S (if not, we normalize gi multiplying them by positive constants).

Lemma 5.5.5. Under the conditions of Theorem 5.4.1 with g given by (5.4.2), let

p∗ = min
x∈S

p(x) > 0. Then

p(x)− c0d
22d−1/2‖p‖

m−1∑
i=0

(1− gi(x))2kgi(x) >
p∗

2
, ∀x ∈ [−1, 1]2, (5.5.7)

where an integer k is chosen in such a way that

(2k + 1)p∗ > mc0d
22d+1/2‖p‖,

and c0 is the constant from Lemma 5.5.1.

Proof. Let x ∈ S. Then p(x) > p∗. Due to our choice of k, the elementary inequality

(1− t)2kt <
1

2k + 1
, 0 6 t 6 1, k > 0, (5.5.8)

implies that the absolute value of the second term in the left hand side of (5.5.7)

does not exceed p∗

2
.

Assume now that x ∈ [−1, 1]2 \S. Let y ∈ S be such that dist(x, y) = dist(x, S).

Then Proposition (5.5.3) and Lemma 5.5.1 yield

p(x) > p(y)− |p(x)− p(y)| > p∗ − d22d−1/2‖p‖ dist(x, S)

> p∗ + c0d
22d−1/2‖p‖gmin(x), (5.5.9)

where gmin(x) is the (negative) minimum of the values of gi(x). Note that (1 −
gmin(x))2k > 1. From (5.5.9), we get

p(x)− c0d
22d−1/2‖p‖(1− gmin(x))2kgmin(x)

> p(x)− c0d
22d−1/2‖p‖gmin(x) > p∗.
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On the other hand, (5.5.8) and the choice of k imply that the terms with gi(x) > 0

contribute no more than

(m− 1)c0d
22d−1/2‖p‖

2k + 1
6
p∗

2

to the sum (5.5.7). The remaining terms in (5.5.7) with gi(x) < 0 may only increase

the left hand side.

Lemma 5.5.6. Let p ∈ R[x1, x2] and p∗ = min
x∈[−1;1]2

p(x) > 0. Then, for some M ∈ N,

p =
∑
|α|6M

bαγ
α1
1 γα2

2 γα3
3 γα4

4 (5.5.10)

where bα > 0,

γ1(x) =
1 + x1

4
, γ2(x) =

1− x1

4
, γ3(x) =

1 + x2

4
, γ4(x) =

1− x2

4
. (5.5.11)

This lemma was obtained in [31] for arbitrary convex polyhedra and associated linear

functions γk. Below we prove it for the square [−1, 1]2, because in this particular

case the formulae are considerably simpler.

Proof. Consider the following R-algebra homomorphism

ϕ : R[y1, y2, y3, y4]→ R[x1, x2], yi 7→ γi(x).

In order to prove the lemma, it suffices to find a polynomial p̃ ∈ R[y1, y2, y3, y4] with

positive coefficients such that ϕ(p̃) = p. If p =
∑

i+j6d
pijx

i
1x

j
2 and

p̃1(y) =
∑
i+j6d

2i+jpij(y1 − y2)i(y3 − y4)j(y1 + y2 + y3 + y4)d−i−j,

then ϕ(p̃1) = p because

ϕ(y1 + y2 + y3 + y4) = 1, 2ϕ(y1 − y2) = x1, 2ϕ(y3 − y4) = x2.

Let

V = {y ∈ ∆4 : 2y1 + 2y2 = 2y3 + 2y4 = 1},

where ∆4 is the simplex (5.5.6). If y ∈ V then p̃1(y) = p(4y1 − 1, 4y3 − 1) > p∗, as

(4y1−1, 4y3−1) ∈ [−1, 1]2. For an arbitrary y, let y0 ∈ V be such that dist(y, y0) =

dist(y, V ). Then, from Proposition 5.5.3,

p̃1(y) > p̃1(y0)− |p̃1(y)− p̃1(y0)| > p∗ − d222d−1‖p̃1‖ dist(y, V ). (5.5.12)
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Let

r(y) = 2(y1 + y2 − y3 − y4)2.

It is easy to see that ϕ(r) = 0 and

r(y) = (2y1 + 2y2 − 1)2 + (2y3 + 2y4 − 1)2, ∀y ∈ ∆4.

If we rewrite the last expression in the coordinates y1+y2√
2

, y1−y2√
2

, y3+y4√
2

, y3−y4√
2

(obtained

by two rotations by the angle π/4), then we get

r(y) > 8 dist(y, V )2, ∀y ∈ ∆4. (5.5.13)

Let

p̃2(y) = p̃1(y) +
24d−6d4‖p̃1‖2

p∗
(y1 + y2 + y3 + y4)d−2r(y).

We still have ϕ(p̃2) = p. The inequalities (5.5.12) and (5.5.13) imply that

p̃2(y) > p∗ − d222d−1‖p̃1‖ dist(y, V ) +
24d−3d4‖p̃1‖2

p∗
dist(y, V )2 =

24d−3d4‖p̃1‖2

p∗

(
dist(y, V )− p∗

d222d−1‖p̃1‖

)2

+
p∗
2

>
p∗
2
, ∀y ∈ ∆4.

Finally, since p̃2 is homogeneous, Proposition 5.5.4 with N > d(d−1)‖p̃2‖
p∗

− d shows

that all the coefficients of

p̃(y) = (y1 + y2 + y3 + y4)N p̃2(y)

are positive. Applying the homomorphism ϕ to p̃, we obtain the desired represen-

tation of p.

End of the proof of Theorem 5.4.1. Let us apply Lemma 5.5.5 to p. It is sufficient

to find a representation of the left hand side of (5.5.7), because the second term is

already of the form (5.4.1). By Lemma 5.5.6, the left hand side of (5.5.7) can be

represented in the form (5.5.10). Note that γi can be rewritten as

1

4
(1± x1,2) =

1

8

(
(1± x1,2)2 + g0(x) + x2

2,1

)
. (5.5.14)

Substituting the last equality into (5.5.10), we obtain the desired representation for

(5.5.7) and, therefore, for p.
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5.6 Some remarks

Remark 5.6.1. If gi are given by (5.4.2) then, in principle, it is possible to write

down explicit formulae for the polynomials appearing in (5.4.1). Indeed, assume

that we have a polynomial p such that p(x) > p∗ > 0 for all x ∈ S. Then

p(x) = p̂(x) + c0d
22d−1/2‖p‖

m−1∑
i=0

(1− gi(x))2kgi(x), (5.6.1)

where k is chosen in such a way that (2k+1)p∗ > mc0d
22d+1/2‖p‖. The second term

in the right hand side of (5.6.1) is an explicit expression of the form (5.4.1), and

the coefficients of p̂ can be found from (5.6.1). From Lemma 5.5.5, we know that

p̂(x) > p∗/2 for all x ∈ [−1; 1]2. Now it suffices to represent

p̂(x) =
∑
k+l6d̂

p̂kl x
k
1x

l
2

in the form (5.4.1). Consider the following polynomials

p̃1(y) =
∑
i+j6d̂

2i+j p̂ij(y1 − y2)i(y3 − y4)j(y1 + y2 + y3 + y4)d̂−i−j,

p̃2(y) = p̃1(y) +
24d̂−4d̂4‖p̃1‖2

p∗
(y1 + y2 + y3 + y4)d̂−2(y1 + y2 − y3 − y4)2,

and

p̃(y) = (y1 + y2 + y3 + y4)N p̃2(y) where N >
2d̂(d̂− 1)‖p̃2‖

p∗
− d̂.

If we replace yi, i = 1, 2, 3, 4, with γi(x) given by (5.5.11) in the definition of p̃, then

we get p̂(x). The coefficients of p̃ are positive. Therefore, if we substitute yi with

γi and then apply (5.5.14), we obtain an expression of the form (5.4.1) for p̂(x).

Combining it with (5.6.1), we get the desired expression for p. As a consequence,

if we have a continuous family of positive polynomials with a uniform lower bound

on S and uniformly bounded degrees, then the polynomials in the representation

(5.4.1) may also be chosen to be continuously depending on this parameter, and also

with uniformly bounded degrees.

Remark 5.6.2. In [33], an analogue of Theorem 5.4.1 for a non-negative polynomial

p and m > 1 was established under some additional assumptions on the zeros of p.

The next theorem shows that, in general, Theorem 5.4.1 may not be true if p > 0.
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Theorem 5.6.3. Let gi be defined by (5.4.2), and assume that λi 6= λj for some i

and j. Then the polynomial gigj cannot be represented in the form (5.4.1).

This result is probably well known to specialists, although we could not find it

in the literature. For reader’s convenience, we prove it below. Let gi be defined by

(5.4.2), and let

Si = {x ∈ R2 : gi(x) = 0}, Si(C) = {x ∈ C2 : gi(x) = 0}. (5.6.2)

Lemma 5.6.4. Let q ∈ R[x1, x2] be a polynomial such that q(x) = 0 on an open arc

of Si. Then gi | q (that is, q is divisible by gi).

Proof. Consider q as an analytic function on Si(C). Since the set Si(C) is con-

nected, q ≡ 0 on the whole Si(C). Hilbert’s Nullstellensatz (see, for example, [37,

Section 16.3]) gives that gi | qk for some integer k (in C[x1, x2] and, consequently,

in R[x1, x2]). As the polynomial gi is irreducible, we have gi | q.

Lemma 5.6.5. Let λi 6= λj. Then Si(C) ∩ Sj(C) 6= ∅.

Proof. Let the circles Si and Sj be given by the equations

(x1 − a1)2 + (x2 − a2)2 = R2
1, (x1 − b1)2 + (x2 − b2)2 = R2

2.

Subtracting one from the other, we get a system of a linear and a quadratic equation.

The linear one is solvable because λi 6= λj. Substituting the solution into the

quadratic equation, we reduce it to a non-degenerate quadratic equation in one

complex variable, which also has a solution.

Proof of Theorem 5.6.3. Assume that p = gigj satisfies (5.4.1). The left hand side

of (5.4.1) vanishes on the set Si. All the terms r2
k and r2

klgk in the right hand side of

(5.4.1) are non-negative on Si ∩ ∂S, and therefore are equal to zero on this set. By

Lemma 5.6.4, they all are multiples of gi. Similarly, all the terms in the right hand

side are multiples of gj. Therefore, gi | rk, gj | rk, and g2
i g

2
j | r2

k.

Since the polynomials gk and gi are coprime for all k 6= i, we have g2
i | r2

kl for

k 6= i and g2
j | r2

kl for k 6= j. Thus any term in the right hand side of (5.4.1) is a

multiple of either g2
i gj or gig

2
j . Dividing (5.4.1) by gigj, we see that the left hand

side is identically equal to 1, and the right hand side vanishes on the intersection

Si(C) ∩ Sj(C) which is nonempty by Lemma 5.6.5. This contradiction proves the

theorem.
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