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Eigenvalue estimates and asymptotics for

weighted pseudodifferential operators with

singular measures in the critical case

Grigori Rozenblum Eugene Shargorodsky

To Ari Laptev, with best wishes, on the occasion of his 70th birthday

1 Introduction

We study the eigenvalue distribution for self-adjoint compact operators of the type

A∗%A, were A is a pseudodifferential operator of negative order −; in a domain

Ω ⊂ RN and % is a signed measure in Ω. A number of spectral problems can be

reduced to this one, the most important one, probably, being _(−Δ);D = %D, closely

related to the Schrödinger operator. In particular, if % is an absolutely continuous

measure, the spectral asymptotics for such operators has been justified under rather

mild conditions imposed on %, see [3]. The case of a singular measure on Ω is not that

well studied. In 1951, M.G.Krein discovered that for the ‘singular string’ described

by the equation −_D′′ = %D with the Dirichlet boundary conditions at the endpoints

of an interval and with % being a Borel measure, the leading term in the asymptotics

of the eigenvalues is determined by the absolutely continuous part %02 of % only,

while the singular part %B8=6 makes a weaker contribution. Further on, in papers by

M.Sh. Birman, M.Z. Solomyak, and V.V. Borzov, see, e.g. [3], this property of singular

measures was proved for a wide class of ‘high order’ spectral problems, in particular

for _(−Δ);D = %D in a domain Ω ⊂ RN, provided 2; > N. For ‘low order problems’,

2; < N, the influence of the singular part of the measure is different. The known

cases concern %B8=6 concentrated on a surface of codimension 1, and here, in the

opposite, it makes a leading order contribution to the spectral asymptotics, see [7].

The intermediate, ‘critical’ case 2; = N has been studied even less (it is the common

wisdom that for many questions in spectral theory this case is the hardest one). Until
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very recently, there were very few results here. In dimension N = 2, if a measure %

is concentrated at the boundary of Ω (which is equivalent to the Steklov problem) or

on a smooth curve inside Ω, the eigenvalue asymptotics has the same order as for the

regular Dirichlet problem, namely, _: ∼ �:−1, see also general results in [1], [11], [7].

Recently, the interest to the critical case has revived, due to some new applications,

see, e.g., [18], [12]. So, a class of singular measures was considered in [9]. For a singular

measure % = +` in R2, where ` is Ahlfors U-regular, U ∈ (0, 2), and + belongs to a

certain Orlicz class, an estimate for the eigenvalues of the problem −_ΔD = %D was

obtained, |_: | ≤ � (+, `):−1. Thus, unlike other cases, the order in the eigenvalue

estimate does not depend on the (Hausdorff) dimension of the support of the measure.

The question of sharpness of these estimates was not touched upon. In another field,

the critical case was involved in studies related to noncommutative integration, see

[12].

In this paper, we consider a class of singular measures in the critical case and prove

order sharp estimates and asymptotic formulae for eigenvalues for the corresponding

spectral problems. Namely, the measure % = %B8=6 is supposed to be supported on

a compact Lipschitz surface Σ of codimension d in RN and absolutely continuous

with respect to the the surface measure `Σ induced by the embedding of Σ into

RN, % = +`Σ. We find that the eigenvalues _: have asymptotics of order :−1, so

the order of asymptotics does not depend on the dimension or codimension of the

surface. We consider the case of compactly supported measures only and therefore

do not touch upon effects related with infinity, which, as it is known, may influence

the eigenvalue behaviour drastically, even for a nice measure, see, e.g., [2]. If %

is concentrated on several surfaces, of different dimensions, their contributions to the

eigenvalue asymptotics add up. The same happens if the measure has both an absolutely

continuous and a singular parts.

In the usual way, the estimates and asymptotics of eigenvalues of the weighted

problem, by means of the Birman-Schwinger principle, produce similar results for the

number of negative eigenvalues of the Schrödiger-like operator as the coupling constant

grows. This relation was explored in [9].

Some of the results of the paper were presented in the short note [14] without

proofs.

2 Setting and main results

Since the pathbreaking papers by M.Sh. Birman and M.Z. Solomyak, it is known

that it is often useful to reduce a spectral problem for a differential equation to an

eigenvalue problem for a compact operator. We consider a class of compact operators

encompassing the above problems, as well as their pseudodifferential versions, as

particular cases. Let A be an operator in a bounded domain Ω ⊂ RN, such that the

localization ofA to a proper subdomainΩ′ ⊂ Ω is a pseudodifferential operator of order

−; = −N/2, up to a smoothing additive term. The operators (−Δ)−;/2 and (−Δ + 1)−;/2
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in R3, restricted to Ω, or (−ΔD)−;/2, where −ΔD is the Dirichlet Laplacian in Ω, are

typical examples of such A. By localisation we mean multiplication of A on both sides

by a smooth cut-off function e ∈ �∞
0
(Ω), e |Ω′ = 1. Our results do not depend on the

particular localisation chosen, see Section 3; it is convenient to assume that the above

multiplication has already been performed and the cut-offs are incorporated in A.

Let Σ be a compact Lipschitz surface in Ω′, of dimension 3, 1 ≤ 3 ≤ N − 1 and,

correspondingly, of codimension d = N − 3. Thus, locally, in appropriate coordinates,

- = (x; y) := (G1, . . . , G3; H3+1, . . . , Hd), the corresponding piece of the surface Σ is

described by an equation y = i(x), where i is a Lipschitz vector-function. For brevity,

we describe our constructions in a single co-ordinate neighborhood; the resulting

formulae are glued together in a standard manner. The embedding Σ ⊂ RN generates

the surface measure `Σ on Σ, 3`Σ = f(x)3x, f(x) = [det(1 + (∇i)∗(∇i))]
1
2 3x,

which, in turn, generates a singular measure on Ω, supported in Σ, which we also

denote by `Σ, as long as this does not cause confusion.

Let ` be a Radon measure on Ω. We denote by M its support, the smallest closed

set of full measure. The Orlicz space !Ψ (`), Ψ(C) = (1 + C) log(1 + C) − C, consists

of functions + on M, satisfying
∫

M
Ψ(|+ (-) |)3`(-) < ∞. For a subset � ⊂ RN, we

define the norm

‖+ ‖
(0E,Ψ;`)

�
:= sup

{�

�

�

�

∫

�∩M

+63`

�

�

�

�

:

∫

Φ(|6 |)3` ≤ `(� ∩ M)

}

, (2.1)

if `(� ∩ M) > 0, and ‖+ ‖
(0E,Ψ)
�

= 0 otherwise; here Φ is the Orlicz complementary

function toΨ,Φ(C) = 4C−1−C. Such averaged norms, first introduced by M.Z. Solomyak

in [19], have played an important rôle in the study of the eigenvalue distribution in the

critical case. For a real-valued function + ∈ !1(M), we consider the quadratic form

F+ [D] = F+ [D;A; `] :=

∫

Ω

+ (-) |(AD) (-) |23`(-), D ∈ !2(Ω). (2.2)

We will see later that this is a bounded quadratic form in !2(Ω) and it defines a

selfadjoint operator, as soon as + belongs to !Ψ(Σ, `). This operator is denoted by

T(+, `) = T(+,A, `).

The case of principal interest for us is ` being the measure `Σ and M being the

surface Σ. Here we will use the notation !Ψ = !Ψ(Σ) for the Orlicz space, ‖+ ‖
(0E,Ψ)

�

for the averaged norm and T(+) = T(+,A) for the operator defined by the form (2.2)

with ` = `Σ.

For a compact self-adjoint operator T in a Hilbert space, we denote by _±
:
(T) the

positive (negative) eigenvalues of T in the non-increasing order of their absolute values,

repeated according to their multiplicities. By =± (_,T) we denote the counting function

of _±
:
. The notation =(_,T) is used for the counting function of singular numbers of

the (not necessarily self-adjoint) operator T. When the operator is associated with a

quadratic form F, the notation =± (_,F) etc. is sometimes used.

Our first main result is the following eigenvalue estimate.
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Theorem 2.1. Let Σ be a compact Lipschitz surface of dimension 3 < N in Ω′ ⊂ RN

and + ∈ !Ψ(Σ). Then for the operator T = T(+,Σ,A), the estimate

=(_,T) ≤ �‖+ ‖
(0E,Ψ)

Σ
_−1 (2.3)

holds with a constant� depending on the surfaceΣ and the operatorA but independent

of the function + .

Theorem 2.1 extends to the case of singular measures supported on surfaces in RN

the estimates obtained by M.Z. Solomyak in [19] for domains (cubes) in RN for an

even N and in [21] for an odd N. In both cases, the operator A0 = (1 − Δ)−N/4 played

the role of A. The passage to a more general A is easy and is carried out at the end of

Section 5.3.

Theorem 2.1 follows from a spectral estimate in a more general setting extending

the considerations in [9].

Definition 2.2. Let ` be a positive Radon measure on RN. We say that it is U- Ahlfors

regular (an U-AR-measure), U ∈ (0,N], if there exist positive constants 20 and 21 such

that

20A
U ≤ `(�(-, A)) ≤ 21A

U (2.4)

for all 0 < A ≤ diam(supp `) and all - ∈ supp `, where �(-, A) is the ball of radius A

centred at - and the constants 20 and 21 are independent of the balls.

If ` is an U-AR-measure, then it is equivalent to the U-dimensional Hausdorff

measure on its support (see, e.g., [5, Lemma 1.2]). The measure `Σ for a compact

Lipschitz surface of dimension 3 in RN is, obviously, 3-AR.

Theorem 2.3. Let ` be a compactly supported 3-AR measure, 0 < 3 ≤ N, and

+ ∈ !Ψ(`). Then for the operator T(+,A0, `), the estimate

=± (_,T(+, `,Ω)) ≤ � (3, `)‖+ ‖
(0E,Ψ)

M
_−1 (2.5)

holds with a constant � (3, `) depending on the domain Ω and the measure `, but not

on the function + .

To formulate the result on the eigenvalue asymptotics, we need more notation.

According to the Rademacher theorem, the function i is differentiable `Σ-almost

everywhere. At such ‘regular’ points -0, the tangent 3-dimensional plane )-0
Σ and

the normal d-dimensional plane #-0
Σ exist. The principal symbol 0−; (-,Ξ) of the

operator A can be expressed in a neighbourhood of such a point in the coordinates

(x, y; b, [), with x ∈ )-0
Σ, y ∈ #-0

Σ and the corresponding co-variables b, [; we

denote it again 0−; (-0; b, [). In this notation, we set

A−3 (-0, b) = (2c)−d
∫

#-0
Σ

|0−; (-0; b, [) |23[, b ∈ )∗
-0
Σ. (2.6)

This function is defined almost everywhere on )∗Σ and is order −3 homogeneous in

b. Now we formulate our result on eigenvalue asymptotics.
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Theorem 2.4. Under the conditions of Theorem 2.1, the counting function for the

eigenvalues of the operator T has the following asymptotics

=± (_,T(+,Σ)) ∼ _−1�±(+,Σ), �± = (2c)−3
∫

(∗Σ

+±(-)A−3 (-, b)3`Σ(-)3b, (2.7)

where the integration is performed over the cosphere bundle of Σ and +±(-) denotes

the positive, respectively, negative part of the function + .

If several Lipschitz surfaces, of possibly different dimensions, are present and the

measure % has a possibly nontrivial absolutely continuous part, the above eigenvalue

asymptotics still holds, with the coefficient being the sum of the coefficients calculated

for all components of the measure.

An important particular case of our general considerations concerns A being an

appropriate negative power of the Laplace operator with some boundary conditions.

More precisely,A0 = (−Δ)−;/4+(, where ( is an operator smoothing insideΩ (typically,

a singular Green operator.) In this case, the eigenvalue problem for the operator T can

be reduced, up to negligible terms (which we disregard throughout this section), to the

weighted polyharmonic eigenvalue problem

_(−Δ); 5 = % 5 (2.8)

understood in the distributional sense:

_

∫

Ω

5 (−Δ);ℎ3- =

∫

Ω

5 ℎ%, ℎ ∈ D(Ω), (2.9)

or, for % = +`Σ,

_

∫

Ω

5 (−Δ);ℎ3- =

∫

Σ

5 ℎ+3`Σ, ℎ ∈ D(Ω), (2.10)

with some boundary conditions understood, again, in the distributional sense. If the

geometry of Σ is sufficiently ‘nice’, the spectral problem (2.9), (2.10) can be expressed

more explicitly. For example, if N = 2, ; = 1, % = +`Σ, and Σ is a Lipschitz curve

inside Ω, we arrive (see, e.g., [1]) at the transmission (conjugation) problem

− Δ 5 = 0 outside Σ, _[ 5=] (-) = + (-) 5 (-) on Σ, 5 ∈ �1(Ω), (2.11)

where [ 5=] is the jump of the normal derivative 5= at Σ. Note that if Σ is the boundary

of Ω, we obtain a Steklov type problem, associated with the Neumann-to-Dirichlet

operator,

− Δ 5 = 0 for - ∈ Ω, _ 5= (-) = + (-) 5 (-) on Σ. (2.12)

This case is not covered by the reasoning in this paper as the surface Σ is not contained

in Ω. We stress here that the question on the eigenvalue asymptotics for the Steklov

problem with Lipschitz boundary is still open, even in the two-dimensional case, while
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for the transmission problem with a nice weight on a Lipschitz surface the eigenvalue

asymptotics was established in [16].

Let now, still for N = 2, Σ ⊂ Ω, the measure % have both absolutely continuous

and singular parts, % = +03- + +1`Σ for a Lipschitz curve Σ ⊂ Ω, with +0 ∈ !Ψ(Ω)

and +1 ∈ !Ψ(Σ). The eigenvalue problem (2.9) takes the form

− _Δ 5 (-) = +0(-) 5 (-) for - ∈ Ω \ Σ, _[ 5=] (-) = +1(-) 5 (-) on Σ. (2.13)

So, here the spectral parameter is present both in the differential equation and the

transmission condition. Our results show that they both contribute to the leading term

in the eigenvalue asymptotics. Boundary problems of this type have been considered

by A. Kozhevnikov, see [10].

Let us now pass to the case N = 4, ; = 2. Here we have the following choice for the

dimension 3 of Σ : 3 = 1, 2, or 3. For 3 = 3, d = 1, we arrive again at a transmission

problem similar to (2.11):

Δ
2 5 (-) = 0 for - ∈ Ω \ Σ, _[(−Δ 5 )=] (-) = + (-) 5 (-) on Σ, (2.14)

5 ∈ �2(Ω).

Next, for 3 = 2, d = 2, let - = (x, y) ∈ Ω ⊂ R4, x, y ∈ R2, let Σ = {- : y = 0} ∩ Ω

be (a piece of) the two-dimensional plane in R4, and let + = + (x). Then, after some

simple calculations, we arrive at the following problem

Δ
2 5 (-) = 0 for - ∈ Ω\Σ, _ lim

X→0

∫

|y |=X

(−Δ 5 )=(x, y)3B(y) = + (x) 5 (x, 0), (2.15)

where, for each fixed x, the integral of the normal derivative of the Laplacian of 5 is

taken over the X-circle in the y-plane. Finally, for 3 = 1, when the manifold Σ is the

line y = 0 in the coordinates - = (x, y), x ∈ R1, y ∈ R3 in R4, the resulting problem

is

Δ
2 5 (-) = 0 for - ∈ Ω\Σ, _ lim

X→0

∫

|y |=X

(−Δ 5 )=(x, y)3B(y) = + (x) 5 (x, 0), (2.16)

where, for each fixed x, the integration is performed over the 2D sphere |y| = X. One

can interpret the conditions on the surface Σ in (2.15), (2.16) as multi-dimensional

versions of the transmission conditions in (2.11), (2.14). Our results show that all these

spectral problems have the same order of the eigenvalue asymptotics.

If the measure % has a nonzero absolutely continuous part with density +0, one

should replace in (2.14)-(2.16) the equation Δ2 5 (-) = 0 with _Δ2 5 (-) = +0(-) 5 (-),

so, again, we arrive at spectral problems containing the spectral parameter both in the

equation and in the transmission conditions.

As we already mentioned, if the support of the singular measure consists of several

disjoint surfaces, of possibly different dimensions, their contributions to the eigenvalue

estimates have the same order and the coefficients in the asymptotics add up.
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Corollary 2.5. Let a measure % with a compact support inΩ ⊂ RN have the absolutely

continuous part %02 = +0(-)3-, +0 ∈ !Ψ(Ω, 3G) and the singular part %B8=6 =
∑

% 9 ,

where % 9 = + 9`Σ 9
, Σ 9 are disjoint Lipschitz surfaces of dimension 3 9 < N, `Σ 9

are

the measures induced by the embeddings of Σ 9 into RN, and + 9 ∈ !
Ψ (Σ 9 , `Σ 9

). Then

for the operator in !2(Ω) defined by the quadratic form F% [D] =
∫

Ω
|(AD) (-) |2% in

!2(Ω), the following asymptotic formula holds

=± (_,F) ∼ _
−1� (%,A), _ → 0; (2.17)

here � (%,A) is the sum of the asymptotic coefficients in (2.7) corresponding to all

surfaces Σ 9 , plus the term coming from %02 , � (%,A) = � (%02 ,A) +
∑

� (+ 9 ,Σ 9 ),

where

� (%02,A) = (2c)−N

∫

(∗Ω

+0,± (-) |0−; (-,Ξ) |
23-3Ξ. (2.18)

The disjointness conditions above can be considerably relaxed, see Sect. 7.

3 Some reductions

This section contains some technical observations that are used further on in the paper

to reduce general eigenvalue estimates and asymptotics to more convenient setting.

Similar arguments for spectral problems for differential operators are a well known part

of mathematical folklore. They have been used systematically, starting with the papers

by M.Sh Birman and M.Z. Solomyak, for the past 50 years. They are usually proved

in a line or two. Our pseudodifferential versions require some additional, somewhat

technical, reasoning, which nevertheless follows the classical pattern, and the results

are quite natural. Readers familiar with the classical versions and not interested in these

details can skip this section without detriment to understanding the rest of the paper.

For brevity, we take a surface of dimension 3 = N to mean a domain in RN. For an

operator T, we denote by D± (T) the quantity

D±(T) := lim sup
_→0

_=± (_,T) = lim sup
:→∞

±:_±: (T).

Observation 1: Localization 1. It is sufficient to prove the eigenvalue estimate for a

surface being described by only one coordinate neighbourhood. Indeed, if Σ is split into

a finite number � of disjoint surfaces Σ 9 , 9 = 1, . . . , � of possibly different dimensions,

and % 9 = + 9`Σ 9
is the restriction of % to Σ 9 , then D±(Σ,A) ≤ �

∑

9 D± (Σ 9 ,A). This

property follows from the Ky Fan inequality for the sum of operators, T(+,Σ,A) =
∑

9 T(+ 9 ,Σ 9 ,A).

Observation 2: Lower order terms. Let B be a pseudodifferential operator of order

V < −;. Then D± (+,Σ,B) = 0. This follows from the (already mentioned) result in

[3] that a finite singular measure gives a lower order contribution to the eigenvalue

distribution for higher order problems.
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Observation 3: Perturbations by lower order terms. Let B be as above. Then

D± (+,Σ,A +B) = D± (+,Σ,A). (3.1)

This follows from the inequality

(1 − n) |0 |2 +

(

1 −
1

n

)

|1 |2 ≤ |0 + 1 |2 ≤ (1 + n) |0 |2 +

(

1 +
1

n

)

|1 |2

with 0 = (AD) (-), 1 = (BD) (-) and the previous observation.

Observation 4: Localization 2. LetΩ1 be an open subset inΩ such thatΣ∩Ω1 = ∅,

and let + ∈ !Ψ (Σ). Then for the eigenvalues of the operator T(+,Ω1) on !2(Ω1)

defined by the form F+ ,Ω1
[D] =

∫

Σ
+ (-) |(AD) (-) |23`, D ∈ !2(Ω1), one has the

following estimate =± (_,T(+,Ω1)) = >(_
−1) as _ → 0.

Proof. Let j ∈ �∞
0

be a smooth function equal to 0 in a neighbourhood of Ω1 and

to 1 in a neighbourhood of Σ. Then

F+ ,Ω1
[D] =

∫

Σ

+ (-) |(j(-)AD) (-) |23` =

∫

Σ

+ (-) |( [j(-),A]D) (-) |23`. (3.2)

The commutator [j(-),A] is a pseudodifferential operator of order −; − 1, and there-

fore, by Observation 2, the eigenvalues of the corresponding operator T(+,Ω1) decay

faster than :−1.

It follows, in particular, that the eigenvalue counting function gets a lower order

perturbation if we perturb the operator A outside a neighborhood of the surface Σ. In

particular, this gives us freedom in choosing cut-off functions away from Σ or adding

operators smoothing away from the boundary – the possibility already mentioned.

The next, more complicated, statement is used in the study of eigenvalue asymp-

totics. It says that if two measures have supports separated by a positive distance, then,

up to a lower order term, the counting functions behave additively with respect to the

measures. This includes the important case when absolutely continuous measures are

present. If both measures are absolutely continuous, this is a classical fact.

Lemma 3.1. (Localization 3) Let % = %1 + %2, where % 9 = + 9`Σ 9
is a measure

supported on a compact Lipschitz surface Σ 9 of dimension 3 9 ∈ [1,N], 9 = 1, 2 (the

cases 31 = N and 32 = N correspond to Σ1, respectively Σ2, being domains in Ω ⊂ RN

and the measures being absolutely continuous with respect to the Lebesgue measure).

Suppose that dist (supp %1, supp %2) > 0. Then

=± (_,T(%1 + %2)) = =± (_,T(%1)) + =± (_,T(%2)) + >(_
−1) as _ → 0. (3.3)

Proof. Consider two disjoint open sets Ω1,Ω2 ⊂ Ω, such that Σ 9 ⊂ Ω 9 and Ω1 ∪Ω2 ⊃

Ω. Every function D ∈ !2(Ω) splits into the (orthogonal) sum D = D1⊕D2, D 9 ∈ !
2(Ω 9 ).
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The quadratic form of the operator T(%1 + %2) splits as follows

F(%1, %2) [D] := (T(%1 + %2)D, D)!2 (Ω) (3.4)

=

∫

Ω

+1(-) |A(D1) (-) + A(D2) (-) |
23`Σ1

+

∫

Ω

+2(-) |A(D1) (-) + A(D2) (-) |
23`Σ2

= F1(%1) [D1] + F2(%2) [D2] + F' [D1, D2]

:=

∫

Ω

+1(-) |A(D1) (-) |
23`Σ1

+

∫

Ω

+2(-) |A(D2) (-) |
23`Σ1

+ F' [D1, D2],

where the remainder term F' [D1, D2] is a form in functions D 9 ∈ !2(Ω 9 ) with the

following property: if a term in F' contains + 9 , then it necessarily contains D3− 9 , so

it always contains a measure and a function with disjoint supports. If such a term has

the form
∫

+1 |AD2 |
23`Σ1

, the corresponding operator T satisfies =± (_,T) = >(_−1)

by Observation 4. If, on the other hand, such term has the form
∫

+1(AD1) (AD2)3`Σ1
,

then by the Schwartz inequality,

�

�

�

�

∫

+1(AD1) (AD2)3`Σ1

�

�

�

�

≤

(
∫

|+1 | |AD1 |
23`Σ1

)1/2 (∫

|+1 | |AD2 |
23`Σ1

)1/2

,

and the last factor, again, provides the required > estimate for the eigenvalues. Now

we observe that the forms F1 [D1], F2 [D2] in (3.4) act on orthogonal subspaces. Then

the spectrum of the sum of the corresponding operators T1,T2 equals the union of the

spectra of the summands, and hence =± (_,T1 + T2) = =±(_,T1) + =± (_,T2). Since

the term F' in (3.4) makes a weaker contribution,

=± (_,T(%1 + %2)) = =± (_,T1) + =± (_,T2) + >(_
−1). (3.5)

Now consider the operator T(%1). It has the quadratic form F(%1) [D] =
∫

+1(-) |A(D1⊕

D2) |(-)3Σ1. Similarly to (3.4), we represent it as

F(%1) [D] =

∫

Ω

+1(-) |A(D1) (-) |
23`Σ1

+ F'1
[D1, D2], (3.6)

with F'1
having the same structure as F' in (3.4). Again, the form F'1

generates an

operator with eigenvalues decaying faster than :−1, and we obtain

=± (_,T(%1)) = =± (_,T1) + >(_
−1). (3.7)

In the same way,

=± (_,T(%2)) = =± (_,T2) + >(_
−1). (3.8)

Finally, we substitute (3.7), (3.8) into (3.5) to obtain (3.3). �

The following corollary of Lemma 3.1 allows one to separate the positive and the

negative parts of the function + when studying the distribution of the positive and the

negative eigenvalues of T(+,Σ).
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Corollary 3.2. Let Σ be a Lipschitz surface and + ∈ !Ψ(Σ). Let Σ± be relatively open

subsets of Σ such that +± ≥ 0 in Σ±, + = 0 in Σ \ (Σ+ ∪ Σ−), and dist (Σ+,Σ−) > 0.

Then

=± (_,T(+,Σ)) = =+(_,T(+±,Σ)) + >(_
−1) as _ → 0. (3.9)

In other words, up to a lower order remainder, the behaviour of the positive,

respectively negative, eigenvalues of the operator T(+) is determined by the positive,

respectively negative, part of the density + . To prove this property, we can use (3.5),

taking as %1 the restriction of the measure % to the set Σ+, and as %2 its restriction to

Σ−, and recall that =−(_,T(+,Σ+)) = =+(_,T(+,Σ−)) = 0.

4 Geometry considerations

Our proof of Theorems 2.1 and 2.3 relies upon certain geometric observations that

might be of an independent interest.

Let A ⊂ RN be a :-dimensional affine subspace, 0 ≤ : < N, A = 0 + L, where

0 ∈ RN and L is a :-dimensional linear subspace in RN. In the case : = 0, L is a

0-dimensional linear subspace, i.e L = {0}, and A is just the singleton {0}. The polar

plane of A is the N − : dimensional linear subspace of RN,

A⊥ := L⊥ = {. ∈ RN : (-,. ) = 0 for all - ∈ L}, (4.1)

where (·, ·) denotes the standard inner product in RN. We will say that A is orthogonal

to a vector 1 ∈ RN \ {0} if 1 ∈ A⊥. For : = N − 1, A⊥ is the one-dimensional

linear subspace spanned by 1. For a linear subspace M in RN, we denote by MS

the trace of M on SN−1, MS := M ∩ SN−1, where SN−1 is the unit sphere in RN,

SN−1 := {- ∈ RN : |- | = 1}.

Lemma 4.1. Let W be an at most countable family of proper linear subspaces of RN.

Then there exists an orthonormal basis e1, . . . , eN of RN such that

e 9 ∉ ∪M∈WM, 9 = 1, . . . ,N.

Proof. The proof is by induction on N. There is nothing to prove if N = 1 since the

only proper linear subspace of R is M = {0}. Suppose that the statement is true for

N = N0 and let us prove it for N = N0 + 1. Let W′ be the (possibly empty) subset of W

consisting of all N0-dimensional M ∈ W. For every such M, M⊥ is 1-dimensional

and M⊥
S

consists of two points. Since ∪M∈WMS is an at most countable union of

spheres of dimension at most N0 − 1, the set

Θ :=
(

∪M∈W′M⊥
S

)

⋃

(∪M∈WMS)

has N0-dimensional Lebesgue measure equal to 0. So, Θ ≠ SN0 . Take any vector

eN0+1 ∈ SN0 \Θ and let M0 be the N0-dimensional linear subspace of RN0+1 orthogonal

to eN0+1. Since

eN0+1 ∉ ∪M∈W′M⊥
S
,
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M0 does not coincide with any element of W′, and hence the dimension of M0 ∩M

is at most N0 − 1 for every M ∈ W. Then, by the inductive assumption, there exists an

orthonormal basis e1, . . . , eN0
of M0 such that

e 9 ∉ ∪M∈W(M0 ∩M) = M0 ∩ (∪M∈WM) , 9 = 1, . . . ,N0.

It is clear that e1, . . . , eN0
, eN0+1 is an orthonormal basis of RN0+1 and

e 9 ∉ ∪M∈WM, 9 = 1, . . . ,N0 + 1.

�

Lemma 4.2. Let ` be a f-finite Radon measure on RN such that `(A) = 0 for every

(: − 1)-dimensional affine subspace A ⊂ RN for some : ∈ [1,N− 1]. Then the set X:

of :-dimensional affine subspaces E of RN such that `(E) > 0 is at most countable.

Proof. The proof is similar to that of [9, Lemma 2.13]. It is sufficient to prove the

lemma for compactly supported measures as the general case then follows easily from

the assumption that ` is f-finite. Suppose that X: is uncountable. Then there exists a

X > 0 such that the set

X:,X := {E ∈ X: : `(E) > X}

is infinite. Otherwise, X: = ∪
<∈N

X:, 1
<

would have been at most countable. Now take

distinct E1, ..., E 9 , ... ∈ X:,X . We have `:
(

E 9

)

> X for all 9 ∈ N .

Since E 9 ∩ E 9′ , 9 ≠ 9 ′, is an affine subspace of dimension at most : − 1,

`

(

∪
9≠ 9′

(E 9 ∩ E 9′)

)

= 0.

Let

Ẽ 9 := E 9 \ ∪
9′≠ 9

(E 9′ ∩ E 9) .

Then Ẽ 9 ∩ Ẽ 9′ = ∅, 9 ≠ 9 ′ and `(Ẽ 9 ) = `(E 9 ). So, since ` has compact support,

∑

9∈N

`
(

Ẽ 9

)

= `

(

∪
9∈N

(Ẽ 9)

)

< ∞ .

On the other hand, `
(

Ẽ 9

)

= `
(

E 9

)

> X implies that
∑

;∈N `:
(

Ẽ 9

)

≥
∑

9∈N
X = ∞. This

contradiction means that X: is at most countable. �

We arrive at our main geometric statement, considerably more general than what

we actually need here.

Theorem 4.3. Let ` be a f-finite Radon measure on RN without point masses. Then

there exists an orthonormal basis e1, . . . , eN of RN such that `(E) = 0 for every

(N − 1)-dimensional affine subspace E of RN orthogonal to an element of this basis.
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Proof. Let us first explain the idea of the proof. By Lemma 4.2 for : = 1, there is an at

most countable set of one-dimensional affine subspaces whose `-measure is positive.

Subtracting the portion of measure ` living on all these subspaces and applying Lemma

4.2 to the resulting measure, this time with : = 2, we conclude that at most countably

many 2-dimensional affine subspaces are charged positively. We subtract the part of

our measure living on these subspaces, and so on. This procedure is repeated in all

dimensions, after which it turns out that the remaining measure is zero on all affine

subspaces in RN, and the proof is completed by applying Lemma 4.1.

Now the formal proof. Denote ` = `1. Lemma 4.2 with : = 1 implies that the

set X1 of all 1-dimensional affine subspaces E of RN such that `1(E) > 0 is at most

countable. We introduce

Z1 := ∪E∈X1
E, `0

1
(�) := `1(� ∩ Z1) for every Borel set � ⊆ RN, and `2 :=

`1 − `
0
1
.

Measure `2 annuls every 1-dimensional affine subspace E. Indeed,

`2(E) ≤ `1(E) = 0 if E ∉ X1,

`2(E) = `1(E) − `
0
1(E) = `1(E) − `1(E) = 0 if E ∈ X1.

Therefore we can apply Lemma 4.2 again, this time with : = 2 and ` = `2.

Repeating this procedure, we obtain at the :-th step a f-finite Radon measure `:
on RN such that `: (A) = 0 for every (: − 1)-dimensional affine subspace A of RN

and the set X: of all :-dimensional affine subspaces E of RN with `: (E) > 0 is at

most countable. Similarly to the above, we set Z: := ∪E∈X:
E, `0

:
(�) := `: (� ∩Z:)

for every Borel set � ⊆ RN, and `:+1 := `: − `0
:
. Then, similarly to the above,

`:+1(E) = 0 for every :-dimensional affine subspace E.

For every E ∈ X: , E⊥ is an (N − :)-dimensional linear subspace of RN, 1 ≤ : ≤

N − 1. By Lemma 4.1, there exists an orthonormal basis e1, . . . , eN of RN such that

e 9 ∉ ΞΞΞΞΞΞΞΞΞ := ∪N−1
:=1 ∪E∈X:

E⊥, 9 = 1, . . . ,N. (4.2)

Take any 9 = 1, . . . ,N. LetE0 be an (N−1)-dimensional affine subspace orthogonal

to e 9 . Then for any : = 1, . . . ,N − 1,

E ∈ X: =⇒ E * E0. (4.3)

Indeed, if E ⊆ E0, then

e 9 ∈ E⊥
0 ⊆ E⊥ ⊆ ΞΞΞΞΞΞΞΞΞ,

which contradicts (4.2).

Since E0 ∉ XN−1, `N−1(E0) = 0. For any E ∈ X: , (4.3) implies that E0 ∩ E is an

affine subspace of dimension at most : − 1. Then `: (E0 ∩ E) = 0 and

`0
: (E0) = `: (E0 ∩Z:) ≤

∑

E∈X:

`: (E0 ∩ E) = 0.
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Hence

0 = `N−1(E0) = `N−2(E0) − `
0
N−2(E0) = `N−2(E0) = `N−3(E0)

= · · · = `1(E0) = `(E0).

�

5 Estimates

The method of deriving eigenvalue estimates for non-smooth spectral problems devel-

oped by M.Sh. Birman and M.Z. Solomyak in the late 60’s has remained since then the

most efficient approach to such singular problems. The method is based on constructing

piecewise polynomial approximations of functions in Sobolev spaces. We follow the

presentation in [19], with necessary modifications caused by the presence of singular

measures.

5.1 A homogeneous Hölder inequality

We recall that for a set � ⊆ RN of positive Lebesgue measure, the Sobolev norm and

the homogeneous Sobolev semi-norm are defined by

‖D‖2
� B (�) :=

∑

|a |1≤B

‖maD‖2
!2 (�)

, ‖D‖2
� B

hom
(�) :=

∑

|a |1=B

‖maD‖2
!2 (�)

for an integer B, and by

‖D‖2
� B (�) := ‖D‖2

�< (�) + ‖D‖2
� B

hom
(�) ,

‖D‖2
� B

hom
(�) :=

∑

|a |1=<

∫

�

∫

�

| (maD) (-) − (maD) (. ) |2

|- −. |N+1
2

3G3H

for a half-integer B = < + 1
2
. The semi-norm ‖ · ‖2

� B
hom

(�)
possesses the homogeneity

property ‖D('·) ‖� B
hom

(�) = 'B−N/2‖D‖� B
hom

('�) for all ' > 0. Our case of interest is

B = ; = N
2
; here the homogeneous semi-norm is invariant under dilations. Although

this semi-norm is not, in general, invariant under rotations, it is easy to see that under

rotations, this semi-norm transforms to an equivalent one, and there exist positive

constants <N, "N depending only on N and such that

<N



D
(

Z(·)
)




� ;
hom

(�)
≤ ‖D‖, N/2,2 (Z(�)) ≤ "N



D
(

Z(·)
)




� ;
hom

(�)
, (5.1)

∀D ∈ �; (�)

for every affine transformation Z of the form - = Z(. ) = '*. + -0, with -0 ∈ RN,

' > 0, and an orthogonal matrix * ∈ O(N).

Recall that Ψ(C) = (1 + C) ln(1 + C) − C and Φ(C) = 4C − 1 − C are complementary

Orlicz functions.
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Lemma 5.1. (cf. [13, Corollary 11.8/2]) Let � ⊂ RN be a bounded set with Lipschitz

boundary. If a positive Radon measure ` on � satisfies, for some U > 0,

`(�(-, A)) ≤  AU , ∀- ∈ � and ∀A ∈

(

0,
1

2

)

, (5.2)

then the inequality

‖F2‖
Ψ,�,`

≤ �1‖F‖
2
� ; (�)

, ∀F ∈ �; (�) ∩ � (�)

holds with a constant �1 = �1 (�, U,  ).

Proof. The proof relies on [13, Theorem 11.8] and is almost identical to that of [9,

Lemma 5.2]. �

This statement implies the boundedness of the trace operator Γ : �; (�) → !2(Σ),

5 ↦→ 5Σ, used at least twice here.

We will also need the following version of the Poincaré inequality that can be traced

back to S.L. Sobolev (a very detailed proof can be found in [21, Theorem 2.4] for �

being a cube). For every bounded set � ⊂ RN with Lipschitz boundary and every

B > 0, there exists a constant �B (�) > 0 such that

‖D‖� B (�) ≤ �B (�)‖D‖� B
hom

(�) (5.3)

for all D ∈ �B (�) orthogonal in !2(�) to every polynomial of degree strictly less than

B. We will denote the optimal constant in (5.3) with B = N/2 by � (�) := �N/2(�).

Our eigenvalue estimates rely on the following inequality.

Lemma 5.2. Let & ⊂ RN be a cube and ` = `Σ.

∫

&

+ | 5 (-) |23`(-) ≤ �2‖+ ‖
0E,Ψ

&,`
‖F‖2

� ;
hom

(&)
(5.4)

for all 5 ∈ �; (&) orthogonal in !2(&) to every polynomial of degree strictly less than

;, with constant �2 depending only on N and Σ.

Proof. If & = &1 is a unit cube, this is an immediate generalization of the proof of [9,

Lemma 5.3]. For a cube of an arbitrary size, one should make a dilation (compression)

in (5.4) of & to &1. Under this transformation, the homogeneous norm in (5.4) is

invariant. As for the norm ‖+ ‖
0E,Ψ

&,`
, it is not invariant under dilations, but is ‘almost’

invariant in the sense that the dilated (compressed) norm is majorized by the initial one,

with constant depending on 20, 21 in (2.4), independently of the dilation coefficient.

Estimate (5.4) is proved in [9, Lemma 5.4], and the proof does not depend on dimension

and uses nothing but the Ahlfors regularity of `, so it applies to our case without

changes. �
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5.2 Coverings and piecewise polynomial approximations

The construction to follow is an adaptation of the method developed by M.Z. Solomyak’s

in [19]. It stems from the approach initiated by M.Sh. Birman, M.Z. Solomyak, and

G. Rozenblum in the late 60’s–early 70’s, see the nice exposition in [4]. Recently, it

was used again for obtaining eigenvalue estimates for the weighted (poly-)harmonic

operator in the critical case, see [9], [21]. We present the main idea and the structure

of the proof first, and then fill in the required details.

Theorem 5.3. Let Σ be a compact Lipschitz surface of dimension 3 in � ⊂ RN

and + ∈ !Ψ (Σ). Denote by
◦

T(+,Σ) the operator defined by the sesquilinear form
∫

+ (-) | 5 (-) |23`Σ, 5 ∈
◦

�; (�). Then

=± (_,
◦

T(+,Σ)) ≤ �_−1‖+ ‖0E,Ψ
Σ

, (5.5)

with a constant � independent of + .

Proof. For 3 = N, this result has been proved in [19] for even N and in [21] for odd

N. So, let 3 < N. It suffices to consider the case + ≥ 0. We use one of the possible

formulations of the variational principle for compact self-adjoint operators. If T ≥ 0

is such an operator on a Hilbert space H , with the quadratic form t[ 5 ], then for the

eigenvalue counting function =(_,T),

=(_,T) = min codim {Y ⊂ H : t[ 5 ] ≤ _‖ 5 ‖2, 5 ∈ Y}. (5.6)

Here the codimension codim Y is the number of linearly independent functionals that

have Y as their common null space. Equality (5.6) hints at how to prove eigenvalue

estimates. Let us, for some _ > 0, construct some subspace Y = Y(_) on which the

inequality in (5.6) holds. Then the quantity =(_,T) is not greater than the codimension

of the subspace we constructed, =(_,T) ≤ codim (Y). The more efficient we are in

constructing Y, the sharper the estimate is.

Let H be the Sobolev space
◦

�; (�). In constructing the subspace Y, we take some

finite covering Υ = Υ(_) of � by cubes. With each cube & ∈ Υ, we associate a

set of functionals, the !2(&)-scalar products with polynomials of degree less than ;.

Thus, with each cube, d(N, ;), the dimension of the space of polynomials of interest,

functionals are associated, altogether |Υ|d(N, ;) of them, so, the common null space

Y = Y[Υ] of these functionals has just this codimension (or less). LetΛ(Υ) be defined

as sup 5 ∈Y [Υ] t[ 5 ]/‖ 5 ‖2. By the variational principal (5.6),

=(Λ(Υ),T) ≤ |Υ|d(N, ;). (5.7)

So, given _ > 0, we need to construct a covering Υ = Υ(_) such that Λ(Υ) ≤ _, and

at the same time, |Υ| should be under control, and its value will produce the required

estimate via (5.7).
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In our case, the quadratic form defining our operator is t[ 5 ] =
∫

�
+ (-) | 5 (-) |23`,

with + ≥ 0 and measure ` = `Σ. The same integral over a cube & will be denoted by

t& [ 5 ]. If 5 ∈ Y[Υ] then on each cube & of the covering Υ, the restriction 5& of 5 to

& is orthogonal to polynomials of degree less than ;. Suppose that for such functions

5& an estimate of the form

t& [ 5 ] = t[ 5&] ≤ J(&)‖ 5 ‖2

� ;
hom

(&)
, 5 ∈ Y[Υ] (5.8)

holds, with some function of cubes J(&). We need further the function J to be upper

semiadditive; this means that if & ] is a family of disjoint cubes, all of them inside a

cube &0, then
∑

J(& ]) ≤ J(&0). (5.9)

We sum (5.8) over all cubes in the covering Υ to obtain

t[ 5 ] ≤
∑

&∈Υ

t& [ 5 ] =
∑

&∈Υ

t[ 5&] ≤
∑

&∈Υ

J(&)‖ 5 ‖2

� ;
hom

(&)
≤ (5.10)

≤ max
&∈Υ

J(&)
∑

&∈Υ

‖ 5 ‖2

� ;
hom

(&)
.

Now, suppose that the covering Υ has finite multiplicity, i.e. every point in� is covered

by no more than ^ = ^(N) different cubes in Υ. Then the right-hand side in (5.10) can

be majorized by ^‖ 5 ‖2

� ;
hom

(�)
, which gives us

t& [ 5 ] ≤ ^max
&∈Υ

J(&)‖ 5 ‖2

� ;
hom

(�)
. (5.11)

We finally arrive at the estimate

Λ(Υ) ≤ ^max
&∈Υ

J(&). (5.12)

So, we reach our aim, the estimate (5.5), as soon as we construct the covering Υ such

that

(1) ^max
&∈Υ

J(&) < _ and (2) |Υ|d(N, ;) ≤ �_−1‖+ ‖0E,Ψ
Σ

. (5.13)

We set J(&) = �2‖+ ‖
0E,Ψ

Σ∩&
with �2 being the constant in (5.4). By Lemma 5.2, the

required inequality (5.8) is satisfied for this particular choice of J. Next, this function

J is upper semi-additive in the sense of (5.9). This property of the averaged Orlicz

norm with respect to the Lebesgue measure was established in [19, Lemma 3] and then

extended to AR-measures, see Lemma 2.8 in [9].

Now we construct the covering Υ(_). First, by our Theorem 4.3, there exists a cube

&0 such that for every cube in RN with edges parallel to the ones of &0 (we call such

cubes parallel to&0), its faces have zero `Σ-measure. We fix such a cube&0 and in the

future all cubes under our consideration will be parallel to &0. Consider a ‘large’ cube
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Q such that the cube concentric with Q and with three times shorter edges still contains

� inside. We replace in the eigenvalue problem the domain � by this larger cube Q.

By the usual variational principle, any eigenvalue estimate in Q implies automatically

the same estimate for the initial problem in �.

For any point - ∈ Σ, we consider the family of cubes &- (C), 0 < C < ∞, of size C

centred at - . By our choice of&0, the function `Σ (&- (C)) is continuous. Moreover, the

function d- (C) = J(&- (C)) is a continuous function of C and it tends to zero as C → 0.

The proof of this, rather elementary, fact is presented in [9] for the case N = 2, 3 = 1,

and a very detailed proof for 3 = N is included in [21]. Both proofs carry over to our

case automatically, without any modifications, since they are dimension-independent

and it is only the continuity of `Σ(&- (C) that is used there.

The function d- (C) stabilizes for large C to d∞, when &- (C) ⊃ Q. With some

constant k, to be determined later, and _ < kd∞, we find by continuity a value of

C = C (-) such that d- (C- ) = _k−1. The set of all cubes {&- (C (-)), - ∈ Σ} forms a

covering of Σ, and by the Besikovich covering lemma (see, e.g., [8, Ch. 1, Theorem

1.1]) one can find a finite sub-covering Υ = Υ(_) of finite multiplicity ^; moreover,

this covering can be split into finitely many families, Υn, n ≤ n0, with n0 depending

only on the dimension N, so that the cubes in each family are disjoint. This will be the

covering we are looking for.

In order to estimate the quantity of cubes in Υ, we use the fact that the function J

is upper semi-additive. Therefore, for each of the families Υn,

|Υn |k
−1_ =

∑

&∈Υn

J(&) ≤ J(Q) = �2‖+ ‖
(0E,Ψ)

Σ
, n = 1, . . . , n0,

and hence

|Υ| =
∑

|Υn | ≤ n0_
−1k�2‖+ ‖

(0E,Ψ)

Σ
. (5.14)

Now we can choose the constant k and arrive at the required estimate. Indeed, by

(5.7), (5.12),

=(^_k−1,T) ≤ _−1�2n0kd(N, ;)‖+ ‖
(0E,Ψ)

Σ
. (5.15)

Takung k = ^, we obtain estimate (5.5). �

The approach, just presented, was called ‘piecewise polynomial approximation’ by

its authors. It measures how fast a function in the Sobolev space can be approximated

in the weighted !2 norm by functions that are polynomial on cubes in the covering Υ.

5.3 Eigenvalue estimates

Now we can conclude the Proof of Theorem 2.1. Fix a bounded domain � = Ω′ ⊂ Ω

with smooth boundary. We consider first the case when A = A0 = (−ΔD + 1)−;/2,

where (−ΔD ) is the Laplace operator in � with the Dirichlet boundary conditions.

Having proved the eigenvalue estimate for this case, we will then use a simple argument

to justify the required estimate for a general operator A.
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Consider the quadratic form F+ [D,Σ,A0], D ∈ !2(Ω
′). Denote 5 = A0D, so that

D = (−Δ + 1);/2 5 , 5 ∈ �; (Ω). The quadratic form F+ [D,A0] is thus transformed to

F
(;)

+
[ 5 ] =

∫

Σ
+ | 5 |23`, 5 ∈

◦

�; (�). The operator
◦

T(+,Σ) defined by the quadratic form

F
(;)

+
on the Hilbert space

◦

�; (Ω) is exactly the operator considered in Theorem 5.3. Due

to our substitution, D = (−Δ + 1);/2 5 , the operator
◦

T(+,Σ) on
◦

�; (Ω) is similar to the

operator T(+,Σ) on !2(Ω), therefore they have the same spectrum, and the required

estimate (2.3) for this case follows.

Now we pass to the general case, again for + ≥ 0. As explained in Sections 2 and

3, we may assume that the pseudodifferential operator A contains cut-offs to Ω′. We

denote by Γ the operator of restriction of functions in �; (Ω′) to Σ; this is a bounded

operator Γ : �; → !2(Σ) by Lemma 5.1. We set |+ | = ,2,, ≥ 0. Then the quadratic

form F |+ |,A [D] can be represented as follows

F+ ,A [D] = 〈,ΓAD,,ΓAD〉!2 (Σ,`) = 〈(,ΓA)∗(,ΓA)D, D〉!2 (Ω′) . (5.16)

Therefore, T(|+ |, Σ,A) = A∗Γ∗ |+ |ΓA. Thus, compared with the operator T(|+ |, Σ,A0),

we have

T(|+ |, Σ,A) = (A−1
0 A)∗T(|+ |, Σ,A0) (A

−1
0 A). (5.17)

Since A is a pseudodifferential operator of order −;, A−1
0
A is a bounded operator

on !2(Ω
′), together with (A−1

0
A)∗. Hence the eigenvalue estimate for T(|+ |, Σ,A0),

already justified, is preserved after multiplication by bounded operators.

6 Approximation of the weight

To perform the last reduction, we use systematically the asymptotic perturbation lemma

by M.Sh. Birman and M.Z. Solomyak (see, e.g., Lemma 1.5 in [3] or Lemma 6.1

in [15]). By this fundamental lemma, if for an operator T, there exist a family of

approximating operators TY such that for their eigenvalues the asymptotic formula

=± (_,TY) ∼ �±,Y_
−@ is known and for the difference T′

Y = T − TY the eigenvalue

estimate lim sup _@a(_,T′
Y) ≤ Y is proved, then the asymptotic formula =± (_,T) ∼

�±_
−@ holds with coefficients �± = lim �±,Y . In our case, the estimates will be

provided by Theorem 2.1. So, let+ ∈ !Ψ(Σ). We approximate+ by sufficiently regular

functions.

Lemma 6.1. For any Y > 0, there exists +Y ∈ �∞
0
(Ω) such that ‖+ −+n ‖

0E,Ψ (Σ) < n .

Proof. For 3 = N this is a well known statement about the density of smooth functions.

So, let 3 < N. As usual, we can assume that the surface Σ is covered by one local chart

Σ : y = i(x), x ∈ D ⊂ R3 . First, we truncate the function + at some level, i.e. we set

+ ′
Y (-) = + (-) if |+ (-) | ≤ #, + ′

Y (-) = # sign + (-) otherwise.
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The function + ′
Y is bounded and, since + ∈ !Ψ(Σ), the cut-off level # can be

chosen so that ‖+ − + ′
Y ‖

0E,Ψ
Σ

< Y/3. Next, we extend the function + ′
Y defined on

Σ to D × Rd by setting + ′′
Y (x, y) = + ′

Y (x, i(x)), x ∈ D. On Σ, we still have

‖+ − + ′′
Y ‖

0E,Ψ
Σ

< Y/3. The resulting function + ′′
Y belongs to !2(D × (−A, A)) for

any A > 0. Now consider the convolution of + ′′
Y with some mollifier l(x). We obtain

a smooth function + ′′′
Y depending, again, on x only. The mollifier l can be chosen so

that ‖+ ′′
Y − + ′′′

Y ‖
0E,Ψ
Σ

≤ �‖+ ′′
Y (·, y) − +

′′′
Y (·, y)‖!2 (D) < Y/3. Finally, multiplying + ′′′

Y

by a smooth compactly supported cut-off function j, which equals 1 near Σ, we obtain

the required approximation +Y . �

We need approximating functions to satisfy an additional property (cf. Corollary

3.2).

Lemma 6.2. The function +Y can be approximated by a function +̃Y ∈ �∞
0
(Ω) such

that ‖+Y − +̃Y ‖
0E,Ψ
Σ

< Y and there exist open sets Ω± ⊂ Ω such that ±+̃Y (-) ≥ 0 for

- ∈ Ω±, +̃Y (-) = 0 for - ∈ Ω \ (Ω+ ∪Ω−), and, finally, dist (Ω+,Ω−) > 0.

Proof. Let the cylinder D × [−#, #] contain the support of +Y . Consider the closed

set Ω0 = {- ∈ D × [−#, #] : +Y (-) = 0}. Since +Y is uniformly continuous

on the compact set D × [−#, #], for any X1 > 0 there exists X2 > 0 such that

|+Y (-) | < X1 for - in the X2 - neighborhood of Ω0. Take a function jY ∈ �∞
0
(Ω) such

that jY (-) ∈ [0, 1], jY (-) = 0 in the X2/2 neighborhood ofΩ0 and jY (-) = 1 outside

the X2 neighborhood of Ω0. Set +̃Y = jY+Y . Then the sets Ω± = {- : ±+̃Y (-) > 0}

satisfy the conditions of Lemma. Indeed, if |-+ − -− | < X2/2 and ±+̃Y (-±) > 0, then,

by continuity of+Y , there must exist a point -0 ∈ Ω0 on the straight interval connecting

-+ and -−, such that at least one of the distances |-±−-0 | is smaller than X2/2, and this

contradicts the construction of Ω±. Moreover, |+Y − +̃Y | ≤ X1 everywhere in Ω, and,

by choosing X1 sufficiently small, we obtain the required approximation property. �

7 Asymptotic formula

We now present the proof of Theorem 2.4 for the case when there is just one surface Σ.

Proof. By the asymptotic perturbation lemma, together with our Lemmas 6.1, 6.2

and Theorem 2.1, it is sufficient to prove the eigenvalue asymptotics formula for the

function +̃Y , Y > 0 as above. We will denote it simply by + in what follows.

By Corollary 3.2, to study the asymptotics of positive (negative) eigenvalues of

T(+), it is sufficient to consider the operator with a non-negative (non-positive) function

+ .

So, with a smooth + ≥ 0, we perform a reduction to the integral operator. We have

already made the first step. We set + = ,2 with, ∈ �∞
0

,, ≥ 0, and denote by Γ the

operator of restriction of functions in �; (Ω) to the surface Σ, Γ : �; (Ω) → !2(Σ, `Σ).

The form (2.2) can now be written as
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F+ [D] = 〈(,ΓA)D, (,ΓA)D〉!2 (Σ,`Σ ) = 〈(,ΓA)∗(,ΓA)D, D〉!2 (Ω) , with (,ΓA)

considered as acting from !2(Ω) to !2(Σ, `Σ).

It follows that T(+) = (,ΓA)∗(,ΓA). The nonzero eigenvalues of the operator T

in !2(Ω) coincide with the nonzero eigenvalues of the operator L = (,ΓA) (,ΓA)∗ =

, [Γ(AA∗)Γ∗], in !2(Σ, `Σ). Here AA∗ is, up to a smoothing term, a nonnegative

pseudodifferential operator of order −2; = −N, with the principal symbol |0−; (-,Ξ) |
2,

thus it is a weakly polar integral operator. The corresponding Schwartz kernel L(G, H)

has the leading singularity �(-) log |G − H | + o(-, - − . ), where o(-, - − . ) is a

function positively homogeneous in -−. of order zero and smooth in the first variable.

Therefore, the operator L is an integral operator on Σ,

(LE) (-) =

∫

Σ

, (-)L(-,. ), (. )E(. )3`Σ(. ). (7.1)

The function , , defined initially on Σ, is, in fact, the trace on Σ of a smooth func-

tion ,̃ (-) = (+̃ (-))1/2 defined on RN. Hence, the operator in (7.1) takes the form

(LE) (-) =
∫

Σ
K̃ (-,. )E(. )3`Σ(. ), where K̃ is the integral kernel of the pseudod-

ifferential operator with the principal symbol +̃ (-) |0−; (-,Ξ) |
2. We are now in the

setting of the paper [16] (see also [15]). By Theorem 6.4 there, the asymptotics of

the eigenvalues of a weakly polar integral operator on a Lipschitz surface is given

exactly by formula (2.7). We mention that the proof in those papers uses the asymp-

totic perturbation Lemma 1.5 in [3] in the analysis of operator convergence when a

Lipschitz surface is approximated by smooth ones in a special way. Thus, this beautiful

invention by M. Birman and M. Solomyak is used twice in our study, in quite different

settings. �

Now we justify the eigenvalue asymptotic formula (2.17) for the case when there

are several Lipschitz surfaces of possibly different dimensions, including, possibly,

dimension 3 = N, codimension d = 0, i.e. a domain in Ω with an absolutely continuous

measure. In order to avoid excessive complications in the proof, we impose a geometric

restriction.

Theorem 7.1. Let Σ 9 , 9 = 1, . . . , � be Lipschitz surfaces of dimension 3 9 , 1 ≤ 3 9 ≤ N

with measures % 9 = + 9`Σ 9
, + 9 ∈ !Ψ`Σ 9

. We assume that the surfaces of the same

dimension are disjoint. Then the eigenvalues of the operator T(%,A) =
∑

T(% 9 ,A)

satisfy the asymptotic formula

a±(_,T(%,A)) ∼ _−1
∑

9

�±(+ 9 ,Σ 9 ,A), (7.2)

where �±(+ 9 ,Σ 9 ,A) are given by (2.7) with + 9 ,Σ 9 in place of +,Σ.

Proof. If the surfaces Σ 9 are disjoint, so that all mutual distances are positive, the

result follows by the inductive application of Lemma 3.1. Otherwise, we construct an

approximation of the measure % =
∑

% 9 by measures with disjoint surfaces Σ 9 .
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Relabelling the surfaces if necessary, we can assume that their dimensions increase

with 9 , i.e. 31 ≤ 32 ≤ · · · ≤ 3� . We start with Σ1. Consider the X-neighborhood*1(X)

ofΣ1 inRN. If 3 9 > 31, then the surface measure `Σ 9
(Σ 9∩*1(X)), 9 > 1, decays at least

as X3 9−31 for X → 0. If 3 9 = 31, then, according to our assumption, Σ 9 ∩*1(X) = ∅ for

all sufficiently small X > 0. Either way, `Σ 9
(Σ 9 ∩*1 (X)), 9 > 1, tends to zero as X → 0.

Therefore, for X small enough, the averaged Ψ-norm of each + 9 , 9 > 1 over Σ 9 ∩*1 (X)

can be made arbitrarily small. We set +
(1)
9

(-) = + 9 (-) (1 − j(-)), 9 > 1, where j is

the characteristic function of*1(X). Then the averaged norm of+ 9−+
(1)
9

is small andΣ1

is separated from the support of +
(1)
9
, 9 > 1. Next we consider Σ

(1)

2
= Σ2 ∩ supp+

(1)

2
.

This piece of the surface Σ2 is separated from Σ1, but may cross Σ 9 , 9 > 2. We repeat

with Σ
(1)

2
the same procedure as above, considering its sufficiently small neighborhood

in RN and then killing the remaining measures in this neighborhood. In this way, after

a finite number of steps, we arrive at a system of separated measures, to which Lemma

3.1 can be applied, with further application of the already proved case of Theorem 2.4.

In this construction, we introduce perturbations of + 9 with small averaged Ψ-norms.

By Theorem 2.1 and, again, Lemma 1.5 in [3], the asymptotic eigenvalue formula is

thus justified in full. �
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