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Fog-Aided Wireless Networks for Content Delivery:

Fundamental Latency Trade-Offs

Avik Sengupta, Member, IEEE, Ravi Tandon, Senior Member, IEEE,

Osvaldo Simeone, Fellow, IEEE

Abstract

A fog-aided wireless network architecture is studied in which edge-nodes (ENs), such as base stations, are

connected to a cloud processor via dedicated fronthaul links, while also being endowed with caches. Cloud

processing enables the centralized implementation of cooperative transmission strategies at the ENs, albeit at

the cost of an increased latency due to fronthaul transfer. In contrast, the proactive caching of popular content

at the ENs allows for the low-latency delivery of the cached files, but with generally limited opportunities for

cooperative transmission among the ENs. The interplay between cloud processing and edge caching is addressed

from an information-theoretic viewpoint by investigating the fundamental limits of a high Signal-to-Noise-Ratio

(SNR) metric, termed normalized delivery time (NDT), which captures the worst-case coding latency for delivering

any requested content to the users. The NDT is defined under the assumptions of either serial or pipelined fronthaul-

edge transmission, and is studied as a function of fronthaul and cache capacity constraints. Placement and delivery

strategies across both fronthaul and wireless, or edge, segments are proposed with the aim of minimizing the

NDT. Information-theoretic lower bounds on the NDT are also derived. Achievability arguments and lower bounds

are leveraged to characterize the minimal NDT in a number of important special cases, including systems with no

caching capabilities, as well as to prove that the proposed schemes achieve optimality within a constant multiplicative

factor of 2 for all values of the problem parameters.

Index Terms

Caching, Cloud Radio Access Network (C-RAN), Fog Radio Access Network, edge processing, 5G, degrees-

of-freedom, latency, wireless networks, interference channel.

I. INTRODUCTION

Traffic over wireless networks is undergoing a significant transformation to become increasingly

dominated by multimedia content, and particularly by video [1]. As a result, caching of popular content

during off-peak traffic periods at various levels of the wireless network architecture has emerged as a

major technology trend for the next generation (5G) of wireless systems. Moving the location of the

caches closer to the edge of the network has the advantage of reducing the latency required for accessing

and delivering users’ requests. In particular, caching at the edge nodes (ENs), such as at macro or small-

cell base stations, allows the delivery of content to mobile users with limited need for backhaul usage to

connect to a remote content server (see [2] and references therein).

While potentially reducing delivery latency and backhaul load, edge caching generally limits the

operation of ENs to non-cooperative transmission strategies. This is because, with edge caching, each EN

can design its transmitted signal based only on its local cached content, which may only partially overlap

with that of other ENs, hence preventing cooperative transmission schemes such as joint beamforming. The

localized processing afforded by edge caching is in contrast to the centralized processing that is instead

possible in network architectures in which the ENs are controlled by a cloud processor. An important
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Fig. 1. Information-theoretic model for a cloud and cache-aided wireless system, referred to as Fog-Radio Access Network (F-RAN).

example of this class of networks is the Cloud Radio Access Network (C-RAN) architecture, in which

the ENs are connected to a cloud processor by means of so called fronthaul links. In a C-RAN, the

signals transmitted by the ENs are produced at the cloud based on a direct connection to the content

server and forwarded to the ENs on the fronthaul links. As such, cloud processing in C-RAN enables

the implementation of cooperative transmission strategies across the ENs, but at the cost of a potentially

large latency, owing to the time required for fronthaul transfer (see, e.g., [3], [4]).

Motivated by the complementary benefits highlighted above between cloud-based and edge-based

architectures, in this work we consider a cloud and cache-aided wireless network architecture, which we

term Fog Radio Access Network (F-RAN). The F-RAN architecture reflects major trends in the evolution

towards 5G systems, which are envisaged to represent a profound paradigm shift with respect to previous

generations at both the architectural and functional levels. At the architectural level, the trend is towards

a fog architecture, which encompasses cloud and edge segments [5]. The cloud segment contains network

servers, while the edge segment includes ENs. The two segments are connected by a transport, or fronthaul,

network. The key novelty of the fog architecture is the availability of computing and storage resources at

both cloud servers and ENs, which can be programmed and reconfigured via software. At the functional

level, the key technology of Network Function Virtualization (NFV) enables the flexible and adaptive

allocation of the network functions that make up a network service, such as computing tasks and caching,

on the software controlled network elements in the cloud and edge segments [6]. The reconfigurability

afforded by the fog architecture via NFV contrasts with the rigid allocation of network functions in current

cellular systems.

The proposed system model accounts for a fog architecture in which the network functionalities that

contribute to content delivery can be flexibly allocated across cloud and edge segments. In an F-RAN, as

seen in Fig. 1, the ENs are connected to a cloud processor via dedicated fronthaul links, while also being

endowed with caches that can be used to proactively store popular content [7]. The design of F-RAN

systems involves two key design questions: (i) What to cache at the ENs?; and (ii) How to deliver the

requested content across the fronthaul and wireless, or edge, segments? The two questions pertain to

network functions, namely caching and delivery, that operate at different time scales: while caches are

updated only at the time scale over which popular content is expected to change, e.g., every night, delivery

is performed in each transmission interval in order to satisfy the current users’ requests from the content

library. Nevertheless, the two questions are strongly intertwined since delivery strategies need to operate
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(a) (b)

Fig. 2. (a) Information-theoretic model for an F-RAN with M = 2 ENs serving K = 2 users and a fronthaul rate r = 0.5; (b) Trade-off

between the normalized delivery time (NDT) and the fractional cache size µ in the presence of full CSI at ENs, users and the cloud.

by leveraging the existing cached content, as well as cloud processing.

In order to address the design of F-RAN, in this work, we adopt as a performance metric the worst-case

coding based delivery latency accrued when serving any set of users’ requests in a given transmission

interval. We aim to characterize optimal caching and delivery strategies that minimize the delivery latency.

To enable analytical insights, we specifically propose a latency metric, termed Normalized Delivery Time

(NDT), which captures the high signal-to-noise-ratio (SNR) ratio of the latency achievable in an F-RAN,

with given fronthaul and caching limitations, as compared to that of a reference system with unlimited

caching capability and interference-free links to the users. We first focus on delivery strategies in which

fronthaul and wireless channels are operated in a serial manner, so that the overall latency is the sum of

the time spent for fronthaul communication between cloud and ENs and of the time required for wireless

transmission from ENs to users. We then extend the analysis to characterize the NDT for systems using

delivery strategies in which fronthaul and wireless channels are operated in a pipelined (parallel) manner,

so that fronthaul and wireless transmissions can take place at the same time (see, e.g., [8]).

Example 1. To exemplify the analysis put forth in this paper, we briefly illustrate here the F-RAN set-up

of Fig. 2(a), in which two ENs (labeled as EN1 and EN2) are deployed to serve two users over a shared

wireless channel. The ENs are connected to the cloud via fronthaul links whose capacity scales with the

SNR P of the wireless edge links as r log(P ), with r ≥ 0 being defined as the fronthaul rate. We assume

that there is a library of N ≥ 2 popular files, each of a given size, and that each EN can cache at most

a fraction µ ∈ [0, 1] of the library content, where µ is defined as the fractional cache size. Full Channel

State Information (CSI) of the shared wireless channel is assumed at all nodes. For this example, the

information-theoretically optimal trade-off δ∗(µ, r) between the NDT and the fractional cache size µ is

shown in Fig. 2(b) for r = 0.5 for serial as well as for pipelined fronthaul-edge transmission. The NDT

captures the worst-case delivery latency required by the F-RAN to deliver all files requested by the users

across both fronthaul and wireless segments. An NDT δ∗(µ, r) indicates that an F-RAN with fractional

cache size µ and fronthaul rate r requires a total latency that is δ∗(µ, r) times the time required by the

mentioned reference system with unlimited caching and no interference.

Among other conclusions, as illustrated in Fig. 2, the analysis presented in this paper reveals that, for

serial fronthaul-edge transmission, in the regime of low fronthaul capacity (r ≤ 0.5), the latency due to

fronthaul transfer makes cloud processing not useful in reducing the overall delivery latency when the

cache capacity is large enough (µ ≥ 1/2). In contrast, for pipelined fronthaul-edge transmission, cloud

processing is instrumental in obtaining the minimum delivery latency for all values of µ, even when
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the fronthaul capacity is small. This is because, with pipelined transmission, the ENs need not wait for

the fronthaul transmission to be completed before communicating to the users on the edge links. For

the same reason, pipelined fronthaul-edge transmission generally improves the NDT compared to serial

transmission. In particular, even with partial caching, that is, with µ < 1, the ideal NDT δ∗ = 1 is

achievable with pipelined fronthaul-edge transmission, while this is not the case with serial transmission.

More details can be found in Sections V-C and VI-D.

Related Work: The line of work pertaining to the information-theoretic analysis of cache-aided

communication systems can be broadly classified into studies that consider caching at the end-users’

devices or at the ENs. This research direction was initiated by [9], [10] for a set-up that consists of a

multicast link with cache-aided receivers. This work demonstrates that coded multicasting enables global

caching gains to be reaped, as opposed to the conventional local caching gains of uncoded transmission.

Follow-up papers on related models with receiver-end caching include [11]–[24]. The present paper is

instead inscribed in the parallel line of work that concerns caching at the ENs of a wireless network.

A pioneering effort on this subject is [25], in which “femto-caching”, that is, caching at small-cell base

stations, is introduced as a means to reduce backhaul usage and delivery latency. This and follow-up

papers, including [26]–[33], assume that cache-aided ENs are not allowed to cooperate on the basis of

the cached content to mitigate or cancel mutual interference. In contrast, references [34], [35] investigate,

from an information-theoretic viewpoint, an interference-limited wireless system with cache-aided ENs that

can carry out coordinated transmission strategies, such as interference alignment, as well as cooperative

transmission schemes, such as joint beamforming. Specifically, in [34], [35] an upper bound on the worst-

case delivery latency, which is formulated in terms of the inverse of the degrees-of-freedom metric, is

derived for M = 3 ENs and K = 3 users by proposing a specific caching and delivery policy. Upper and

lower bounds on this metric are obtained in [36] by accounting for caching at both ENs and users, under

the assumption of delivery strategies based on linear precoding on the wireless channel. Related works

that focus on the optimization of signal processing strategies at the ENs can be found in [37]–[41]. This

work was partially presented in [42]–[46] and a brief informal summary was provided in [47]. Reference

[48] extends the lower bounds in [42] to the case with caching also at the receivers and proposes upper

bounds on delivery latency for systems with two and three receivers.

Main Contributions: The main contributions of this paper are summarized as follows.

• An information-theoretic model of a fog-aided system, termed F-RAN, is presented, along with a

novel latency metric, namely the normalized delivery time (NDT). The NDT measures the worst-case

latency required to deliver an arbitrary vector of requests to the users in the high-SNR regime, as

compared to a reference system with full caching and no interference on the wireless channel.

• Under the assumptions of uncoded inter-file caching (but allowing for arbitrary intra-file coding), full

CSI at all nodes and serial transmission, we develop general information-theoretic lower bounds on

the minimum NDT for an F-RAN with any number of ENs and users as a function of the caching and

fronthaul limitations as defined by the parameters µ and r, respectively. The lower bounds are derived

by adopting cut-set arguments that are tailored to the set-up at hand that includes both fronthaul and

wireless segments.

• We present a general upper bound on the NDT of an arbitrary F-RAN with serial transmission by

leveraging file-splitting between cloud-aided and cache-aided transmission strategies. For the cloud-

aided scheme, we consider a novel soft-transfer fronthauling approach, inspired by the standard

operation of C-RAN [4], which is based on the transmission of quantized encoded signals on the

fronthaul links. For cache-aided strategies, we leverage both coordination via interference alignment

and cooperation via joint beamforming at the ENs based on cached content. A number of alternative

strategies are also considered for reference, including the conventional hard-transfer of uncached

content on the fronthaul links.

• The proposed achievable schemes are shown to achieve the minimum NDT to within a factor of 2
for all values of the system parameters for serial transmission.

4



• The minimum NDT is characterized exactly in a number of important special cases for serial

transmission. These include: cloud-only F-RANs, also known as C-RAN; cache-only F-RANs, that

is the cache-aided wireless system studied in [34], [35] for extremal values of fractional cache size

µ; and general F-RAN models with both cloud processing and caching for the case when the number

of users exceeds the number of ENs in the low fronthaul regime. We present a specific case study

for the 2× 2 F-RAN, where the minimum NDT is completely characterized by the proposed bounds

(see Fig. 2(b)).

• We define and investigate an F-RAN model in which the fronthaul and wireless edge segments can

be operated in a pipelined, or parallel, manner. We show that, in comparison to serial transmission,

pipelined fronthaul-edge transmission can improve the NDT by a multiplicative factor of at most 2.

• We present a general lower bound on the minimum NDT for the the pipelined fronthaul-edge

transmission model as well as achievable schemes which leverage block-Markov encoding along

with file-splitting between cloud and cache-aided transmission strategies.

• We characterize the minimum NDT for cloud-only F-RAN with pipelined fronthaul-edge transmission.

Furthermore, for a general M ×K F-RAN with pipelined fronthaul-edge transmission, the proposed

schemes are shown to achieve the minimum NDT to within a factor of 2 for all values of system

parameters. We present the case study for the 2×2 F-RAN for which the minimum NDT is completely

characterized by the proposed bounds (see Fig. 2(b)).

The remainder of the paper is organized as follows. Section II presents the information-theoretic model

for a general M × K F-RAN and introduces the NDT metric for serial fronthaul-edge transmission.

Lower bounds on the NDT for an F-RAN are derived in Section III, while achievable schemes are

proposed in Section IV. In Section V, we present the mentioned finite-gap and exact characterization of

the minimum NDT. Section VI discusses the F-RAN model with pipelined fronthaul-edge transmissions.

General upper and lower bounds on the minimum NDT for this model are presented along with a finite-gap

characterization of the minimum NDT. Section VII highlights some of the open problems and directions

for future work, while Section VIII concludes the paper.

Notation: For any two integers a and b with a ≤ b, we define the notation [a : b] , {a, a+1, . . . , b}. We

also use the notation b ∈ [a, c] to imply that b lies in the interval a ≤ b ≤ c for any a, b, c. Furthermore,

b ∈ (a, c] denotes a < b ≤ c. We use the notation x ∈ {a, b, . . . , c} to denote that the variable x takes the

values in the set {a, b, . . . , c}. We define the function (x)+ , max{0, x}. The set of all positive integers

is denoted by N+ and the set of all complex numbers is denoted by C.

II. SYSTEM MODEL AND PERFORMANCE METRICS

In this section, we first present a model for the cloud and cache aided F-RAN system under study.

Then, we introduce the normalized delivery time (NDT) metric, along with a number of remarks to provide

additional context on the adopted model and performance metric.

A. System Model

We consider an M ×K F-RAN, shown in Fig. 1, where M ENs serve a total of K users through a

shared wireless channel. The ENs can cache content from a library of N files, F1, . . . , FN , where each

file is of size L bits, for some L ∈ N+. Formally, the files Fn are independent and identically distributed

(i.i.d.) as

Fn ∼ Unif
{
1, 2, . . . , 2L

}
, ∀n ∈ [1 : N ]. (1)

Each EN is equipped with a cache in which it can store µNL bits, where the fraction µ, with µ ∈ [0, 1],
is referred to as the fractional cache size and can be interpreted as the fraction of each file which can be

cached at an EN. The cloud has full access to the library of N files, and each EN is connected to the

cloud by a fronthaul link of capacity of CF bits per symbol, where a symbol refers to a channel use of

the downlink wireless channel.
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In a transmission interval, each user k ∈ [1 : K] requests one of the N files from the library. The

demand vector is denoted by D , (d1, . . . , dK) ∈ [1 : N ]K . This vector is known at the beginning of a

transmission interval by both cloud and ENs, which attempt to satisfy the users’ demands within the lowest

possible delivery latency. As illustrated in Fig. 1, we first assume a serial operation over the fronthaul

and wireless segments, whereby the cloud first communicates to the ENs and then the ENs transmit on

the shared wireless channel to the users. As a result, the total latency is the sum of fronthaul and edge

latencies (see Remark 4 for additional discussion on this point).

All the nodes have access to the global CSI about the wireless channels H =
{{hkm} : k = [1 : K], m = [1 : M ]}, where hkm ∈ C, denotes the wireless channel between user

k ∈ [1 : K] and ENm, m ∈ [1 : M ]. The coefficients are assumed to be drawn i.i.d. from a continuous

distribution and to be time-invariant within each transmission interval.

As mentioned, the design of the system entails the definition of caching and delivery policies, which are

formalized next for the case of serial fronthaul-edge transmission. Various generalizations of the definition

below are presented in Sections III, IV and VI.

Definition 1 (Policy). A caching, fronthaul, edge transmission, and decoding policy π = (πc, πf , πe, πd)
is characterized by the following functions.

a) Caching Policy πc: The caching policy at each edge node ENm, m ∈ [1 : M ], is defined by functions

πm
c,n(·) that maps each file Fn to its cached content Sm,n as

Sm,n , πm
c,n (Fn) , ∀n ∈ [1 : N ]. (2)

The mapping is such that H(Sm,n) ≤ µL in order to satisfy the cache capacity constraints. The overall

cache content at ENm is given by Sm = (Sm,1, Sm,2, . . . , Sm,N). Note that the caching policy πc,n allows

for arbitrary coding within each file, but it does not allow for inter-file coding. Furthermore, the caching

policy is kept fixed over multiple transmission intervals and is thus agnostic to the demand vector D and

the global CSI H.

b) Fronthaul Policy πf : A fronthaul policy is defined by a function πf(·), which maps the set of files

F[1:N ], the demand vector D and CSI H to the fronthaul message

UTF

m = {Um[t]}
TF

t=1 = πm
f

(
{F[1:N ]}, Sm,D,H

)
, (3)

which is transmitted to ENm via the fronthaul link of capacity CF bits per symbol. Here, TF is the duration

of the fronthaul message. In keeping with the definition of fronthaul capacity CF , all time intervals,

including TF , are normalized to the symbol transmission time on the downlink wireless channel. Thus,

the fronthaul message cannot exceed TFCF bits.

c) Edge Transmission Policy πe: After fronthaul transmission, each edge node ENm follows an edge

transmission policy πm
e (·) to map the demand vector D and global CSI H, along with its local cache

content and the received fronthaul message, to output a codeword

XTE

m = {Xm[t]}
TE

t=1= πm
e

(
Sm,U

TF

m ,D,H
)
, (4)

which is transmitted to the users on the shared wireless link. Here, TE is the duration of the transmission

on the wireless channel, on which an average power constraint of P is imposed for each codeword XTE

m .

Note that the fronthaul policy πf and the edge transmission policy πe can adapt to the instantaneous

demands and CSI at each transmission interval, unlike the caching policy, πc, which remains unchanged

over multiple transmission intervals.

d) Decoding Policy πd: Each user k ∈ [1 : K], receives a channel output given by

YTE

k = {Yk[t]}
TE

t=1=
M∑

m=1

hkmX
TE

m + nTE

k , (5)
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where the noise nTE

k = {nk[t]}
TE

t=1 is such that nk[t] ∼ CN (0, 1) is i.i.d. across time and users. Each user

k ∈ [1 : K], implements a decoding policy πd(·), which maps the channel outputs, the receiver demands

and the channel realization to the estimate

F̂dk , πk
d

(
YTE

k , dk,H
)

(6)

of the requested file Fdk . The caching, fronthaul, edge transmission and decoding policies together form

the policy π = (πm
c , π

m
f , π

m
e , πk

d) that defines the operation of the F-RAN system. The probability of error

of a policy π is defined as

Pe = max
D

max
k∈[1:K]

P

(
F̂dk 6= Fdk

)
, (7)

which is the worst-case probability of decoding error measured over all possible demand vectors D and

over all users k ∈ [1 : K]. A sequence of policies, indexed by the file size L, is said to be feasible if, for

almost all channel realizations H, i.e., with probability 1, we have Pe → 0 when L → ∞.

B. Performance Metric: Normalized Delivery Time

We next define the proposed performance metric of normalized delivery time (NDT) by first introducing

the notion of delivery time per bit.

Definition 2 (Delivery time per bit). A delivery time per bit ∆(µ, CF , P ) is achievable if there exists a

sequence of feasible policies such that

∆(µ, CF , P ) = lim sup
L→∞

TF + TE

L
. (8)

The delivery time per bit accounts for the latency within each transmission interval. Specifically, the

total latency is given by the sum of the fronthaul and edge contributions, namely TF and TE, respectively.

In order to obtain a vanishing probability of error, as required by Definitions 1 and 2, the latencies TF

and TE need to scale with L, and it is this scaling that is measured by (8). We also observe that the

definition of delivery time per bit in (8) is akin to the completion time studied in [49], [50] for standard

channel models such as broadcast and multiple access channels.

While the delivery time per bit ∆(µ, CF , P ) generally depends on the power level P , as well as on the

fronthaul capacity CF and fractional cache size µ, we next define a more tractable metric that reflects the

latency performance in the high-SNR regime. To this end, we let the fronthaul capacity scale with the

SNR parameter P as CF = r log(P ), where the fronthaul rate r measures high-SNR ratio between the

fronthaul capacity and the capacity of each EN-to-user wireless link in the absence of interference.

Definition 3 (NDT). For any achievable ∆(µ, CF , P ), with CF = r log(P ), the normalized delivery time

(NDT), is defined as

δ(µ, r) = lim
P→∞

∆(µ, r log(P ), P )

1/ logP
. (9)

Moreover, for any given pair (µ, r), the minimum NDT is defined as

δ∗(µ, r) = inf {δ(µ, r) : δ(µ, r) is achievable} . (10)

Remark 1 (Operational significance of NDT). In (9), the delivery time per bit (8) is normalized by

the term 1/ logP . The latter is the delivery time per bit in the high-SNR regime for a reference baseline

system with no interference and unlimited caching, in which each user can be served by a dedicated EN

which has locally stored all the files. An NDT of δ∗ hence indicates that the worst-case time required to

serve any possible request vector D is δ∗ times larger than the time needed by this reference baseline

system. Note that, as a result, the NDT (10) is always greater than or equal to one. We also remark that
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the mentioned baseline system can also be used as a reference to study the performance of an F-RAN

model that enables also caching at the receivers, as proposed in [48]. In this case, however, the NDT can

be less than one, since the presence of caching at the receiver can yield lower latencies as compared to

the reference system. ⋄

Remark 2 (Cache-Only F-RAN and Cloud-Only F-RAN). Throughout this paper, we will often consider

separately the two important special cases of cache-only F-RAN and cloud-only F-RAN. The former

corresponds to the case in which the fronthaul capacity is zero, i.e., r = 0, while the latter, which

amounts to a C-RAN system (see Section I), is obtained by setting µ = 0. We observe that, in a cache-

only F-RAN, as studied in [34], [35], it is required that the collective cache size of the M ENs be large

enough to completely store the entire library of N files in order to obtained a finite worst-case delivery

latency. This requires the condition M × µNL ≥ NL, i.e., µ ≥ 1/M , holds. Therefore, for this case, it

suffices to focus on the range µ ∈ [1/M, 1] of fractional cache capacity. ⋄

Remark 3 (NDT vs. DoF). For the specific case of a cache-only F-RAN, the NDT in (10) is proportional

to the inverse of the more conventional degrees of freedom (DoF) metric DoF(µ) defined in [34], [35].

Specifically, we have the relationship δ∗(µ, 0) = K/DoF(µ). ⋄

We show next that the NDT is convex in the fractional size µ for any value of the fronthaul rate

r ≥ 0. The proof follows from a file-splitting and cache-sharing argument, whereby files are split into

two fractions, with the two fractions being served by different policies that share the cache resources and

whose delivery times add up to yield the overall NDT.

Lemma 1 (Convexity of Minimum NDT). The minimum NDT, δ∗(µ, r), is a convex function of µ for every

value of r ≥ 0.

Proof. Consider any two feasible policies π1 and π2, where policy πi requires a fractional cache capacity

and fronthaul rate pair (µi, r) and achieves an NDT of δ(µi, r) for i = 1, 2. Given an F-RAN system with

cache storage capacity µ = αµ1 + (1 − α)µ2 and fronthaul rate r for some α ∈ [0, 1], we consider the

following policy. Each file is split into two parts of sizes αL and (1 − α)L, respectively, where the first

is delivered by using policy π1 and the second by using policy π2. Note that a fractional cache capacity

µ is sufficient to support the operation of this policy. The NDT achieved by this policy can be computed

as δ(µ, r) = αδ(µ1, r) + (1 − α)δ(µ2, r) since, by (8) and (9), the NDT is proportional to the file size.

Applying this argument to two policies that achieve minimum NDTs δ∗(µi, r) for i = 1, 2 proves the

inequality

δ∗ (αµ1 + (1− α)µ2, r) ≤ αδ∗(µ1, r) + (1− α)δ∗(µ2, r), (11)

since the right-hand side of (11) is achievable by file-splitting. This shows the convexity of the minimum

NDT δ∗(µ, r) as a function of µ for every value of r ≥ 0.

Remark 4 (Pipelined Fronthaul-Edge Transmission). As discussed, the system model presented in this

section adopts a serial delivery model, whereby fronthaul transmission is followed by edge transmission.

An alternative model is of pipelined delivery in which the ENs can simultaneously receive on fronthaul

links and transmit on the wireless channel. In this case, each edge node ENm starts transmitting at the

beginning of the transmission interval using an edge transmission policy πm
P,e(·), such that, at any time

instant t, the EN maps the demand vector D, the global CSI H, the local cache content Sm and the

fronthaul messages received up to time (t− 1), to the transmitted signal at time t as

Xm[t] = πm
P,e

(
Sm, {Um[1], Um[2], . . . , Um[t− 1]} ,D,H

)
, t ∈ [1 : T ] (12)

The overall latency is given by T and the NDT can be defined in a manner analogous to Definition 3,
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namely

δP(µ, r) = lim
P→∞

lim sup
L→∞

T

L/ logP
. (13)

We observe that the serial fronthaul-edge transmission policies in Definition 1 are included as special cases

in the class of pipelined fronthaul-edge transmission schemes. As a result, the minimum NDT δ∗
P
(µ, r)

under pipelined operation can be no larger than that under serial operation. Furthermore, following the

same arguments as in Lemma 1, the minimum NDT δ∗
P
(µ, r) can be seen to be a convex function of µ

for any r ≥ 0. We provide a detailed study of the pipelined delivery model in Section VI. ⋄

III. LOWER BOUND ON MINIMUM NDT

In this section, we provide a general lower bound on the minimum NDT for the M × K F-RAN

described in the previous section. The main result is stated in the following proposition.

Proposition 1 (Lower Bound on Minimum NDT). For an F-RAN with M ENs, each with a fractional

cache size µ ∈ [0, 1], K users, a library of N ≥ K files and a fronthaul capacity of CF = r log(P ) bits

per symbol, the minimum NDT is lower bounded as

δ∗(µ, r) ≥ δLB(µ, r), (14)

where δLB(µ, r) is the minimum value of the following linear program (LP)

minimize δF + δE (15)

subject to : ℓδE + (M − ℓ)rδF ≥ K − (M − ℓ)(K − ℓ)µ, (16)

δF ≥ 0, δE ≥ 1, (17)

where (16) is a family of constraints with ℓ ∈ [0 : min{M,K}].

Proof. The proof of Proposition 1 is presented in Appendix I.

In Proposition 1, and henceforth, we refer to fronthaul-NDT as the normalized delivery time for fronthaul

transmission, that is,

δF = lim
P→∞

TF log(P )

L
, (18)

and edge-NDT as the normalized delivery time for edge transmission, that is,

δE = lim
P→∞

TE log(P )

L
. (19)

Note that the NDT (9) is the sum of fronthaul-NDT and edge-NDT i.e., δ = δF + δE . Proposition 1

hence provides a lower bound on the minimum NDT by means of lower bounds on linear combinations

of fronthaul and edge NDTs.

The proof of the main bound (16) is based on a cut-set-like argument, which is illustrated in Fig. 3.

Specifically, it can be argued that, for all sequence of feasible policies guaranteeing a vanishing probability

of error, in the high-SNR regime, any K requested files must be decodable with low error probability

from the received signal of ℓ users along with the cache contents and fronthaul messages of the remaining

(M − ℓ) ENs. This is because, any ℓ ≤ min{M,K} received signals YTE

[1:ℓ] are functions of M channel

inputs XTE

[1:M ], which in turn are functions of the M user caches and their corresponding fronthaul messages

UTF

[1:M ]. Thus, using these ℓ signals and the contents of (M − ℓ) caches, S[1:(M−ℓ)] and associated fronthaul

messages UTF

[1:(M−ℓ)], all the inputs can be decoded using the invertible linear system of the form of (5),

neglecting the noise in the high-SNR regime. The proposition is proved by carefully bounding the joint

9



Fig. 3. Illustration of the proof of Proposition 1.

entropy of these random variables, which upper bounds the amount of information that can be reliably

conveyed in the given time intervals TE and TF or edge-NDT δE and fronthaul-NDT δF .

We next present a sequence of corollaries that specialize the lower bound of Proposition 1 to the settings

of cache-only and cloud-only F-RANs (see Remark 2).

Corollary 1 (Lower Bound for Cache-Only F-RAN). For an M × K cache-only F-RAN (r = 0) with

µ ∈ [1/M, 1], K users and a library of N ≥ K files, the NDT is lower bounded as

δ∗(µ, 0) ≥ max
ℓ∈[1:min{M,K}]

K − (M − ℓ)(K − ℓ)µ

ℓ
. (20)

Proof. The proof of Corollary 1 follows directly by substituting r = 0 in constraint (16) in Proposition

1 and noting that any lower bound on the optimal value of the LP in Proposition 1 is also a valid lower

bound on the NDT. Varying the parameter ℓ ∈ [1 : min{M,K}] leads to the family of lower bounds in

Corollary 1.

Corollary 2 (Lower Bound for Cloud-Only F-RAN). For an M ×K cloud-only F-RAN (µ = 0), with K
users and a library of N ≥ K files, the NDT is lower bounded as

δ∗(0, r) ≥
K

min{M,K}
+

K

Mr
. (21)

Proof. Summing the constraints obtained from (16) by setting ℓ = M and ℓ = 0 yields the following

lower bound on the optimal value of the LP:

δ∗(0, r) ≥ δE + δF ≥
K

M
+

K

Mr
. (22)

Instead, summing the constraint in (16) with ℓ = 0 and the constraint δE ≥ 1 in (17) yields the following

lower bound:

δ∗(0, r) ≥ δE + δF ≥ 1 +
K

Mr
. (23)

Combining the bounds in (22) and (23) yields

δ∗(0, r) ≥ max

(
K

M
+

K

Mr
, 1 +

K

Mr

)
=

K

min{M,K}
+

K

Mr
, (24)

which concludes the proof.
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IV. UPPER BOUNDS ON THE MINIMUM NDT

In this section, we present upper bounds on the minimum NDT by considering the performance of

specific policies. We proceed by first investigating cache-aided and cloud-aided transmission strategies

separately, which are then combined to obtain cloud and cache-aided policies by means of file-splitting

and cache-sharing (see Lemma 1).

A. Cache-Aided Policies

We consider first cache-aided policies that do not use cloud resources and hence operate even when

there is no fronthaul infrastructure, i.e., when r = 0. We specifically focus on the two extremal scenarios

in which µ = 1, so that all ENs can cache the entire library of files, and µ = 1/M , so that the library

can be fully cached as long as different portions of it are stored at distinct ENs.
The following lemma provides an upper bound on the minimum NDT for the case µ = 1 by leveraging

cache-aided EN cooperation via zero-forcing (ZF) beamforming.

Lemma 2 (Achievable NDT with Cache-Aided EN Cooperation). For an F-RAN with fractional cache

size µ = 1 and any fronthaul rate r ≥ 0, the NDT is upper bounded as δ∗(µ = 1, r) ≤ δCa−ZF, where

δCa−ZF =
K

min{M,K}
(25)

is achieved by means of ZF-beamforming based on the cached files.

Proof. The ENs employ ZF-beamforming to serve the users’ requests. Note that the worst-case demand

can be easily seen to be any vector D of distinct files. In fact, any other vector that contains the same file

for multiple users can always be delivered with the same latency by treating the files as being different.

Using ZF, a sum-rate of min{M,K} log(P ), neglecting o(log(P )) terms, can be achieved [51]. Thus, the

delivery time per bit (8) achieved by this scheme is approximately, that is, neglecting o(log(P )) terms,

given by

∆(µ = 1, 0, P ) =
K/ log(P )

min{M,K}
, (26)

which, by definition of the NDT (Definition 3), yields an achievable NDT δCa−ZF = K/min{M,K},

hence concluding the proof.

The next lemma provides an upper bound on the minimum NDT that is obtained by means of cache-

aided coordination strategies based on interference alignment for the case µ = 1/M .

Lemma 3 (Achievable NDT with Cache-Aided EN Coordination). For an F-RAN with fractional cache

size µ = 1/M and any fronthaul rate r ≥ 0, the NDT is upper bounded as δ∗(µ, 0) ≤ δCa−IA, where

δCa−IA =
M +K − 1

M
(27)

is achievable by means of interference alignment.

Proof. Following the ideas discussed in [34], [35], each file is split into M non-overlapping fragments

Fn = (Fn,1, Fn,2, . . . , Fn,M), each of size L/M bits. The fragment Fn,m is stored in the cache of ENm for

n ∈ [1 : N ]. Thus, the cache storage for each EN is NL/M bits and µ = 1/M . For any file dk is requested

by a user k, each of the ENs has a fragment Fdk,m to transmit to the user. For the worst-case demand

vector in which all users request different files (see proof of Lemma 2), the M ×K system becomes an

X-channel, for which a reliable sum-rate of (MK/(M +K − 1)) log(P ), neglecting o(log(P )) terms, is

achievable by interference alignment [52], [53]. Thus, the achievable delivery time per bit in Definition

2 is approximately given by

∆

(
µ =

1

M
, 0, P

)
=

M +K − 1

M log(P )
, (28)
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yielding an NDT equal to δCa−IA = (M +K − 1)/M .

B. Cloud-Aided Policies

We now move to considering cloud-aided policies that neglect the caches at the ENs and hence operate

even in the case in which the ENs have no storage capabilities, that is, when µ = 0. We first discuss a more

conventional hard-transfer fronthauling approach, whereby the fronthaul is used to send the requested files

in raw form to the ENs. Then, we elaborate on the the soft-transfer scheme that is typical of C-RAN, in

which quantized coded signals are transferred on the fronthaul links.

Example 2 (Cloud-Aided Hard-Transfer Fronthauling). Consider an F-RAN with M = 3 ENs and K = 3
users with a library of K = 3 files {A,B,C}, each of size L bits. We are interested in developing delivery

strategies that only rely on cloud processing and fronthaul transfer, while neglecting the use of caches. We

focus again on the worst-case in which each user requests a different file, i.e., D = (d1, d2, d3) = (A,B,C).
With hard-transfer fronthaul, the cloud sends files, or subfiles, over the fronthaul links to each EN, which

then encodes the signal to be transmitted on the shared wireless channel. A first approach would be to

send all three files, and hence 3L bits, to each EN, so as to enable the ENs to perform cooperative ZF-

beamforming on the wireless channel. Using the fact that the fronthaul capacity is CF = r log(P ) bits per

symbol, the fronthaul delivery time is TF = 3L/(r log(P )), yielding a fronthaul-NDT equal to δF = 3/r.

Since, with ZF, the edge-NDT is δE = 1, the overall NDT achieved by this strategy is δ = 1 + 3/r.

Alternatively, the cloud can divide each file into three fragments and send the fragments (Ai, Bi, Ci) to

ENi over the corresponding fronthaul link. In this case, the fronthaul delivery time is TF = L/(r log(P ))
yielding a fronthaul-NDT of δF = 1/r. The ENs then transmit on wireless channel using interference

alignment for an X-channel, achieving an edge-NDT of δE = 5/3. Thus the achievable NDT with this

approach is δ = 5/3+1/r. Based on the available fronthaul rate r, the cloud can choose the policy which

yields the minimum NDT. In this case, when r ≤ 3 the interference alignment-based scheme should be

utilized, while the ZF-based strategy is to be preferred otherwise.

Generalizing the previous example, the following proposition gives an upper bound on the minimum

NDT, that can be achieved by the use of hard-transfer fronthauling.

Proposition 2 (Achievable NDT with Cloud-Aided Hard-Transfer Fronthauling). For an M ×K F-RAN

with each EN having a fractional cache size µ ∈ [0, 1] and a fronthaul rate of r ≥ 0, the NDT is upper

bounded as δ∗(µ, r) ≤ δCl−Hf , where

δCl−Hf = min

{
K

min{M,K}
+

K

r
,
M +K − 1

M
+

K

Mr

}
, (29)

which is achieved by means of hard-transfer fronthauling.

Proof. Following the discussion in Example 2, we consider the selection between two different strategies

to prove Proposition 2.

1) Cloud-Aided EN Cooperation via ZF Beamforming: In the first strategy, the cloud transmits all the

requested files to each EN over the fronthaul links. Thus, for any request vector D, the cloud needs to

transmit KL bits to each EN. Since the fronthaul links have capacity CF = r log(P ) each, the fronthaul

delivery time is TF = KL/(r log(P )), yielding a fronthaul-NDT of δF = K/r. Furthermore, ZF-based EN

cooperation achieves an edge-NDT of δE = K/min{M,K} as shown in Lemma 2. Thus, the achievable

NDT with this strategy is

δF + δE =
K

min{M,K}
+

K

r
. (30)

2) Cloud-Aided EN Coordination via Interference Alignment: With this second strategy, for the K
requested files Fd1 , Fd2 , . . . , FdK , the cloud splits each file into M non-overlapping fragments Fdk =
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Fig. 4. Illustration of the proposed cloud-aided soft-transfer fronthauling acheme with M = 3 ENs and K = 2 users.

(Fdk ,1, Fdk,2, . . . , Fdk,M), for k ∈ [1 : K], where each fragment is of size L/M bits. The fragments

F[d1,...,dK ],m are transmitted to ENm for m ∈ [1 : M ]. Thus, for a fronthaul capacity of CF = r log(P )
bits per symbol, the fronthaul delivery time is TF = KL/(Mr log(P )), yielding a fronthaul-NDT of

δF = K/(Mr). As seen in Lemma 3, using an X-channel interference alignment scheme achieves an

edge-NDT of δE = (M +K − 1)/M . Thus, the NDT

δF + δE =
M +K − 1

M
+

K

Mr
, (31)

is achievable via interference alignment. For a given fronthaul rate of r, the cloud then chooses the

transmission strategy which achieves the minimum NDT between (30) and (31), which yields (29), hence

concluding the proof.

We now move to the consideration of the soft-transfer fronthauling approach.

Example 3 (Cloud-Aided Soft-Transfer Fronthauling). Consider an F-RAN with M ENs and K = M
users. With soft-transfer fronthauling, as first proposed in [54], the cloud implements ZF-beamforming

and quantizes the resulting encoded signals. Using a resolution of log(P ) bits per downlink baseband

sample, it can be shown that the effective SNR in the downlink scales proportionally to the power P (see

Appendix II and [54]). As a result, this scheme entails a fronthaul transmission time TF that equals the

edge transmission time TE of the ZF-beamforming scheme, namely TE = L/(log(P )), multiplied by the

time needed to carry each baseband sample on the fronthaul link, namely log(P )/(r log(P )), yielding

the NDT δCl−Sf = 1 + 1/r. Comparing with the NDT obtained in Example 2 by means of hard-transfer

fronthauling, we see that soft-transfer fronthaul yields a lower NDT.

The following proposition generalizes the previous example to give an upper bound on the minimum

NDT, which is achieved by a cloud-aided policies using soft-transfer fronthauling.

Proposition 3 (Achievable NDT with Cloud-Aided Soft-Transfer Fronthauling). For an M × K F-RAN

with each EN having a fractional cache size µ ∈ [0, 1] and a fronthaul rate r ≥ 0, the NDT is upper

bounded as δ∗(µ, r) ≤ δCl−Sf , where

δCl−Sf =
K

min{M,K}
+

K

Mr
, (32)

which can be achieved by means of soft-transfer fronthauling.

Proof. A formal proof of Proposition 3 is presented in Appendix II. A proof sketch outlining the main

ideas is provided below.

For the case M ≤ K, the main arguments follow in a manner similar to Example 3. The case M ≥ K
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instead requires a novel delivery approach that is based on the parallel transmission on the fronthaul

links of quantized encoded signals that are sent using time-sharing on the wireless channel. We explain

the scheme at hand with an example for an F-RAN with M = 3 ENs serving K = 2 users, which is

illustrated in Fig. 4. We first list all possible
(
3
2

)
= 3 clusters of 2 ENs. Each of the 3 clusters of ENs

is scheduled to transmit sequentially for 1/3 of the total edge delivery time TE on the wireless channel.

The signals to be transmitted by each cluster on the wireless channels are sent in parallel on the fronthaul

links by the cloud by means of a soft-transfer fronthauling strategy. Specifically, each EN participates in

two clusters and hence it needs to receive only 2TE/3 quantized samples from the cloud on the fronthaul

link. Thus, using a resolution of B = log(P ) bits per sample as in Example 3, a fronthaul latency of

TF = 2BTE/(3CF ) = 2TE/3r is achieved. This yields a fronthaul-NDT of δF = 2δE/(3r) for a total

achievable NDT of δCl−Sf = 1 + 2/(3r).

Remark 5 (Hard vs. Soft-Transfer Fronthaul). Comparing the NDT of soft-transfer fronthauling in

Proposition 3 with the achievable NDT for hard-transfer fronthauling in Proposition 2, we see that the

achievable NDT in Proposition 3 is strictly lower, demonstrating that soft-transfer fronthauling is to be

preferred when the goal is to minimize the NDT. ⋄

C. Cache and Cloud-Aided Policies

Here, we propose a general upper bound on the minimum NDT for an F-RAN with M ENs, K users

and N ≥ K files, which is attained by combining the cache-aided strategy discussed in Section IV-A

and the cloud-aided soft-transfer fronthaul policy of Section IV-B by means of file-splitting and cache-

sharing (see Lemma 1). Note that the choice of soft-transfer fronthauling over hard-transfer fronthauling

is motivated by Remark 5.

Proposition 4 (Achievable NDT via Cloud and Cache-Aided Policies). For an M × K F-RAN with a

fronthaul rate of r ≥ 0, the minimum NDT is upper bounded as δ∗(µ, r) ≤ δAch(µ, r), where we have

defined

rth =
K(M − 1)

M (min{M,K} − 1)
, (33)

and the achievable NDT is given for three distinct regimes of operation as follows:

• Low Cache and Low Fronthaul Regime (µ ≤ 1/M and r ≤ rth):

δAch(µ, r) = (M +K − 1)µ+ (1− µM)

[
K

min{M,K}
+

K

Mr

]
; (34)

• High Cache and Low Fronthaul Regime (µ ≥ 1/M and r ≤ rth):

δAch(µ, r) =
K

min{M,K}

(
µM − 1

M − 1

)
+ (1− µ)

M +K − 1

M − 1
; (35)

• High Fronthaul Regime (µ ∈ [0 , 1 ] and r ≥ rth):

δAch(µ, r) =
K

min{M,K}
+

(1− µ)K

Mr
. (36)

Proof. A formal proof follows, while a high level description of the proposed scheme can be found in

Remark 6. The proposition is proved by considering the NDT of a policy that performs file-splitting and

cache-sharing, as described in the proof of Lemma 1, between cache-aided and cloud-aided schemes.

Specifically, for the low-cache, low fronthaul regime where µ ∈ [0, 1/M ] and r ≤ rth, we use the cache-

aided policy described in Lemma 3, yielding δCa−IA, for a fraction of the files equal to µM and the

cloud-aided soft-transfer fronthauling policy described in Proposition 3, yielding δCl−Sf , for the remaining
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Fig. 5. Caching and delivery schemes achieving the NDT in Proposition 4.

(1−µM) fraction of the files. This requires a fractional cache capacity of µM×(1/M)+(1−µM)×0 = µ,

since the two schemes at hand use fractional cache size 1/M and 0 respectively. Moreover, the achievable

NDT is

δ
′

Ach
(µ, r) = (µM)δCa−IA + (1− µM)δCl−Sf , (37)

which equals the achievable NDT in (34). In a similar manner, for the high-cache, low fronthaul regime

where µ ≥ 1/M and r ≤ rth, we use the cache-aided policy described in Lemma 3, yielding δCa−IA, for

a fraction M(1 − µ)/(M − 1) of the files and the cache-aided policy described in Lemma 2, yielding

δCa−ZF, for the remaining (µM − 1)/(M − 1) fraction of files. This requires a fractional cache size of

M(1 − µ)/(M − 1) × (1/M) + (µM − 1)/(M − 1) × 1 = µ since the schemes at hand use fractional

cache size of 1/M and 1 respectively. The achievable NDT is

δ
′′

Ach
(µ, r) =

M(1 − µ)

(M − 1)
δCa−IA +

(µM − 1)

(M − 1)
δCa−ZF, (38)

which equals the achievable NDT in (35). Finally, for fractional cache size µ ∈ [0, 1] and high fronthaul

rate of r ≥ rth, the NDT

δ
′′′

Ach
(µ, r) = µδCa−ZF + (1− µ)δCl−Sf (39)

is achieved by file-splitting between the cache-aided policy described in Lemma 2, yielding δCa−ZF, for

a fraction µ of the files and the cloud-aided soft transfer fronthaul policy of Proposition 3, which gives

δCl−Sf , for the remaining (1 − µ) fraction of the files. Note that this requires a fractional cache size of

µ × 1 + (1 − µ) × 0 = µ since the schemes at hand use fractional cache size of 1 and 0 respectively.

The NDT (39) equals the achievable NDT in (36). The fronthaul threshold, rth, is the limiting fronthaul

rate for which the achievable NDT δ
′′′

Ach
is always lower than the achievable NDTs δ

′

Ach
and δ

′′

Ach
. This

completes the proof of Proposition 4.

Remark 6 (Achievable Scheme). The scheme that achieves the NDT (34)-(36) can be explained with
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reference to Fig. 5 as follows. In the regime of high fronthaul rate, i.e., r ≥ rth, the same fraction µ of

each file is stored at all ENs. For any request vector, the cached fraction µ of the requested files is then

transmitted using cache-aided EN cooperation, while the uncached fraction 1−µ is delivered using cloud-

aided soft transfer fronthauling. In contrast, in the regime of low fronthaul rate, i.e., r < rth, placement

is aimed at caching fractions of each file that are as distinct as possible at different ENs. The rationale of

this choice is that one would like to minimize fronthaul usage in this regime. As a result, when r < rth,

we need to distinguish the two cases represented in Fig. 5 in which the µ fractions of each file stored

at different ENs are either fully disjoint, possibly leaving a portion of each file uncached, or partially

overlapping. Delivery of the shared and uncached fractions takes place using cache-aided EN cooperation

and cloud-aided soft transfer fronthauling, respectively. Instead, the fractions cached at distinct ENs are

delivered using cached-aided EN coordination. ⋄

Remark 7 (Size of File Library). In this work we assume that the number of files in the library is greater

than the number of users i.e., N ≥ K. This is justified for scenarios in which the users simultaneously

active in the area monitored by a cloud processor is less than the size of the content library. Given that the

latter may contain at least tens of thousands of files, this is a practically relevant assumption. Furthermore,

from a technical standpoint, the lower bound in (14) relies on this assumption since the confition N ≥ K
ensures that the worst-case request vector is such that each user has a distinct demand. For N ≤ K, the

lower bound will be smaller, reflecting the possible gains that can be accrued via multicasting. Instead,

the upper bound on the NDT (achievable NDT) is still valid for the case of N ≤ K. In fact, we can

always deliver common files as distinct files for each user. ⋄

V. CHARACTERIZATION OF THE MINIMUM NDT

Based on the lower and upper bounds presented in Sections III and IV, in this section we show that the

proposed achievable schemes in Section IV are optimal in a number of important special cases, including

cloud-only F-RANs, also known as C-RAN; cache-only F-RANs for extremal values of fractional cache

size µ; and general F-RAN models with both cloud processing and caching for the case when the number

of users exceeds the number of ENs in the low fronthaul regime. Furthermore, we present a constant factor

approximation of the minimum NDT, δ∗(µ, r), for all values of problem parameters, which shows that

the proposed achievable schemes are approximately optimal to within a factor of at most 2. To proceed

we first consider separately cache-only and cloud-only F-RAN and then study the general F-RAN model.

A. Minimum NDT for Cache-Only F-RAN

The following proposition characterizes the minimum NDT for a cache-only F-RAN (r = 0) for extremal

values of the fractional cache size i.e., for µ ∈ {1/M, 1}. We recall that with µ ≤ 1/M , the minimum

NDT is unbounded (see Remark 2).

Proposition 5 (Minimum NDT for Cache-Only F-RAN). For an M × K F-RAN with a fronthaul rate

r = 0, the minimum NDT given by

δ∗(µ, 0) =

{
δCa−IA for µ = 1/M,

δCa−ZF for µ = 1,
(40)

where δCa−IA can be achieved by means of EN coordination via interference alignment (see (27)) and

δCa−ZF can be achieved by EN cooperation via ZF-beamforming (see (25)).

Proof. The proof of Proposition 5 is provided in Appendix III.

The result indicates that, in a cache-only F-RAN, the proposed converse in Corollary 1 is tight at

extremal values of fractional cache size µ, and that cache-aided EN cooperation and coordination are

optimal for µ = 1 and µ = 1/M , respectively.
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B. Minimum NDT for Cloud-Only F-RAN

The following proposition gives the minimum NDT for a cloud-only F-RAN (µ = 0), showing the

optimality of soft-transfer fronthauling.

Proposition 6 (Minimum NDT for Cloud-Only F-RAN). For an M ×K F-RAN with µ = 0, the minimum

NDT is characterized as

δ∗(0, r) = δCl−Sf (41)

for r ≥ 0 which can be achieved by soft-transfer fronthauling (see (32)).

Proof. The proof follows directly from the lower bound on the minimum NDT for cloud-only F-RANs,

presented in Corollary 2 and from the achievable NDT presented in Proposition 3 that uses soft-transfer

fronthauling.

C. Approximate Characterization of the Minimum NDT for a Cache and Cloud-Aided F-RAN

We next provide another exact characterization of the NDT, in addition to the results in Propositions

5 and 6 for r = 0 and µ ∈ {1/M, 1} and for µ = 0 respectively. Specifically, in the low cache memory

regime in which µ ∈ [0, 1/M ], when the number of ENs is smaller than the number of users, i.e., M ≤ K,

and the fronthaul rate is small i.e., r ≤ 1/(M − 1), the following proposition gives the minimum NDT.

Proposition 7 (Minimum NDT for F-RAN with Low Fronthaul and Cache Size). For an M ×K F-RAN

with M ≤ K and with each EN having a fractional cache size µ ∈ [0, 1/M ] and a fronthaul rate of

r ∈ (0, 1/(M − 1)], the minimum NDT is given as

δ∗(µ, r) = (M +K − 1)µ+
K (1− µM)

M

(
1 +

1

r

)
. (42)

Proof. The proof of Proposition 7 is provided in Appendix V.

We finally provide an approximate characterization of the minimum NDT for a general M ×K F-RAN

by showing that the lower bound in Proposition 1 and the upper bound in Proposition 4, are within a

constant multiplicative gap equal to 2, independent of problem parameters for all regimes of fractional

cache size µ and fronthaul rate r.

Proposition 8 (Minimum NDT for a General F-RAN). For a general M ×K F-RAN, we have

δAch(µ, r)

δ∗(µ, r)
≤ 2, (43)

for µ ∈ [1/M, 1] when r = 0 (cache-only F-RAN) and for µ ∈ [0, 1] when r > 0 (cloud and cache-aided

F-RAN).

Proof. The proof of Proposition 8 is given in Appendix IV.

Remark 8. When considering a cache-aided F-RAN (r = 0), the system studied in this paper becomes a

special case of the system considered in [36], which is a cache-aided system with caching at both ENs and

users. The authors in [36] show that, under the constraint of linear precoding strategies for transmission

over the wireless channel, the optimal sum-DoF can be characterized to within a factor of 2. Proposition

8 shows that the factor 2 approximation of the minimum NDT, and hence of the sum-DoF, as seen in

Remark 3, holds over a larger class of precoding schemes, including non-linear transmission strategies,

and that it extends to cloud and cache-aided F-RANs. ⋄

Remark 9 (Sub-Packetization of Files). The caching and delivery schemes designed for the cache-only

systems studied in [34] and [36] are based on techniques that require splitting each file into a number of

sub-packets which increases exponentially in the number of ENs. In contrast, as illustrated in Fig. 5, the
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Fig. 6. Minimum NDT for an F-RAN with M = K = 2: (a) low fronthaul regime, here r = 0.25; and (b) high fronthaul regime, here

r = 1.5. The labels ”Cache” and ”Cloud” refer to the achievable schemes.

scheme proposed in this paper requires only at most M + 1 sub-packets, which is linear in the number

M of ENs. ⋄

Remark 10 (Minimum NDT for the 2× 2 F-RAN). As proved in [45], the achievable scheme described

in Remark 6 is optimal for an F-RAN with M = 2 ENs and K = 2 users as summarized in the following

corollary.

Corollary 3 (Theorem 1 , [45]). For an F-RAN with M = 2 ENs, K = 2 users and N ≥ 2 files, the

minimum NDT is characterized as

• Cache-Only F-RAN (r = 0):

δ∗(µ, r) = 2− µ. (44)

• Low Fronthaul (r ∈ (0, 1]):

δ∗(µ, r) = max
(
1 + µ+

1− 2µ

r
, 2− µ

)
. (45)

• High Fronthaul (r > 1):

δ∗(µ, r) = 1 +
1− µ

r
. (46)

For the converse, which is not reported in [45], please see Appendix VI. The achievability follows as

per Remark 6. A partial characterization of the minimum NDT of an F-RAN with M = 3 ENs and K = 3
users is provided in our related work in [44] by leveraging the results presented in the previous sections

and the achievable schemes presented in [34], [35]. ⋄

VI. PIPELINED FRONTHAUL-EDGE TRANSMISSION

In this section, we elaborate on the F-RAN model with pipelined fronthaul-edge transmission introduced

in Section II-B (see Remark 4). The following lemma bounds the improvement in NDT that can be achieved

by the use of pipelined fronthaul-edge transmission as compared to serial fronthaul-edge transmission.
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Lemma 4 (Pipelined vs. Serial Fronthaul-Edge Transmission). For an M × K cloud and cache-aided

F-RAN, pipelined fronthaul-edge transmission can improve the minimum NDT as compared to serial

transmission by a factor of at most 2, i.e.,

δ∗
P
(µ, r) ≥

δ∗(µ, r)

2
. (47)

Proof. For the case of pipelined fronthaul-edge transmission, consider an optimal policy π∗
P

that achieves

the minimum NDT δ∗
P
(µ, r). We use this policy π∗

P
to construct a policy π for serial fronthaul-edge

transmission model as follows: the caching and fronthaul policies for π are the same as for π∗
P
; and the

edge-transmission policy for π is the same as for π∗
P

with the caveat that the ENs start transmitting only

after the fronthaul transmission is complete. The NDT δ(µ, r) achieved by the serial policy π is no larger

than 2δ∗
P
(µ, r) since the durations of fronthaul and edge transmission for π∗

P
are by definition of the NDT

(13), both limited by δ∗
P
(µ, r) when normalized by L/ log(P ) in the limit of large L and P . This concludes

the proof.

We next derive a lower bound on the minimum NDT δ∗
P
(µ, r) based on Proposition 1 and an upper

bound that relies on the fronthaul and edge transmission strategies discussed in Section IV. Since the

results concerning cache-only F-RANs (r = 0) coincide with those presented thus far, we focus here only

on the case r > 0.

A. Lower Bound on the Minimum NDT

Here, we provide a general lower bound on the minimum NDT for the M ×K F-RAN with pipelined

fronthaul-edge transmission. The main result is stated in the following corollary which can be derived

based on Proposition 1.

Corollary 4 (Lower Bound on the Minimum NDT for Pipelined Fronthaul-Edge Transmission). For an

F-RAN with M ENs, each with a fractional cache size µ ∈ [0, 1], K users, a library of N ≥ K files and

a fronthaul capacity of CF = r log(P ) bits per symbol, the minimum NDT for pipelined fronthaul-edge

transmission is lower bounded as

δ∗
P
(µ, r) ≥ max

{
max

ℓ∈[0:min{M,K}]

K − (M − ℓ)(K − ℓ)µ

ℓ+ (M − ℓ)r
, 1

}
. (48)

Proof. The corollary is proved via the same steps as in the proof of Proposition 1 (see Appendix I)

with the following caveat. For pipelined fronthaul-edge transmission, the vectors UT
m,X

T
m,Y

T
k and nT

k

corresponding to the fronthaul messages and transmitted signal for each ENm, and the received signal and

channel noise for each user k, respectively, have T entries, as per (12), where T is the overall transmission

latency. This is because pipelining allows for parallel fronthaul-edge transmissions. Using these definitions,

along with (13), and following the same steps as in (63)-(68) in Appendix I, the first term in the lower

bound can be derived. The second term follows in a similar manner from (69) in Appendix I.

To provide some intuition on the lower bound (48) in relation to Proposition 1, we note that, for an

F-RAN with pipelined fronthaul-edge transmission, the fronthaul and edge transmission intervals generally

overlap and hence the fronthaul-NDT δF and the edge-NDT δE , which may be defined as in (18) and

(19), satisfy max{δF , δF} ≤ δ, where δ is the overall NDT. Therefore, from constraint (16) of Proposition

1, by setting δE ≤ δ and δF ≤ δ and maximizing over all ℓ we obtain the first term inside the max(·)
function. The second term follows in a similar manner from (17). We also observe that the lower bound

(48) is strictly smaller than the lower bound (14) derived under serial operation in accordance with the

discussion in Remark 4. Next, we consider achievable schemes that yield upper bounds on the minimum

NDT for the pipelined fronthaul-edge transmission model.
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Fig. 7. Illustration of pipelined F-RAN operation with per-block file-splitting.

B. Upper Bounds on the Minimum NDT

The proposed achievable scheme for pipelined fronthaul-edge transmission leverages block-Markov

encoding to convert serial transmission policies discussed in Section IV to pipelined policies. We further

integrate block-Markov encoding with per-block file splitting to time-share between two transmission

policies within each block.

• Block-Markov Encoding: To convert a serial policy into a pipelined policy, we split each file in the

library into B blocks, so that each block is of size L/B bits. Correspondingly, we also divide the

total delivery time T into B+1 slots, each of duration T/(B+1). In each slot b ∈ [1 : B], the cloud

operates the fronthaul according to the serial policy to deliver the bth blocks of the requested files,

while the ENs apply the corresponding edge delivery policy to deliver the (b − 1)th blocks of the

requested files, as illustrated in Fig. 7.

Let T
(B)
F denote the per-block fronthaul time and T

(B)
E denote the per-block edge time required by

the selected policies in each block. These times are related to the total fronthaul and edge delivery

times TF and TE of the serial policy as T
(B)
F = TF/B and T

(B)
E = TE/B, since in each block, only

a fraction L/B of a file is transmitted. The total delivery time per bit is hence given by

∆P(µ, CF , P ) = lim sup
L→∞

(B + 1)max
(
T

(B)
F , T

(B)
E

)

L
= lim sup

L→∞

(B + 1)

B

max (TF , TE)

L
. (49)

The corresponding NDT (10) is computed as

δP,Ach(µ, r) = lim
B→∞

lim
P→∞

lim sup
L→∞

(B + 1)

B

max (TF , TE)

L/ log(P )

= max (δF , δE) , (50)

where δF and δE are the fronthaul and edge NDTs of the serial transmission scheme. Thus, under the

limit of an arbitrarily large number of blocks B, the achievable NDT under pipelined fronthaul-edge

transmission is the maximum of the edge and fronthaul NDTs of the serial policy.

• Per-Block File Splitting: To further improve the performance of the block-Markov coding, we propose

a per-block file-splitting strategy in order to time-share between any two serial fronthaul-edge policies.

To elaborate, for some α ∈ [0, 1] fraction of each file block (of size L/B bits), a (serial) policy

requiring total fronthaul and edge NDTs δ
(1)
F and δ

(1)
E is used, and for the remaining (1−α) fraction

of each file block, a (serial) policy requiring NDTs δ
(2)
F and δ

(2)
E is used. This is illustrated in Fig. 7.
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Based on the discussion above, this yields an achievable NDT of

δP,Ach = max
(
αδ

(1)
F + (1− α)δ

(2)
F , αδ

(1)
E + (1− α)δ

(2)
E

)
. (51)

The following proposition gives an achievable NDT by considering a pipelined fronthaul-edge

transmission strategy that utilizes cloud-aided soft-transfer fronthauling along with either cache-aided

EN coordination via interference alignment or cache-aided EN cooperation via ZF-beamforming (see

Section IV) as the constituent schemes, as for Proposition 4. We note that, unlike Proposition 4, we do

not consider file-splitting between cache-only schemes (cf. (38)) without the use of fronthaul transmission,

since it can be shown that this would not improve the NDT in the presence of pipelined fronthaul-edge

transmission.

Proposition 9 (Achievable NDT for Pipelined Fronthaul-Edge Transmission). For an M ×K F-RAN with

a fronthaul rate of r > 0, the minimum NDT for pipelined fronthaul-edge transmission is upper bounded

as δ∗
P
(µ, r) ≤ δP,Ach(µ, r), where

δP,Ach(µ, r) =





δP−IA =
(1− µM)K

Mr
for µ ∈ [0, µ1],

δP−FS =
K

Mr

[
1− µ2 − [µ1M − µ2]

(
µ2 − µ

µ2 − µ1

)+
]

for µ ∈ [µ1, µ2],

δP−ZF =
K

min{M,K}
for µ ∈ [µ2, 1],

(52)

and

µ1 =

(
K −max{M,K}r

KM +Mr [min{M,K} − 1]

)+

, µ2 =

(
1−

Mr

min{M,K}

)+

, (53)

with µ1 ≤ µ2 ≤ 1. The NDT δP−IA is achieved by file-splitting between cloud-aided soft-transfer

fronthauling and cache-aided EN coordination via X-channel based interference alignment; the NDT

δP−ZF is achieved by file-splitting between cloud-aided soft-transfer fronthauling and cache-aided EN

cooperation via ZF-beamforming; and the NDT δP−FS is achieved by file-splitting between the schemes

achieving δP−IA at µ = µ1 and δP−ZF at µ = µ2 respectively.

Proof. The proof is presented in Appendix VIII-A.

As indicated in Proposition 9, the NDT (52) is achieved by selecting the best among (with smallest

NDT) three block-Markov strategies which use as constituent schemes cloud-aided soft-transfer on the

fronthaul and either cache-aided ZF-beamforming or X-channel-based interference alignment on the edge.

An illustration will be provided below for a 2× 2 F-RAN.

C. Minimum NDT for a Cloud and Cache-Aided F-RAN

We next provide a partial characterization of the minimum NDT for a general cloud and cache-

aided F-RAN with pipelined fronthaul-edge transmission. Specifically, the following proposition gives

the minimum NDT for the low cache regime with µ ∈ [0, µ1]; for the high cache regime with µ ∈ [µ2, 1];
and for the high fronthaul regime with r ≥ ((1− µ)min{M,K})/M .

Proposition 10 (Minimum NDT for a General F-RAN with Pipelined Fronthaul-Edge Transmissions). For

a general M ×K F-RAN, with pipelined fronthaul-edge transmission and with fronthaul rate r > 0, we

have

δ∗
P
(µ, r) =




δP−IA, for µ ∈ [0, µ1],

δP−ZF, for µ ∈ [µ2, 1],
(54)
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where δP−IA and δP−ZF are defined in (52) and the fractional cache sizes µ1, µ2 are defined in (53).

Furthermore, for any fractional cache size µ ∈ [0, 1], we have

δ∗
P
(µ, r) = δP−ZF, for r ≥

(1− µ)min{M,K}

M
. (55)

Proof. The proof is presented in Appendix VIII-B.

Remark 11. Proposition 10, along with Proposition 9, demonstrate that, even with partial caching, i.e.,

with µ < 1, it is possible to achieve the same performance as in a system with full caching or ideal

fronthaul, namely δ = δP−ZF = K/min{M,K}. This is the case as long as either the fronthaul capacity

is large enough (see (55)) or the fronthaul capacity is positive and the cache capacity µ is sufficiently

large (see (54)). We observe that this is not true for serial fronthaul-edge transmission, in which case no

policy can achieve the NDT δ = K/min{M,K} for µ < 1 and finite fronthaul capacity. The intuition

behind this result is that, with pipelined transmission, cloud resources can be leveraged to make up for

partial caching by transmitting on the fronthaul while edge transmission takes place (see [8] for practical

implications). ⋄

We finally provide an approximate characterization of the minimum NDT for a general M ×K F-RAN

with pipelined fronthaul-edge transmission by showing that the lower bound in Corollary 4 and the upper

bound in Proposition 9 are within a constant multiplicative gap, independent of problem parameters for

any fronthaul rate r > 0, in the intermediate cache regime with µ ∈ [µ1, µ2], where the minimum NDT

is not characterized by Proposition 10.

Proposition 11 (Approximate Characterization of Minimum NDT in the Intermediate Cache Regime). For

a general M ×K F-RAN with pipelined fronthaul-edge transmission and with fronthaul rate r > 0, we

have

δP,Ach(µ, r)

δ∗
P
(µ, r)

≤ 2, for µ ∈ [µ1, µ2]. (56)

Proof. The proof of Proposition 11 is presented in Appendix VIII-C.

D. Case Study: 2× 2 F-RAN with Pipelined Fronthaul-Edge Transmission

In this section, we provide the complete characterization of the minimum NDT of an F-RAN with

M = 2 ENs and K = 2 users with pipelined fronthaul-edge transmission and we offer insights on optimal

delivery policies.

Corollary 5. For an F-RAN with M = 2 ENs, K = 2 users, N ≥ 2 files, and with pipelined fronthaul-edge

transmissions, the minimum NDT is characterized as

• Low Fronthaul (r(0, 1]):

δ∗
P
(µ, r) =





1− 2µ

r
, for µ ∈ [0, µ1 = (1− r)/(2 + r)]

2− µ

1 + r
, for µ ∈ [µ1, µ2 = (1− r)]

1, for µ ∈ [µ2, 1]

(57)

• High Fronthaul (r ≥ 1):

δ∗
P
(µ, r) = 1, for µ ∈ [0, 1]. (58)

Proof. The proof of Corollary 5 is provided in Appendix VIII-D.

The minimum NDT for a 2 × 2 F-RAN is shown in Fig. 8 in the regime of low fronthaul rate, here

with r = 0.5. The optimal strategy uses block-Markov encoding with cloud-aided soft transfer fronthaul
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Fig. 8. Minimum NDT for an F-RAN with M = K = 2 and pipelined fronthaul-edge transmissions in the low fronthaul regime, here with

r = 0.5.

in conjunction with cache-aided EN cooperation or coordination as for Proposition 9. We observe that,

in contrast to serial fronthaul-edge transmission (see Corollary 3), the optimal strategy leverages cloud

resources for any given fronthaul rate r > 0. Furthermore, in line with the discussion in Remark 11, by

using cloud resources, it is possible here to obtain the minimum NDT δ∗
P
(µ, r) = 1 for all µ ≥ µ2 as well

as for r ≥ 1.

VII. GENERALIZATIONS AND OPEN PROBLEMS

In this section, we discuss some of the open problems and directions for future work on the topic of

cloud and cache-aided content delivery in F-RAN architectures.

A. Is an Equal Cache Allocation Optimal?

Throughout the paper, as per Definition 1, we have assumed that each file Fn is cached with the same

maximum number of bits, namely µL, at each EN. Here, we aim at understanding if the minimum NDT

could be potentially reduced by allocating a different number of bits to each file at the ENs under the

relaxed constraints

M∑

m=1

H (Sm,n) ≤ MµL, ∀n ∈ [1 : N ], (59)

and

N∑

n=1

H (Sm,n) ≤ NµL, ∀m ∈ [1 : M ], (60)

where the first constraints impose the per-file condition that the overall number of bits used to cache file

Fn across all ENs cannot exceed MµL bits, while the second is the per-EN cache capacity constraint. By

using the same arguments as in the proof of Proposition 1 in Appendix I, it can be shown that the lower

bound in Proposition 1 holds also under the relaxed constraints (59)-(60). To this end, we first note that

the bounds in (17) remain unchanged since they do not make use of the cache constraints. For the proof

of (16), we refer to Appendix I. This argument shows that the strategy of allocating an equal number

of bits to each file at every EN as in Definition 1 is in fact information-theoretically optimal under the

assumption of uncoded cache placement.
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Fig. 9. Effect of delayed or no CSI on the NDT for M = K = 2.

B. Caching with Inter-File Coding

The results presented in this paper are developed under the assumption that the caching policy at the

ENs do not allow for inter-file coding (as in (2)). For schemes with caching only at receivers, it has been

shown that coding across files during cache placement has the potential to improve the system performance

[9], [15], [16], [55]. To elaborate on the potential gains of inter-file coding for F-RANs, we observe that,

under such more general caching policies, the joint entropy of the cache contents of each EN is generally

bounded as H(Sm) ≤ µNL, for all m ∈ [1 : M ], instead of as H(Sm,n) ≤ µL for all m ∈ [1 : M ] and

n ∈ [1 : N ] as is the case without inter-file coding. As a result, following the proof of Proposition 1 in

Appendix I, we can see that, the constraint (16) in Proposition 1 is modified as

ℓδE + (M − ℓ)rδF ≥ K − (M − ℓ)Nµ, (61)

which yields strictly lower bounds on the minimum NDT. Whether this lower bound is achievable by

caching strategies with inter-file coding remains an open problem.

C. Imperfect CSI

Another aspect that is left open by this study is the impact of imperfect CSI availability at the ENs

on the minimum NDT. To elaborate on this point, we consider a cache-only F-RAN and we assume that

within a transmission interval i, the channel Ht
i varies across every channel use t according to an i.i.d.

process. When CSI is delayed, at any time t on the ith transmission interval, the ENs only have access

to the CSI of the previous t− 1 channel uses, namely H1
i ,H

2
i , . . . ,H

t−1
i .

For illustration, we consider a cache-only F-RAN with M = K = 2 and N ≥ 2 with µ ∈ [1/2, 1]. For

the case of perfect CSI, the minimum NDT can be characterized as in Corollary 3. Next, we elaborate

on the achievable NDT results for the case of delayed and no CSI.

1) Delayed CSI at ENs: For the case of delayed CSI, consider the corner point µ = 1/2 where the

system behaves like a 2 × 2 X-channel. The maximum known sum-DoF for the 2 × 2 X-channel with

delayed CSI is 6/5 [56]. As a result, an NDT of δAch(µ, 0) = 5/3 is achievable by Remark 3. Compared

to the perfect CSI case, for which the NDT is 3/2, this achievable NDT thus incurs a loss due to delayed

CSI. Next, consider the corner point µ = 1, where the system reduces to a 2× 2 broadcast channel with
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delayed CSI. The maximum sum-DoF for such a system is 4/3 [57], i.e., a NDT of δAch(µ, 0) = 3/2 is

achievable, which is larger than the NDT of 1 with perfect CSI.
2) No CSI at ENs: In case of no CSI, it is known that the optimal strategy on the edge channel is to

transmit using time-division to each user in a separate slot [58]. Therefore a sum-DoF of 1 i.e., an NDT

of 2 can be achieved, which is hence optimal for all values of µ ∈ [1/2, 1] and shows a significant loss

as compared to the cases with full or delayed CSI as shown in Fig. 9.

Quantifying the impact of delayed CSI on a general M×K F-RAN with cloud and cache-aided delivery,

as considered in this work, remains an area of future work.

VIII. CONCLUSIONS

In this paper, we presented a latency-centric study of the fundamental information-theoretic limits of

cloud and cache-aided wireless networks, which we referred to as fog radio access networks (F-RANs).

To this end, we introduced a new metric, namely the normalized delivery time (NDT), which measures

the worst-case end-to-end latency required to deliver requested content to the end users in the high-SNR

regime. We developed a converse result for the NDT of a general F-RAN with arbitrary number of

ENs and users and then presented achievable schemes which leverage both cache and cloud resources.

We characterized the minimum NDT for cloud-only F-RANs for all problem parameters; and for cache-

only F-RANs in the regime of extremal values of the fractional cache size. Furthermore, we showed

that the proposed achievable schemes are approximately optimal to within a constant factor of 2 for all

parameter values for the general F-RAN with fronthaul and edge-caching. We elaborated on two case

studies, consisting of F-RANs with two or three ENs and users and (partially) characterized the NDT

for these systems using the proposed upper and lower bounds. We also considered an alternative F-RAN

model with pipelined fronthaul-edge transmissions. We presented a general lower bound on the NDT and

proposed achievable schemes which are shown to be approximately optimal in terms of NDT to within

a constant factor of 2. Open problems were finally presented to highlight the richness of the problem

introduced in this paper.

APPENDIX I

PROOF OF PROPOSITION 1

In this section, we present a detailed proof of Proposition 1. To obtain a lower bound on the NDT, we

fix a specific request vector D, namely one for which all requested files (F1, ..., FK) = F[1:K] are different,

and a given channel realization H. Note that this is possible given the assumption N ≥ K. We denote as

TF and TE the fronthaul and edge transmission latencies, as per Definition 1 for any given feasible policy

π = (πc, πf , πe, πd) which guarantees a vanishing probability of error Pe as L → ∞ for the given request

D, channel H and fronthaul rate CF = r log(P ). Our goal is to obtain a lower bound on the minimum

NDT δ∗(µ, r) for any r ≥ 0. To this end, consider the fronthaul messages UTF

m which are 1 × TF row

vectors and the corresponding channel outputs in (5), where YTE

k ,XTE

m and nTE

k are 1× TE row vectors.

For ease of exposition, we next introduce the following notation which we use throughout the appendix.

For any integer pair (a, b) with a ≤ b ≤ K, let YTE

[a:b] be the (b − a + 1)× T matrix of channel outputs

of a subset [a : b], of receivers. The notation is also used for the channel inputs XTE and noise nTE .

Furthermore, for any integers 1 ≤ a ≤ b ≤ K and 1 ≤ c ≤ d ≤ M , we define the following sub-matrix

of the channel matrix H:

H
[c:d]
[a:b] =




ha,c ha,c+1 · · · ha,d

ha+1,c ha+1,c+1 · · · ha+1,d
...

...
. . .

...

hb,c ha,c+1 · · · hb,d


 .

Using this notation, we can represent the channel outputs at all K receivers as

YTE

[1:K] = H
[1:M ]
[1:K] X

TE

[1:M ] + nTE

[1:K], (62)
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To obtain the constraint (16), we make the following key observation. Given any set of ℓ ≤ min{M,K}
output signals YTE

k , say YTE

[1:ℓ], and the content of any (M−ℓ) caches, say S[1:(M−ℓ)] and their corresponding

fronthaul messages UTF

[1:(M−ℓ)], all transmitted signals XTE

[1:M ], and hence also all the files F[1:K], can be

resolved in the high-SNR regime. This is because: (i) from the cache contents S[1:(M−ℓ)] and fronthaul

messages UTF

[1:(M−ℓ)], one can reconstruct the corresponding channel inputs XTE

[1:(M−ℓ)]; (ii) neglecting the

noise in the high-SNR regime, the relationship between the variables YTE

[1:ℓ] and the remaining inputs

XTE

[(M−ℓ):M ] is given almost surely by an invertible linear system as in (5). We use this argument in the

following:

KL = H
(
F[1:K]

)

(a)
= H

(
F[1:K]|F[K+1:N ]

)

= I
(
F[1:K];Y

TE

[1:ℓ],U
TF

[1:(M−ℓ)], S[1:(M−ℓ)]|F[K+1:N ]

)
+H

(
F[1:K]|Y

TE

[1:ℓ],U
TF

[1:(M−ℓ)], S[1:(M−ℓ)], F[K+1:N ]

)

(63)

where step (a) follows from the fact that all files are independent of each other. The first term in (63)

can be upper bounded as follows:

I
(
F[1:K];Y

TE

[1:ℓ],U
TF

[1:(M−ℓ)], S[1:(M−ℓ)]|F[K+1:N ]

)

= I
(
F[1:K];Y

TE

[1:ℓ]|F[K+1:N ]

)
+ I

(
F[1:K];U

TF

[1:(M−ℓ)], S[1:(M−ℓ)]|Y
TE

[1:ℓ], F[K+1:N ]

)

≤ I
(
F[1:K];Y

TE

[1:ℓ]|F[K+1:N ]

)
+ I

(
F[1:K];U

TF

[1:(M−ℓ)], S[1:(M−ℓ)], F[1:ℓ]|Y
TE

[1:ℓ], F[K+1:N ]

)

= I
(
F[1:K];Y

TE

[1:ℓ]|F[K+1:N ]

)
+ I

(
F[1:K];F[1:ℓ]|Y

TE

[1:ℓ], F[K+1:N ]

)

+ I
(
F[1:K];U

TF

[1:(M−ℓ)], S[1:(M−ℓ)]|Y
TE

[1:ℓ], F[1:ℓ]∪[K+1:N ]

)

(a)

≤ I
(
F[1:K];Y

TE

[1:ℓ]|F[K+1:N ]

)
+H

(
F[1:ℓ]|Y

TE

[1:ℓ]

)

+H
(
UTF

[1:(M−ℓ)], S[1:(M−ℓ)]|Y
TE

[1:ℓ], F[1:ℓ]∪[K+1:N ]

)
−H

(
UTF

[1:(M−ℓ)], S[1:(M−ℓ)]|Y
TE

[1:ℓ], F[1:N ]

)

(b)

≤ h
(
YTE

[1:ℓ]

)
− h

(
YTE

[1:ℓ]|F[1:N ]

)
+ LǫL

+H
(
UTF

[1:(M−ℓ)], S[1:(M−ℓ)]|F[1:ℓ]∪[K+1:N ]

)
−H

(
UTF

[1:(M−ℓ)], S[1:(M−ℓ)]|Y
TE

[1:ℓ], F[1:N ]

)

(c)

≤ ℓTE log
(
2πe
(
ΛP + 1

))
− h

(
nTE

[1:ℓ]|F[1:N ]

)
+ LǫL +H

(
UTF

[1:(M−ℓ)]

)
+

(M − ℓ)∑

i=1

H
(
Si,[1:N ]|F[1:ℓ], F[K+1:N ]

)

(d)

≤ ℓTE log
(
ΛP + 1

)
+ LǫL + (M − ℓ)(K − ℓ)µL+ (M − ℓ)rTF log(P ), (64)

where, the steps in (64) are explained as follows:

• Step (a) follows from careful expansion of the second term in the previous step and that conditioning

reduces entropy.

• Step (b) follows from the fact that YTE

[1:ℓ] are continuous random variables and that dropping the

conditioning in the first term increases entropy. We apply Fano’s inequality to the second term where

ǫL is a function, independent of P , which vanishes as L → ∞.

• Step (c) can be explained as follows. The first term is upper bounded by the use of Lemma 5 detailed

in Appendix VII. The parameter Λ is a constant dependent only on the channel parameters. The last

term is zero since the cache contents S[1:(M−ℓ)] and fronthaul messages UTF

[1:(M−ℓ)] are functions of the

library of files F[1:N ]. Moreover, given all the files, the channel outputs are a function of the channel

noise at each receiver.
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• Step (d) follows from the fact that the channel noise is i.i.d. across time and distributed as N (0, 1).

Next, the second term in (63) can be upper bounded by use of Lemma 6 as follows:

H
(
F[1:K]|Y

TE

[1:ℓ],U
TF

[1:(M−ℓ)], S[1:(M−ℓ)], F[K+1:N ]

)
≤ LǫL + TE log det

(
I[K − ℓ] + H̃H̃H

)
, (65)

where ǫL is a function, independent of P and vanishes as L → ∞. Furthermore, the term

log det
(
I[K − ℓ] + H̃H̃H

)
is independent of signal power P and file size L and is dependent only on the

noise variance and the channel coefficients. The proof of (65) follows from Lemma 6 which is detailed

in Appendix VII. Substituting (64) and (65) into (63), we have

KL ≤ ℓTE log (ΛP + 1) + (M − ℓ)(K − ℓ)µL+ (M − ℓ)rTF log(P )

+ LǫL + TE log det
(
I[K − ℓ] + H̃H̃H

)
. (66)

Rearranging (66), we get the following

ℓδE


1 +

ℓ log
(
Λ + 1

P

)
+ log det

(
I[K − ℓ] + H̃H̃H

)

ℓ log(P )


+ (M − ℓ)rδF ≥ K − (M − ℓ)(K − ℓ)µ− ǫL.

(67)

Now, using (67), we first take the limit of L → ∞ such that ǫL → 0 as Pe → 0. Further, taking the

limit P → ∞, for the high-SNR regime, we arrive at (16):

ℓδE + (M − ℓ)rδF ≥ K − (M − ℓ)(K − ℓ)µ, (68)

where the multiplier of ℓδE converges to 1 under the limit P → ∞.

Next, we prove that the constraint δE ≥ 1 in (17) holds under the decodability constraint for file delivery

to all users irrespective of the value of the fronthaul rate r. To this end, without loss of generality, we

consider that the users [1 : K] demand the first K distinct files F[1:K] i.e., D = (d1, d2, . . . , dK) =
(1, 2, . . . , K). Next, consider the following set of inequalities:

KL = H
(
F[1:K]

)

= I
(
F[1:K];Y

TE

[1:K]

)
+H

(
F[1:K]|Y

TE

[1:K]

)

(a)

≤ h
(
YTE

[1:K]

)
− h

(
YTE

[1:K]|F[1:K]

)
+ LǫL

= h
(
YTE

[1:K]

)
− h

(
nTE

[1:K]

)
+ LǫL

(b)

≤ KTE log (ΛP + 1) + LǫL, (69)

where step (a) follows from a Fano’s Inequality and the fact that all requested files should be decoded

by the received signals. Step (b) follows from the use of Lemma 5 (see Appendix VII). Again taking the

limits P → ∞ and L → ∞, and rearranging, we arrive at the constraint δE ≥ 1. Note that, by substituting

ℓ = M in (16), we get the following lower bound on the edge latency:

δE ≥ K/M, ∀ K,M.

This bound is tighter for M ≤ K, while the constraint δE ≥ 1, proved here, supersedes the bound for the

case when M ≥ K. Using constraints (16)-(17) to minimize the sum-latency, i.e., using linear combinations

of the family of constraints in (16) and (17) over all possible choices of ℓ ∈ [0 : min{M,K}], gives the

family of lower bounds for the M ×K cache-aided F-RAN.

We conclude this section by addressing the scenario discussed in Section VII-A in which the relaxed

cache placement constraints (59)-(60) are imposed. To prove (16), under the relaxed constraints, we
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consider all possible sets of (M − ℓ) ENs and follow steps similar to (63)-(64). Considering the step (c)
in (64) and using the different sets of (M − ℓ) ENs to decode the files, we will obtain

(
M

(M−ℓ)

)
different

inequalities of this form. Summing and symmetrizing over all the
(

M

(M−ℓ)

)
inequalities and using the

constraint in (59) to upper bound the overall number of bits required to store (K − ℓ) files across the M
ENs yields a bound which is identical to (16). This shows that the strategy of allocating an equal number

of bits to each file at every EN as in Definition 1 is in fact information-theoretically optimal under the

assumption of uncoded cache placement.

APPENDIX II

PROOF OF PROPOSITION 3

In order to prove Proposition 3, we first discuss the NDT performance of a scheme that uses fronthaul

and wireless channels in the standard fashion that is adopted, for instance, in the CPRI fronthaul interface

in C-RANs [4], [59]. In this scheme, the cloud quantizes the encoded baseband samples, and all the ENs

simultaneously transmit the quantized baseband signals. We then generalize this policy by allowing for

a more general transmission schedule in which different clusters of ENs can transmit on the wireless

channel at distinct time intervals as introduced in Section IV-B (cf. Fig. 4). The proof is divided into two

parts as follows.

A. Standard Soft-Transfer Fronthauling

Here, we prove that an NDT equal to

δ(µ, r) =
K

min{M,K}

(
1 +

1

r

)
, (70)

is achievable by means of standard serial soft-transfer fronthauling for any fractional cache size µ ≥ 0
and for any fronthaul rate r ≥ 0. To interpret (70), we note that the NDT δ(µ, r) = K/min{M,K} can

be achieved by means of ZF-beamforming in an ideal system in which there is either full caching, i.e.,

µ = 1, or no fronthaul capacity limitations, i.e., r → ∞. In fact, in such systems, full cooperation is

possible at the ENs for any users’ demand vector, including the worst case in which users request distinct

files, and hence transmission at the maximum per-user multiplexing gain min{M,K}/K can be attained.

The achievable NDT (70) hence shows a multiplicative penalty term equal to 1 + 1/r due to fronthaul

capacity limitations.

The proof of (70) relies on the use of the fronthaul and transmission policies introduced in Example 3.

Note that caching is not used, in accordance with the assumption that µ may be zero. The cloud encodes

the signals using ZF beamforming under a power constraints smaller than P that will be specified below.

The resulting baseband signals are quantized and sent to the ENs on the fronthaul links. The ENs transmit

simultaneously the respective received quantized samples on the wireless channel. Reception at the users

is affected by the fronthaul quantization noise, as well as by the channel noise. If the quantization rate

is properly chosen, it can be proved that the achievable NDT is (70), where the term K/min{M,K} is

the edge-NDT in (19), which is the same as for the ideal ZF scheme, and the term K/(rmin{M,K}) is

the fronthaul-NDT (18). A more detailed discussion is provided next.

In the cloud-based scheme under study, the cloud performs ZF precoding, producing signal X̄i for each

ENi with power constraint P̄ = E[|X̄i|2]. The signal X̄i is quantized to obtain the signal Xi that is to be

transmitted by ENi as

Xi = X̄i + Zi, (71)

where Zi ∼ CN (0, σ2) represents the quantization noise with zero mean and variance σ2. In order to

satisfy the power constraint P , we enforce the condition

P = P̄ + σ2. (72)
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Furthermore, let B denote the number of bits used for each baseband signal sample on the fronthaul link.

From rate-distortion arguments [60] and using (71), we obtain the condition

I
(
Xi; X̄i

)
= log2

(
1 +

P̄

σ2

)
= B

i.e., σ2 =
P̄

2B − 1
. (73)

Therefore, from (72) and (73), we obtain the power constraint on the precoded signal as

P̄ = P
(
1− 2−B

)
, (74)

and the quantization noise power as

σ2 = 2−BP. (75)

The quantization noise terms Zi for all ENs i ∈ [1 : M ], contribute to raising the noise level at each user.

In particular, for any user k ∈ [1 : K], the power of the effective noise on the received signals in (5) is

given by

1 + σ2
M∑

m=1

|hkm|
2 = 1 + σ2G, (76)

where G =
∑M

m=1 |hkm|2. Normalizing the received signal so that the variance of the effective noise is 1,

using (74) and (75), we obtain an equivalent signal model in which the effective power constraint is

P̄

1 + σ2G
=

P (1− 2−B)

1 + 2−BPG
. (77)

Now, setting B = log(P ), the effective power becomes (P − 1)/(1 + G), which scales linearly with P .

Using the proposed soft-transfer fronthaul scheme, it follows that the fronthaul latency is given by

TF = TE

B

CF

, (78)

since BTE bits need to be sent on each fronthaul link at a rate of CF = r log(P ) to represent the quantized

signals. It follows that the total latency of this scheme is

TE + TF = TE

(
1 +

B

CF

)
(a)
= TE

(
1 +

1

r

)
, (79)

where (a) follows from the choice of B = log(P ). Furthermore, in the high-SNR regime we have the

following limit:

lim
P→∞

lim
L→∞

TE log ((P − 1)(1 +G))

L
=

K

min{M,K}
, (80)

due to achievability of the NDT K/min{M,K} in the ideal ZF system mentioned above and due to

the effective noise power (P − 1)/(1 + G) for the scheme at hand. We can thus conclude our proof by

computing the NDT

lim
P→∞

lim
L→∞

(TE + TF ) log(P )

L
=

(
1 +

1

r

)
lim
P→∞

lim
L→∞

TE log(P )

L

=

(
1 +

1

r

)
K

min{M,K}
, (81)

where the second equality follows due to (80).
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B. Soft-Transfer Fronthauling with Clustering

Here, we prove that the following NDT is achievable by means of a generalized soft-transfer fronthaul

scheme based on sequential scheduling of distinct clusters of ENs on the wireless channel, when the

number M of ENs is larger than the number K of users. In particular we show that for any M ≥ K, an

NDT of

δ(µ, r) = 1 +
K

Mr
(82)

is achievable by means of soft-transfer fronthauling in conjunction with EN clustering with sequential

scheduling for any fractional cache size µ ≥ 0 and any fronthaul rate r ≥ 0.

We start by observing that, if M ≥ K, the NDT for the ideal system with full caching or unlimited

fronthaul is given by δ = 1, which is achieved by ZF-beamforming. Comparing the NDT (82) with (70),

and recalling the discussion in the previous subsection, we can conclude that clustering and sequential

scheduling of ENs allows one to reduce the normalized latency associated with the fronthaul transmission

from 1/r to K/(Mr). We also emphasize that, unlike the NDT in (70), which is based on standard

C-RAN fronthauling, the improved NDT (82) tends to the ideal NDT δ = 1 when the number of transmit

antennas grows large. As detailed next, this is due to a novel use of the fronthaul in soft-transfer mode,

whereby quantized baseband signals received at the same time on the fronthaul by different ENs can be

scheduled at different times on the wireless channel.

We first present the proposed scheme for the case in which M is a multiple of K, so that M/K is

an integer number, and then we generalize the strategy for any M . As explained in Section IV-B, the

main idea is to partition the ENs into M/K disjoint clusters of K ENs and to schedule each cluster for

a time equal to TEK/M , that is, on one of M/K equal time intervals dividing TE . Note that the fact

that K ENs are active at any given time enables the use of ZF-beamforming for all time intervals on the

wireless channel. In particular, we can use the same scheme based on fronthaul quantization presented

in the previous subsection with a key caveat: each EN needs to receive only TEK/M baseband samples,

and hence the fronthaul latency is

TF = TE

BK

MCF

, (83)

i.e., the fronthaul latency is M/K times smaller than the latency in (78) for the scheme discussed in the

previous section. Following the same reasoning as in (80)-(81) concludes the proof of (82) for the case

of M/K being an integer number.

We consider now, the more general case in which M/K ≥ 1 may not be an integer. Here, we proceed

by clustering the ENs into all possible
(
M

K

)
subsets of K ENs, and then scheduling each cluster into

distinct time intervals of duration TE/
(
M

K

)
. Note that, unlike the case with integer M/K, here the clusters

of ENs overlap. The number of samples that each EN needs to receive on its fronthaul is equal to

TE

(
M − 1

K − 1

)
/

(
M

K

)
= TE

K

M
, (84)

since each EN participates in
(
M−1
K−1

)
clusters and the fronthaul latency is again given by (83). Following

the same arguments above leads to the NDT in (82). Finally, combining the fronthaul latency expressions

in (78) and (83), we have

TF = TE

Bmin{M,K}

MCF

. (85)

Using this and following the same arguments as in the previous cases leads to the NDT in (32) which

completes the proof of Proposition 3.
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APPENDIX III

PROOF OF PROPOSITION 5

To prove Proposition 5, we expound on the minimum NDT for the two extremal values of fractional

cache size µ ∈ {1/M, 1}. For µ = 1/M , we substitute ℓ = 1 in (20) to get

δ∗(1/M, 0) ≥ K −
(M − 1)(K − 1)

M
=

M +K − 1

M
. (86)

To obtain an upper bound on NDT, consider the cache-aided EN coordination scheme achieving the NDT

δCa−IA given in (27) as discussed in Lemma 3. Thus, we have the upper bound

δ∗(1/M, 0) ≤ δCa−IA =
M +K − 1

M
. (87)

Combining (86) and (87) shows that the lower bound in Corollary 1 is tight at µ = 1/M . Next, considering

the NDT at µ = 1, substituting ℓ = min{M,K} into (20), we get

δ∗(1, 0) ≥
K

min{M,K}
, for r = 0. (88)

Again, when µ = 1, consider the cache-aided EN cooperation scheme leveraging ZF-beamforming

achieving the NDT δCa−ZF given in (25) as discussed in Lemma 2. Using this, we have the upper bound

δ∗(1, 0) ≤ δCa−ZF =
K

min{M,K}
. (89)

Combining (88) and (89), shows that the lower bound in Corollary 1 is tight at µ = 1. This concludes

the proof of Proposition 5.

APPENDIX IV

PROOF OF PROPOSITION 8

In this section, we present the proof of the approximate optimality of the achievable schemes presented

in Section IV. To this end, we consider two regimes for the fractional cache size µ namely low-cache

regime with µ ∈ [0, 1/M ] and high-cache regime with µ ∈ [1/M, 1]. Next, we consider each of the two

regimes separately.

Low-Cache Regime (µ ∈ [0 , 1/M ]): For the low cache size regime, we consider two different cases

where (i) the number of users exceeds the number of ENs, i.e., M ≤ K; and (ii) the number of ENs

exceeds the number of users, i.e., M ≥ K. Next, we treat each of the two cases separately.

• Case 1 (M ≤ K ): For the case when the number of users exceed the number of ENs, we consider

two different subcases: (i) a high fronthaul regime with r ≥ 1; and (ii) a low fronthaul regime with

r ∈ (0, 1]. We consider each of these regimes separately.

High Fronthaul Regime r ≥ 1 : In this regime, consider the achievable NDT in (39). We have

δAch(µ, r) ≤
K

M
+ (1− µ)

K

Mr
≤

K

M

(
1 +

1

r

)
. (90)

Consider the LP in Theorem 1 and the fact that any lower bound on the solution of this LP is also a valid

lower bound on the minimum NDT. Thus, substituting ℓ = M in constraint (16) and using the fact that

δF ≥ 0, we have

δ∗(µ, r) ≥ δE + δF ≥
K

M
. (91)

Thus, we have

δAch(µ, r)

δ∗(µ, r)
≤

(
1 +

1

r

)
≤ 2, (92)
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Fig. 10. Division of fronthaul rate r ∈ (0, 1] into parametrized regimes.

for any fronthaul rate r ≥ 1. Thus the proposed schemes are approximately optimal to within a factor of

2 for any parameter values of M,K in the high fronthaul regime.

Low Fronthaul Regime r ∈ (0 , 1 ]: For the low fronthaul regime of r ∈ (0, 1], we first divide the

fronthaul rate into multiple non-overlapping regimes based on the number of ENs M in the F-RAN as

shown in Fig. 10, which indicates that for r ∈ (0, 1/(M−1)], the result in Proposition 7 characterizes the

minimum NDT for any M ≤ K. Therefore, we focus our attention to the remaining regimes of interest

for which r ∈ (1/(M − 1), 1]. As illustrated in Fig. 10, we further sub-divide these intervals into the

sub-intervals

r ∈

[
ℓ− 1

(M − ℓ+ 1)
,

ℓ

(M − ℓ)

]
, (93)

indexed by ℓ ∈ [1 : min{M,K}].
For each sub-interval indexed by ℓ − 1 and ℓ, we obtain a lower bound on the minimum NDT by

considering the constraints (16), which are rewritten here as

Ineq 1 : (ℓ− 1)δE + (M − ℓ+ 1)rδF ≥ K − (M − ℓ+ 1)(K − ℓ+ 1)µ,

Ineq 2 : ℓδE + (M − ℓ)rδF ≥ K − (M − ℓ)(K − ℓ)µ.

Specifically, we take a a linear combination of the two inequalities

α× Ineq 1 + β × Ineq 2,

which with α, β ≥ 0 to yield the following lower bound on the minimum NDT

δ∗(µ, r) ≥ α
[
K − (M − ℓ+ 1)(K − ℓ+ 1)µ

]
+ β

[
K − (M − ℓ)(K − ℓ)µ

]
. (94)

Choosing the weights α and β as

α =
ℓ

M

(
1 +

1

r

)
− 1, β = 1−

ℓ− 1

M

(
1 +

1

r

)
, (95)

we have the following set of inequalities:

δ∗(µ, r) ≥
[
K − (M − ℓ+ 1)(K − ℓ+ 1)µ

] [ ℓ

M

(
1 +

1

r

)
− 1

]

+
[
K − (M − ℓ)(K − ℓ)µ

] [
1−

ℓ− 1

M

(
1 +

1

r

)]

=
[
K − (M − ℓ)(K − ℓ)µ

] [ 1

M

(
1 +

1

r

)]
− µ

(
M +K + 1− 2ℓ

) [ ℓ

M

(
1 +

1

r

)
− 1

]

=

[
K − (M − ℓ)(K − ℓ)µ

M
−

(M +K + 1− 2ℓ)ℓµ

M

](
1 +

1

r

)
+ µ
(
M +K + 1− 2ℓ

)
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=

[
K

M
−Kµ+

(ℓ2 − ℓ)µ

M

](
1 +

1

r

)
+ (M +K − 1)µ+ 2µ(1− ℓ)

= (M +K − 1)µ+
K(1− µM)

M

(
1 +

1

r

)
+

ℓ2 − ℓ

M

(
1 +

1

r

)
µ+ 2µ(1− ℓ). (96)

An achievable NDT is obtained by considering (37), that is, the first term inside the min(·) function

in (34) and substituting min{M,K} = M , yielding

δAch(µ, r) ≤ (M +K − 1)µ+
K(1− µM)

M

(
1 +

1

r

)
. (97)

Now, from (96) and (97) we have

δAch(µ, r)

δ∗(µ, r)
≤

(M +K − 1)µ+ K(1−µM)
M

(
1 + 1

r

)

(M +K − 1)µ+ K(1−µM)
M

(
1 + 1

r

)
+ ℓ2−ℓ

M

(
1 + 1

r

)
µ+ 2µ(1− ℓ)

(a)
= 1 +

− ℓ2−ℓ
M

(
1 + 1

r

)
µ− 2µ(1− ℓ)

(M +K − 1)µ+ K(1−µM)
M

(
1 + 1

r

)
+ ℓ2−ℓ

M

(
1 + 1

r

)
µ+ 2µ(1− ℓ)

(b)

≤ 1 +
2µ(ℓ− 1)

(M +K − 1)µ+ K(1−µM)
M

(
1 + 1

r

)
+ ℓ2−ℓ

M

(
1 + 1

r

)
µ+ 2µ(1− ℓ)

(c)

≤ 1 +
2µ(ℓ− 1)

(M +K − 1)µ+ ℓ2−ℓ
M

(
1 + 1

r

)
µ+ 2µ(1− ℓ)

(d)

≤ 1 +
2(ℓ− 1)

(M +K − 1) + 2
(
ℓ2−ℓ
M

)
+ 2(1− ℓ)

= 1 +
2

M+K−1
ℓ−1

+ 2
(

ℓ
M

− 1
)

(e)

≤ 1 +
2

2M−1
ℓ−1

+ 2
(

ℓ
M

− 1
)

(f)

≤ 1 +
2

4M−2
M−2

− 1
= 1 +

2(M − 2)

3M
≤ 1 +

2

3
< 2, (98)

where step (a) follows by addition and subtraction of the term ℓ2−ℓ
M

(
1 + 1

r

)
µ + 2µ(1 − ℓ) from the

numerator; step (b) follows from the fact that the term ℓ2−ℓ
M

(
1 + 1

r

)
µ in the numerator of the second term

is positive in the regime of interest; step (c) follows from the fact that the term
K(1−µM)

M

(
1 + 1

r

)
in the

denominator of the second term is positive and omitting it leads to an upper bound; step (d) follows by

setting r = 1 which, in turn, follows from the fact that we are interested in the low fronthaul regime with

r ≤ 1; step (e) follows from the fact that M ≤ K in the regime of interest and step (f) follows from the

fact that for r ∈ (0, 1], we have ℓ ≤ M/2 and putting ℓ = M/2 minimizes the denominator of the second

term which is a decreasing function of ℓ. We conclude that the maximum multiplicative gap between the

achievable NDT and the minimum NDT is at most 2 for all the sub-intervals in Fig. 10.

• Case 2 (M ≥ K ): For this case, we obtain a lower bound by considering the sum of the constraints

in (16) with ℓ = 0 and (17), yielding

δ∗(µ, r) ≥ δE + δF = 1 +
K (1− µM)

Mr
. (99)

For an achievable NDT, we consider again, the first term inside the min(·) function in (34), which for
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K = min{M,K} gives the following upper bound

δAch(µ, r) ≤ (M +K − 1)µ+ (1− µM)

(
1 +

K

Mr

)
= 1 +

K (1− µM)

Mr
+ (K − 1)µ. (100)

Thus, from (99) and (100), we have

δAch(µ, r)

δ∗(µ, r)
≤ 1 +

(K − 1)µ

1 + K(1−µM)
Mr

(a)

≤ 1 +
(K − 1)

M
≤ 1 +

K

M

(b)

≤ 2, (101)

where step (a) follows from setting the fractional cache size µ = 1/M which is the maximum value it

can assume in the low-cache memory regime at hand; and step (b) follows from the fact that M ≥ K.

Next, we consider the regime of high cache i.e., µ ∈ [1/M, 1].

High-Cache Regime (µ ∈ [1/M , 1 ]): In this regime, we consider the achievable NDT in (38), i.e., the

first term in (35), which, using µ = 1/M yields the upper bound

δAch(µ, r) ≤
M +K − 1

M
. (102)

For the lower bounds, we first consider the case of M ≤ K. From constraint (16) in Proposition 1, using

ℓ = M , we have δE ≥ K/M which yields the lower bound on the minimum NDT

δ∗(µ, r) ≥
K

M
, (103)

where we have used the fact that δF ≥ 0. Thus we have the desired gap

δAch(µ, r)

δ∗(µ, r)
≤

(M +K − 1)

M

M

K
≤ 1 +

M

K
≤ 2. (104)

Next consider the case of M ≥ K, From constraint (17) in Proposition 1, we have δE ≥ 1. Again, using

the fact that that δF ≥ 0, we have

δ∗(µ, r) ≥ 1. (105)

Thus we have the desired gap

δAch(µ, r)

δ∗(µ, r)
≤

(M +K − 1)

M
≤ 1 +

K

M
≤ 2. (106)

This concludes the proof of Proposition 8.

APPENDIX V

PROOF OF PROPOSITION 7

The minimum NDT is first proved to be upper bounded by the right-hand side of (42) by substituting

M = min{M,K} into the achievable rate in Proposition 4 for the regime µ ∈ [0, 1/M ]. For the matching

lower bound, in the LP of Proposition 1, we substitute ℓ = 1 and ℓ = 0 in (16), yielding respectively:

Ineq 1 : δE + (M − 1)rδF ≥ (M +K − 1)µ+K(1− µM), (107)

Ineq 2 : δF ≥ K(1− µM)/Mr. (108)

Since r ∈ (0, 1/(M − 1)], we obtain a lower bound by considering the linear combination Ineq 1+ (1−
(M − 1)r)× Ineq 2, leading to the expression on the right-hand side of (42). This concludes the proof.
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APPENDIX VI

CONVERSE FOR COROLLARY 3

We characterize the lower bounds for the 2×2 F-RAN in order to show the optimality of the achievable

schemes discussed in Section IV. We again consider each of the fronthaul regimes separately.

Cache-Only F-RAN (r = 0): For the cache-only F-RAN, considering the lower bound from Corollary

1 and using ℓ = 1, we get

δ∗(µ, r) ≥ 2− µ, (109)

which is identical to the achievable NDT in [45]. Next, we consider the more general case when fronthaul

is available i.e., r > 0. To this end, we consider the LP in Proposition 1. The constraints of the LP can

be rewritten as:

Ineq 1 : (δE + rδF ) ≥ (2− µ) (110)

Ineq 2 : δF ≥ (1− 2µ)/r (111)

Ineq 3 : δE ≥ 1. (112)

Ineq 1 and Ineq 2 are obtained from (16) by substituting ℓ = 1 and ℓ = 0 respectively, while Ineq 3 follow

directly from (17). We next utilize these inequalities to prove the converse for different regimes of r.

Low Fronthaul (r ∈ (0, 1]): In this regime, using Ineq 1+ (1− r)× Ineq 2 gives the lower bound:

δ∗(µ, r) ≥ 1 + µ+
1− 2µ

r
. (113)

Substituting r = 1 in Ineq 1 gives the lower bound

δ∗(µ, r) ≥ 2− µ. (114)

Combining this with the upper bounds presented in [45] gives the minimum NDT for the low fronthaul

regime as shown in Fig. 6(a).

High Fronthaul (r ≥ 1): For this regime, using Ineq 1+ (r − 1)× Ineq 3, we have

δ∗(µ, r) ≥ 1 +
1− µ

r
. (115)

Combining with the upper bound presented in [45] gives the minimum NDT for the high fronthaul regime

as shown in Fig. 6(b). Thus, the lower bound on the NDT in Proposition 1 and the achievable scheme

presented in Proposition 4 completely characterizes the minimum NDT for the 2× 2 F-RAN.

APPENDIX VII

LEMMAS USED IN APPENDIX I

In this section, we state and prove the lemmas used in the proof of Proposition 1. First, we state and

prove Lemma 5 which was used in (64) in Appendix I.

Lemma 5. For the cloud and cache-aided wireless network under consideration, the differential entropy

of any ℓ channel outputs YTE

[1:ℓ] can be upper bounded as

h
(
YTE

[1:ℓ]

)
≤ ℓTE log

(
2πe (ΛP + 1)

)
, (116)

where the parameter Λ is a function of the channel coefficients in H and is defined as

Λ =

(
max
k∈[1:ℓ]

[
M∑

m=1

h2
km +

∑

m6=m̃

hkmhkm̃

])
.
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Proof. The entropy of the received signals YTE

[1:ℓ] can be upper bounded as follows:

h
(
YTE

[1:ℓ]

)
≤

ℓ∑

k=1

TE∑

t=1

h
(
Yk[t]

)
. (117)

Now, we upper bound the inner sum as follows:

TE∑

t=1

h
(
Yk[t]

)
=

TE∑

t=1

h

(
M∑

m=1

hkmXm[t] + nk[t]

)

≤
TE∑

t=1

log

(
2πe Var

[
M∑

m=1

hkmXm[t] + nk[t]

])

(a)
=

TE∑

t=1

log

(
2πe

(
Var

[
M∑

m=1

hkmXm[t]

]
+ Var [nk[t]]

))

(b)
=

TE∑

t=1

log

(
2πe

(
M∑

m=1

h2
kmVar [Xm[t]] +

∑

m6=m̃

hkmhkm̃Cov(Xm[t], Xm̃[t]) + 1

))

(c)

≤
TE∑

t=1

log

(
2πe

(
M∑

m=1

h2
kmVar [Xm[t]] +

∑

m6=m̃

hkmhkm̃

√
Var[Xm[t]]Var[Xm̃[t]] + 1

))

(d)

≤
TE∑

t=1

log

(
2πe

(
M∑

m=1

h2
kmP +

∑

m6=m̃

hkmhkm̃P + 1

))

=

TE∑

t=1

log
(
2πe
(
ΛP + 1

))
= TE log

(
2πe
(
ΛP + 1

))
(118)

where Λ = maxk∈[1:ℓ]

[∑M

m=1 h
2
km +

∑
m6=m̃ hkmhkm̃

]
. The steps in (118) as explained as follows:

• Step (a) follows from the fact that noise is i.i.d. and uncorrelated with the input symbols.

• Step (b) follows from the fact that Var [nk[t]] = 1.

• Step (c) follows from the Cauchy-Schwartz Inequality.

• Step (d) follows from the average power constraint P on the input symbols.

Substituting (118) into (117), we have

h
(
YTE

[1:ℓ]

)
≤

ℓ∑

k=1

TE log
(
2πe
(
ΛP + 1

))
= ℓTE log

(
2πe
(
ΛP + 1

))
, (119)

which completes the proof of the Lemma 5.

Next, we state and prove Lemma 6 which was used to bound the second term in (63) in Appendix I.

Lemma 6. For the cloud and cache-aided wireless network under consideration, for any feasible policy

π = (πf , πc, πe, πd), the entropy of the K requested files F[1:K], conditioned on the channel outputs YTE

[1:ℓ],

on any (M − ℓ) fronthaul transmissions UTF

[1:(M−ℓ)] with corresponding cache contents S[1:(M−ℓ)] and on

the remaining files F[K+1:M ], can be upper bounded as

H
(
F[1:K]|Y

TE

[1:ℓ],U
TF

[1:(M−ℓ)], S[1:(M−ℓ)], F[K+1:N ]

)
≤ LǫL + TE log det

(
I[K − ℓ] + H̃H̃H

)
, (120)

where ǫL is a function of the probability of error Pe that vanishes as L → ∞, the matrix H̃ is a function

solely of the channel matrix H and I[K − ℓ] is a (K − ℓ)× (K − ℓ) identity matrix.
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Proof. In order to prove this lemma, we first consider the following set of inequalities:

H
(
F[1:K]|Y

TE

[1:ℓ],U
TF

[1:(M−ℓ)], S[1:(M−ℓ)], F[K+1:N ]

)

(a)
= H

(
F[1:K]|Y

TE

[1:ℓ],U
TF

[1:(M−ℓ)], S[1:(M−ℓ)],X
TE

[1:(M−ℓ)], F[K+1:N ]

)

(b)

≤ H
(
F[1:K]|Y

TE

[1:ℓ],X
TE

[1:(M−ℓ)], F[K+1:N ]

)

(c)

≤ H
(
F[1:ℓ]|Y

TE

[1:ℓ]

)
+H

(
F[ℓ+1:K]|Y

TE

[1:ℓ],X
TE

[1:(M−ℓ)], F[1:ℓ], F[K+1:N ]

)

(d)

≤ LǫL +H
(
F[ℓ+1:K]|Y

TE

[1:ℓ],X
TE

[1:(M−ℓ)], F[1:ℓ]∪[K+1:N ]

)
, (121)

where the steps in (121) are explained as follows:

• Step (a) follows from the fact that the channel inputs XTE

[1:(M−ℓ)] are functions of the fronthaul

transmissions UTF

[1:(M−ℓ)] and the corresponding cache contents S[1:(M−ℓ)].

• Step (b) follows from the fact that conditioning reduces entropy.

• Step (c) follows from the chain rule of entropy and from the fact that conditioning reduces entropy.

• In step (d), we use Fano’s inequality on the first term where ǫL is a function, independent of P , that

vanishes as L → ∞.

Next, we consider the second term in (121). We have

H
(
F[ℓ+1:K]|Y

TE

[1:ℓ],X
TE

[1:(M−ℓ)], F[1:ℓ]∪[K+1:N ]

)

(a)
= H

(
F[ℓ+1:K]|Y

TE

[1:ℓ],X
TE

[1:(M−ℓ)],n
TE

[ℓ+1:K], F[1:ℓ]∪[K+1:N ]

)

(b)

≤ H
(
F[ℓ+1:K]|Y

TE

[ℓ+1:K] + ñTE

[ℓ+1:K],Y
TE

[1:ℓ], F[1:ℓ]∪[K+1:N ]

)

(c)

≤ H
(
F[ℓ+1:K]|Y

TE

[ℓ+1:K] + ñTE

[ℓ+1:K], F[1:ℓ]∪[K+1:N ]

)
−H

(
F[ℓ+1:K]|Y

TE

[ℓ+1:K], F[1:ℓ]∪[K+1:N ]

)

+H
(
F[ℓ+1:K]|Y

TE

[ℓ+1:K], F[1:ℓ]∪[K+1:N ]

)

(d)

≤ H
(
F[ℓ+1:K]|Y

TE

[ℓ+1:K] + ñTE

[ℓ+1:K], F[1:ℓ]∪[K+1:N ]

)
−H

(
F[ℓ+1:K]|Y

TE

[ℓ+1:K], F[1:ℓ]∪[K+1:N ]

)
+ LǫL (122)

where the steps in (122) are explained as follows:

• Step (a) follows from the fact that the noise term nTE

[ℓ+1:K] is independent of all the other random

variables in the entropy term and can be introduced into the conditioning.

• In Step (b), we use Lemma 7 stated in Appendix VII and the fact that conditioning reduces entropy.

We observe that nTE

[ℓ+1:K] → (YTE

[1:ℓ],X
TE

[1:(M−ℓ)], F[1:ℓ]∪[K+1:N ]) → F[ℓ+1:K] forms a Markov chain and

as a result, the data-processing inequality [60] applies. The additive noise term ñTE

[ℓ+1:K] is defined as

ñTE

[ℓ+1:K] =
(
H2 ·H1

†
)
nTE

[1:ℓ],

which is a [K − ℓ] × TE matrix, where each column is an independent Gaussian random vector

distributed as N
(
0, H̃H̃H

)
with H̃ =

(
H2 ·H1

†
)
, where the matrices H1 and H2 are sub-matrices

of the channel matrix H and are defined in Lemma 7 (see (126)), and H1

† is the Moore-Penrose

pseudo-inverse. We note here that the noise term ñTE

[ℓ+1:K] is independent of channel inputs XTE

[1:M ]

and noise terms nTE

[ℓ+1:K].

• Step (c) follows from the fact that conditioning reduces entropy.

• Step (d) follows from applying Fano’s inequality to the last entropy term in the previous step, where

ǫL is again, a function independent of P that vanishes as L → ∞.
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Now, from (122), considering the first and second entropy terms together we have:

H
(
F[ℓ+1:K]|Y

TE

[ℓ+1:K] + ñTE

[ℓ+1:K], F[1:ℓ]∪[K+1:N ]

)
−H

(
F[ℓ+1:K]|Y

TE

[ℓ+1:K], F[1:ℓ]∪[K+1:N ]

)

= I
(
F[ℓ+1:K];Y

TE

[ℓ+1:K]|F[1:ℓ]∪[K+1:N ]

)
− I

(
F[ℓ+1:K];Y

TE

[ℓ+1:K] + ñTE

[ℓ+1:K]|F[1:ℓ]∪[K+1:N ]

)

= h
(
YTE

[ℓ+1:K] + ñTE

[ℓ+1:K]|F[1:N ]

)
− h

(
YTE

[ℓ+1:K] + ñTE

[ℓ+1:K]|F[1:ℓ]∪[K+1:N ]

)

+ h
(
YTE

[ℓ+1:K]|F[1:ℓ]∪[K+1:N ]

)
− h

(
YTE

[ℓ+1:K]|F[1:N ]

)

(a)

≤ h
(
YTE

[ℓ+1:K] + ñTE

[ℓ+1:K]|F[1:N ]

)
− h

(
YTE

[ℓ+1:K] + ñTE

[ℓ+1:K]|ñ
TE

[ℓ+1:K], F[1:ℓ]∪[K+1:N ]

)

+ h
(
YTE

[ℓ+1:K]|F[1:ℓ]∪[K+1:N ]

)
− h

(
YTE

[ℓ+1:K]|F[1:N ]

)

= h
(
YTE

[ℓ+1:K] + ñTE

[ℓ+1:K]|F[1:N ]

)
− h

(
YTE

[ℓ+1:K]|F[1:N ]

)

(b)
= h

(
nTE

[ℓ+1:K] + ñTE

[ℓ+1:K]

)
− h
(
nTE

[ℓ+1:K]

)

(c)
= TE log

(
(2πe)K−ℓ

∣∣∣I[K − ℓ] + H̃H̃H
∣∣∣
)
− TE log

(
(2πe)K−ℓ

)

= TE log det
(
I[K − ℓ] + H̃H̃H

)
. (123)

The steps in (123) are explained as follows:

• Step (a) follows from the fact that conditioning reduces entropy.

• Step (b) follows from the fact that, given all the files F[1:N ], the channel outputs are functions of the

channel noise.

• Step (c) follows from the fact that the noise terms are jointly Gaussian and are i.i.d. across time TE .

The function | · | is the determinant.

Thus, using (122) and (123) in (121), we have

H
(
F[1:K]|Y

TE

[1:ℓ],U
TF

[1:(M−ℓ)], S[1:(M−ℓ)], F[K+1:N ]

)
≤ LǫL + TE log det

(
I[K − ℓ] + H̃H̃H

)
, (124)

which completes the proof of the Lemma 6.

Finally, we state and prove Lemma 7 which was used in (122) for the proof of Lemma 6.

Lemma 7. Given any ℓ ∈ [1 : min{M,K}], there exists a (deterministic) function of the channel outputs

YTE

[1:ℓ], input symbols XTE

[1:(M−ℓ)] and channel noise nTE

[ℓ+1:K], that yields

YTE

[ℓ+1:K] + ñTE

[ℓ+1:K], (125)

where we have defined ñTE

[ℓ+1:K] =
(
H2 ·H1

†
)
nTE

[1:ℓ] and H1

† is the Moore-Penrose pseudo-inverse. The

matrices H1 and H2 are sub-matrices of the channel matrix H and are defined as

H1 = H
[(M−ℓ)+1:M ]
[1:ℓ] ; H2 = H

[(M−ℓ)+1:M ]
[ℓ+1:K] . (126)

Proof. Given any ℓ ∈ [1 : min{M,K}], from (62), the channel outputs YTE

[1:ℓ] are a function of the M input

symbols XTE

[1:M ] and of the noise nTE

[1:ℓ]. Given the input symbols XTE

[1:(M−ℓ)], we can cancel the contribution

of these input symbols from the channel outputs YTE

[1:ℓ] to obtain

ỸTE

[1:ℓ] = H
[1:M ]
[1:ℓ] X

TE

[1:M ] + nTE

[1:ℓ] −H
[1:M ]
[1:ℓ]

[
XTE

[1:(M−ℓ)]

0TE

[(M−ℓ)+1:M ]

]

= H1

[
XTE

[(M−ℓ)+1:M ]

]
+
[
nTE

[1:ℓ]

]
, (127)
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where 0TE

[(M−ℓ)+1:M ] is an ℓ× TE matrix of zeros. As a result, multiplying both sides of (127) by H1

†, we

get

H1

†ỸTE

[1:ℓ] = XTE

[(M−ℓ)+1:M ] +H1

†nTE

[1:ℓ]. (128)

Now let

H3 = H
[1:M ]
[ℓ+1:K]. (129)

Using this definition, we have

YTE

[ℓ+1:K] = H3X
TE

[1:M ] + nTE

[ℓ+1:K]

= H3

[
XTE

[1:(M−ℓ)]

H1

†ỸTE

[1:ℓ] −H1

†nTE

[1:ℓ]

]
+ nTE

[ℓ+1:K]

(a)
= H3

[
XTE

[1:(M−ℓ)]

H1

†ỸTE

[1:ℓ]

]
−H3

[
0TE

[1:(M−ℓ)]

H1

†nTE

[1:ℓ]

]
+ nTE

[ℓ+1:K]

= H3

[
XTE

[1:(M−ℓ)]

H1

†ỸTE

[1:ℓ]

]
−H2

[
H1

†nTE

[1:ℓ]

]
+ nTE

[ℓ+1:K], (130)

where, in (a), 0TE

[1:(M−ℓ)] is a [(M − ℓ)]× TE matrix of zeros. Rearranging (130), we obtain

YTE

[ℓ+1:K] + ñTE

[ℓ+1:K] = H3

[
XTE

[1:(M−ℓ)]

H1

†ỸTE

[1:ℓ]

]
+ nTE

[ℓ+1:K], (131)

where the RHS is a function of the ℓ channel outputs YTE

[1:ℓ], input symbols XTE

[1:(M−ℓ)] and channel noise

nTE

[ℓ+1:K]. This completes the proof Lemma 7. Note that we assumed in (128) that the sub-matrix H1 is

invertible, which is true for almost all channel realizations, i.e., it is true with probability 1.

APPENDIX VIII

PIPELINED FRONTHAUL-EDGE TRANSMISSION

A. Proof of Proposition 9

We adopt block-Markov coding as explained in Section VI-B, whereby, in each block, the constituent

policies for fronthaul and edge transmission are obtained by file-splitting between two policies. To

elaborate, for some α ∈ [0, 1] fraction of each file, a (serial) policy requiring fronthaul and edge NDTs

δ
(1)
F and δ

(1)
E is used, and for the remaining (1−α) fraction of each file, a (serial) policy requiring NDTs

δ
(2)
F and δ

(2)
E is used. From (50), the achievable NDT with the resulting block-Markov policy is given by

δP,Ach = max
(
αδ

(1)
F + (1− α)δ

(2)
F , αδ

(1)
E + (1− α)δ

(2)
E

)
. (132)

We next identify the constituent policies used to prove (52) for the three regimes namely (i) low cache

regime with µ ∈ [0, µ1]; (ii) intermediate cache regime with µ ∈ [µ1, µ2]; and high cache regime with

µ ∈ [µ2, 1]. From the definition of µ1, µ2 in (53), note that we have µ1 ≤ µ2 when µ1 = 0, we have

r = K/max{M,K} and hence µ2 = 0. Next we study each regime separately.

1) Low Cache Regime (µ ∈ [0 , µ1 ]): For the regime µ ∈ [0, µ1], we set α = µM , and perform file-

splitting between cache-aided EN coordination, as described in Lemma 3, which is characterized by the

NDTs

δ
(1)
F = 0; δ

(1)
E = δCa−IA =

M +K − 1

M
; (133)

39



and soft-transfer fronthauling in conjunction with EN cooperation via ZF-beamforming, as described in

Proposition 3, which yields the NDTs

δ
(2)
F =

K

Mr
; δ

(2)
E =

K

min{M,K}
. (134)

Note that we have µ1 ≤ 1/M and hence α ≤ 1 for µ ≤ µ1. Substituting (133)-(134) in (132), we obtain

δP−IA = max

{
(1− µM)K

Mr
,
(1− µM)K

min{M,K}
+ µ(M +K − 1)

}
,

=
(1− µM)K

Mr
, for µ ≤ µ1. (135)

2) High Cache Regime (µ ∈ [µ2 , 1 ]): For the regime µ ∈ [µ2, 1], we set α = µ, and perform file-

splitting between cache-aided EN cooperation in the form of ZF-beamforming, as described in Lemma 2,

which yields the NDTs

δ
(1)
F = 0; δ

(1)
E = δCa−ZF =

K

min{M,K}
; (136)

and soft-transfer fronthauling with ZF-beamforming on the edge, as described in Proposition 3 leading to

δ
(2)
F =

K

Mr
; δ

(2)
E =

K

min{M,K}
. (137)

Substituting (136)-(137) in (132), we obtain

δP−ZF = max

{
(1− µ)K

Mr
,

K

min{M,K}

}
,

=
K

min{M,K}
, for µ ≥ µ2. (138)

3) Intermediate Cache Regime (µ ∈ [µ1 , µ2 ]): For the intermediate cache regime of µ ∈ [µ1, µ2], we

consider a strategy which performs file-splitting between the schemes achieving δP−IA at µ = µ1 and

δP−ZF at µ = µ2 discussed above. Specifically, using first scheme which yields an NDT

δP−IA =
(1− µ1M)K

Mr
(139)

for a fraction
(

µ2−µ

µ2−µ1

)+
of the files, and the second scheme for the remaining fraction, which yields an

NDT

δP−ZF =
(1− µ2)K

Mr
, (140)

we obtain the achievable NDT

δP−FS =

(
µ2 − µ

µ2 − µ1

)+
(1− µ1M)K

Mr
+

(
1−

(
µ2 − µ

µ2 − µ1

)+
)

(1− µ2)K

Mr

=
K

Mr

[
1− µ2 − [µ1M − µ2]

(
µ2 − µ

µ2 − µ1

)+
]
. (141)

This concludes the proof of Proposition 9.
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B. Proof of Proposition 10

In the regime of low cache size µ ∈ [0, µ1], the upper bound (52), rewritten here as

δP,Ach(µ, r) ≤ δP−IA =
(1− µM)K

Mr
, (142)

matches the lower bound in Corollary 4 by setting ℓ = 0, thereby characterizing the minimum NDT for

the low cache regime with µ ∈ [0, µ1].
For the regime of high cache size µ ∈ [µ2, 1], from (52) we have the upper bound

δP,Ach(µ, r) ≤ δP−ZF =
K

min{M,K}
. (143)

For a matching lower bound, when M ≥ K, from (48), we have δ∗
P
(µ, r) ≥ 1, while, for M ≤ K, using

ℓ = M in the first term inside the max(·) function in (48) yields δ∗
P
(µ, r) ≥ K/M . Combining the two

bounds yields the following lower bound on the minimum NDT:

δ∗
P
(µ, r) ≥

K

min{M,K}
, (144)

which matches the upper bound (143), thereby characterizing the minimum NDT for the high cache regime

with µ ∈ [µ2, 1].
Finally, we consider the high fronthaul regime i.e., r ≥ ((1− µ)min{M,K})/M . In this regime,

considering the NDT in (138), which is achieved by file-splitting between cloud-aided soft-transfer

fronthauling and cache-aided ZF beamforming, it can be seen that the second term inside the max(·)
dominates and we have

δP,Ach(µ, r) ≤ δP−ZF =
K

min{M,K}
, (145)

which matches the lower bound in (144). This completes the proof of Proposition 10.

C. Proof of Proposition 11

In this section, we present the proof of the approximate optimality of the achievable schemes presented

in Section VI-B in the regime of intermediate fractional cache sizes with µ ∈ [µ1, µ2]. To this end, we

consider two sub-regimes for the fractional cache size µ namely (i) the intermediate cache regime 1 with

µ ∈ [µ1, 1/M ]; and (ii) the intermediate cache regime 2 with µ ∈ [1/M, µ2]. We consider each of the

two regimes separately.

Intermediate Cache Regime 1 (µ ∈ [µ1 , 1/M ]): For this regime, considering the achievable NDT

presented in (135), we have the upper bound

δP,Ach(µ, r) ≤ max

{
(1− µM)K

Mr
,
(1− µM)K

min{M,K}
+ µ(M +K − 1)

}

=
(1− µM)K

min{M,K}
+ µ(M +K − 1), (146)

since the edge latency i.e., the second term inside the max(·) function, dominates when µ ≥ µ1 (see

Appendix VIII-A for details). A lower bound is given by (144). Using the mentioned upper and lower

bounds on the minimum NDT, we have

δP,Ach(µ, r)

δ∗
P
(µ, r)

≤

[
(1− µM)K

min{M,K}
+ µ(M +K − 1)

]
×

min{M,K}

K

= (1− µM) + µM

[
min{M,K}(M +K − 1)

KM

]
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≤ (1− µM) + µM

[
M +K

max{M,K}

]
= (1− µM) + µM

[
1 +

min{M,K}

max{M,K}

]

≤ (1− µM) + 2µM ≤ 1 + µM
(a)

≤ 2, (147)

where step (a) follows by using µ ≤ 1/M .

Intermediate Cache Regime 2 (µ ∈ [1/M , µ2 ]): For this regime, considering the achievable NDT

presented in Proposition 9, we have the upper bound

δP,Ach(µ, r)
(a)

≤ δP,Ach(µ1, r) =
(1− µ1M)K

Mr

(b)

≤
M +K − 1

M
, (148)

for any M,K ≥ 1 and r > 0, and where steps (a) and (b) follow from the fact that the NDT is a non-

increasing function of the cache size µ and that an NDT of δCa−IA = (M +K−1)/M is achievable using

cache-aided EN coordination via interference alignment at µ = 1/M . Again, for this regime, considering

the lower bound in (144), we have

δP,Ach(µ, r)

δ∗
P
(µ, r)

≤
M +K − 1

M
×

min{M,K}

K

≤
M +K

max{M,K}
= 1 +

min{M,K}

max{M,K}
≤ 2. (149)

Finally combining (147) and (149) concludes the proof of Proposition 11.

D. Proof of Corollary 5

Using M = K = 2 in (54), we obtain the minimum NDT

δ∗P(µ, r) =





1− 2µ

r
, for µ ∈ [0, µ1 = (1− r)/(2 + r)]

1, for µ ∈ [µ2 = (1− r), 1].
(150)

For the remaining intermediate cache regime with µ ∈ [µ1, µ2], we adopt the achievable NDT δP−FS

given in (52), which yields the upper bound

δP,Ach(µ, r) ≤
2− µ

1 + r
, for µ ∈ [µ1, µ2], (151)

and the lower bound in Corollary 4 with ℓ = 1 which can be seen to match (151). In the high fronthaul

regime, i.e., r ≥ 1, using M = K = 2 in (55) yields the minimum NDT. This concludes the proof.
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