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Abstract

The aim of this thesis is the development of a multi-modal fluorescence microscopy

setup, with the main objective of maximising the amount of information from a

single limited photon budget. Fluorescence in an image can be characterised by

position, intensity, lifetime, wavelength and polarisation. The more of these param-

eters are measured, the more information about the probe’s environment is gained.

Here, I show how position, intensity, lifetime and polarisation can be measured in

a single experiment. The time-resolved polarisation in particular can give informa-

tion about rotational diffusion, and homo-FRET. Several fluorescence microscopy

techniques were combined in a based Time-Correlated Single Photon Counting

(TCSPC) framework: Fluorescence Lifetime IMaging (FLIM), time-resolved Flu-

orescence Anisotropy IMaging (tr-FAIM) and Fluorescence Recovery After Photo-

bleaching (FRAP). The set-up was built in-house and calibrated with rhodamine 6G

(R6G) solutions in water/glycerol mixtures and further tested in single lipid bilayers

(SLBs) with the environmentally-sensitive dye di-4-ANEPPDHQ. With this multi-

modal fluorescence microscopy setup the hydrodynamic radius of the fluorescence

probe can be calculated without any a priori viscosity knowledge when the solution

is isotropic and homogeneously distributed.

Protein dimerisation in cells triggers many biological processes such as cell

signalling, which is crucial for the right functioning of the cell itself. For this reason,

protein dimerisation was also investigated by firstly studying two enhanced green

fluorescence protein (EGFP) constructs - monomer & dimer - in buffer/glycerol so-
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Abstract iii

lution mixtures. Time-resolved fluorescence anisotropy measurements were taken

for both EGFP constructs and the Förster Resonance Energy Transfer (FRET) from

the EGFP dimer was extracted by fitting the time-resolved fluorescence anisotropy

data with a stretched exponential model, whose FRET energy values were encoun-

tered within the range provided by the molecular dynamic (MD) simulation re-

sults. As a real example, the protein homo-dimerisation of Coxsackievirus and

Adenovirus Receptor (CAR) tagged with GFP within the cell membrane of Human

Bronchial Epithelial (HBE) cells was investigated, where CAR arranges itself as a

dimer. Steady-state anisotropy information revealed the distinction of different cell

stages from the disruption of the CAR-GFP dimer configuration via the infection of

cells with adenovirus.

Lastly, the amount of photons needed in time-resolved fluorescence anisotropy

measurements is investigated. An expression for the uncertainty associated with the

rotational correlation time θ , based on the Perrin equation, is derived. The valida-

tion of this expression is undertaken by comparison with experimental data. Some

simulations provide information in regards to the optimal boundary conditions that

must be set in the experiment to achieve low rotational correlation time uncertainties

∆θ . As part of imaging, the distribution of the rotational correlation time θ across

an isotropic and homogeneous solution is investigated, based on the fluorescence

lifetime τ , steady-state anisotropy r distributions and the application of the Perrin

equation.
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Chapter 1

Fluorescence photophysics, lifetime

and polarisation

1.1 Brief introduction to fluorescence microscopy

and basic concepts

1.1.1 Fluorescence microscopy in biology

Fluorescence microscopy is a widely spread technique [1] that provides informa-

tion in regards to biological processes at the cellular and subcellular level. It is

considered to be a powerful technique due to its several advantages: sub-cellular

resolution, its single-molecule sensitivity, its molecular specificity and the real-time

data collection from live cells with almost negligible cytotoxicity. Compared to

other imaging techniques, such as electron microscopy [2], its resolution is much

worse, restricted by the diffraction limit of light, about 200-300 nm in the lateral

direction and 500-700 nm in the axial direction. Although electron microscopy pro-

vides structural and morphological information about the sample at a nano-scale

resolution, the sample is measured in vacuum and must be usually coated with con-

ductive layers or cut into thin sections, which makes this technique incompatible

with live-cell imaging. On the other hand, light microscopy allows the observation

1



1.1. Brief introduction to fluorescence microscopy and basic concepts 2

of structures inside live samples in real time through specific labelling of any of its

cellular components [3].

The fluorescence microscope contains an excitation filter and an emission fil-

ter. In epi-fluorescence microscopy this is known as the filter cube, which consists

of both excitation and emission filters within a cubic structure. This device was

invented by the Dutch medic Johann Sebastiaan Ploem in 1970. The excitation fil-

ter transmits only light with the desired wavelength. The emitted light has to pass

through the emission filter before it reaches the detector. The emission filter is only

transparent for light with a distinct wavelength, like the light emitted by the spec-

imen. The final image shows fluorescing areas which can be observed on a dark

background producing a high contrast.

With conventional fluorescence microscopy, due to the diffraction limit of light

of around 250 nm in the lateral direction, we are not able to observe structures

whose separation is lower than 250 nm. The spatial resolution is given by the Abbe

limit, which is roughly d = λ/2, where λ is the emission wavelength of the il-

luminating source [4]. This resolution is small compared to most biological cells

(1 µm to 100 µm), but large compared to viruses (100 nm), proteins (10 nm) and

less complex molecules (1 nm). Therefore, the spatial resolution provided by the

conventional fluorescence microscopy is not good enough to study systems with

dimensions below the diffraction limit. Super-resolution fluorescence microscopy

overcomes this problem, which resolves microscopy images by at least a factor of

two over the diffraction of light. There are three major super resolution techniques

based on different principles: Stimulated Emission Depletion (STED) [5, 6], Struc-

tured Illumination Microscopy (SIM) [7–9], and localization microscopy, where

three different techniques can be found: Stochastic Optical Reconstruction Mi-

croscopy (STORM) [10], Photo-Activated Localisation Microscopy (PALM) and

Fluorescence Photo-Activated Localisation Microscopy (FPALM) [11].



1.1. Brief introduction to fluorescence microscopy and basic concepts 3

The work presented in this thesis does not require of any high resolution tech-

nique, as the features we want to image are well sampled with a conventional fluo-

rescence microscope. This thesis is mainly focused on the simultaneous acquisition

of multi-parametric fluorescence properties by utilising time-resolved fluorescence

imaging techniques, which will be introduced in the upcoming subsections of this

chapter.

1.1.2 What emits fluorescence?

In the life sciences, fluorescence sensing can be performed labelling a sample with

fluorescent probes, quantum dots [12], other nanoparticles [13] or genetically en-

coded proteins [14], and also by imaging autofluorescence [15]. Autofluorescence

is the fluorescence of naturally occurring substances, such as clorophyll [16], fluo-

rite and collagen. Most plant and animal tissues show some autofluorescence when

excited with Ultraviolet (UV) light. In tissues, the autofluorescence information can

provide a guide to the morphology of the tissue and it is due to several fluorophores:

collagen and elastin as the components of the connective tissue, tryptophan as a

component of most proteins, and Nicotinamide Adenine Dinucleotide (NAD), a

coenzyme found in all living cells. In cancer identification, the advantage of the

use of autofluorescence lies in no need to apply exogeneous substances, which may

potentially be harmful and time consuming [15, 17, 18]. However, when a sample

is labelled with fluorescent probes, autofluorescence can lead to some background

noise that may cover the main signal partially or entirely.

The aforementioned fluorophores can be divided in three classes: intrinsic

probes; extrinsic covalently bound probes; and extrinsic associating probes [19].

However, it should be mentioned that the fluorescence tends to occur in the presence

of molecules with an aromatic structure, where the degree of electron delocalisation

is significant.
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1.1.3 Excitation and absorption spectra - The Lambert-Beer law

Excitation from the ground state to an excited state can occur when the excitation

light has an energy that corresponds to at least the energetic difference in between

both states. Obviously, a minimum of energy is required to make this transition

happen. It is important not to confuse the excitation and absorption spectra. An

absorption spectrum measures wavelengths at which a molecule absorbs light, while

an excitation spectrum determines the wavelengths of light necessary to produce

emission or fluorescence from the molecule, at a particular wavelength. We could

think of the excitation spectrum as the fluorescence detected absorption.

The height of peaks shown in the excitation spectrum is directly proportional to

the number of photons absorbed, meanwhile for getting an absorption spectrum, the

absorbance of the sample is measured, which is a unitless measure, independent of

illumination intensity [19,20]. The Lambert-Beer law states how much the intensity

of light is reduced when passing through a sample, compared to the incident one

I0 [19, 20].

I = I010−ε[c]d (1.1)

where ε is the extinction coefficient, [c] is the concentration of the sample and d is

the pathlength.

This equation is valid at low concentrations of the absorbing species (≤ 10

mM), where non-multiple scattering (light scattering) takes place. Light scattering

is not taken into account in equation 1.1, otherwise an additional term should appear

in the exponent.

The absorbance corresponds to the logarithm of the ratio of the incident light

and the transmitted one.

A = ε[c]d = log
I0

I
(1.2)

Absorbance measurements can be difficult to interpret quantitatively when com-
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Figure 1.1: Standard sample cuvette with a d path length. I0 corresponds to the incident
optical intensity and I to the transmitted optical intensity.

bined with imaging, due to light-scattering effects and the generally unknown path

length, and it is also less sensitive than fluorescence [20]. William E. Moerner

received the Nobel Prize in 2014 (shared with Eric Betzig and Stephan W. Hell)

for reporting for the first time the optical absorption spectrum of a single molecule

(hydrocarbon called pentacene) [21].

1.1.4 What is fluorescence?

Fluorescence is the emission of light from a molecule when a photon is absorbed.

This process happens on the nano-second time-scale, whereas, phosphorescence

also consists of the emission of light but at a much slower rate due to the different

nature of the excited state. Phosphorescence occurs when a photon is emitted due

to the transition of the electron from the triplet state to the ground singlet state;

fluorescence happens when the electron transition occurs in between the singlet

states. The phosphorescence transition is forbidden, that is the reason why the rate

process is very slow (10−3−100 s−1), in comparison to the fluorescence one (∼ 109

s−1) [20]. Specifically, fluorescence is the result of a three-stage process that occurs

in certain molecules called fluorescent dyes or fluorophores.

1. First stage

In the first stage a photon of energy hνex is supplied by an external source

such as a laser or an incandescent lamp to the fluorophore. This creates an
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excited electronic single state (S′1).

2. Second stage

During the second stage, the excited state exists for a certain time given by

the lifetime of the system in that state. During this time, the fluorophore is

subjected to several interactions with the molecular environment and under-

goes conformational changes. These two processes give rise to two important

consequences. The first one is that the energy of S′1 is partially dissipated,

reaching the lowest energy singlet excited state (S1), from where fluorescence

emission is originated, a rule known as Kasha’s rule [22]. The second one is

that not all the molecules initially excited by absorption return to the ground

state (S0) by fluorescence emission. Other processes such as Förster Reso-

nance Energy Transfer (FRET) and intersystem crossing could also depopu-

late S1. This will be further explained in the Jablonski diagram section.

3. Third stage

In the third and last step, a photon of energy hνemis emitted, returning the

fluorophore to its ground state S0. Due to the dissipation mentioned above, the

energy of this photon is lower, having therefore a longer wavelength than the

excitation photon hνex. The energy difference between the excitation photon

and the emission photon h(νex−νem) is called the Stokes shift.

The Jablonski energy diagram is used to represent the various energy levels

involved in the absorption and emission of light by a fluorophore. It shows how the

electrons are excited from the ground state to the different excited states and then,

how they eventually fall back to the original ground state via different paths with

different probabilities. The different de-excitation pathways will be explained by

describing Figure 1.2.

S0, S1 and S2 represent the ground state, the first and second excited singlet
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Figure 1.2: Jablonski diagram and illustration of the different positions for absorption,
fluorescence and phosphorescence spectra. Figure adapted from reference [19].

energy states, respectively, whereas, T1 and T2 represent the first and second excited

triplet energy states. If the photon is energetic enough to reach the second excited

single energy state S2 or high vibrational levels of the first excited singlet energy

state S1 (S′1), the most likely de-excitation pathway will be via non-radiative dis-

sipation to the lowest vibrational energy level for the first excited single state S1.

This phenomenon takes place within the same electronic state and it is known as

vibrational relaxation.

Non-radiative dissipation can also happen from S1 to S0, but with a much

lower efficiency, because of the much larger energy gap that separates both elec-

tronic states [19]. This process, occurring between two different electronic states, is

known as internal conversion (IC) [22]. We have seen that the fluorescence process

corresponds to the relaxation of the electron from the S1 to the S0 state, indepen-

dent on the excitation wavelength [19], but on the molecular structure of the fluo-

rophore and its environment. Another possible de-excitation process is the intersys-

tem crossing from S1 to T1, which is followed by other processes. This transition is

non-radiative, and it occurs in between two isoenergetic vibrational levels, to end up

in the lowest vibrational level of the T1 state. It ultimately results either in emission

of a photon through phosphorescence or in a non-radiative de-excitation, where the

last one is the predominant. As mentioned in the previous section, phosphorescence

involves a forbidden transition (T1 → S0), and therefore, the radiative rate constant
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is very low [19].

1.1.5 Emission spectrum

As mentioned above, after the excitation happens, the molecule relaxes very quickly

to the lowest vibrational mode of the excited state S1 by thermal dissipation. This

process occurs in about 10−12 s, which allows an independence of the emission

spectra with respect to the excitation wavelength [20].

The Stokes shift between the emitted and the absorbed light allows a filter to be

used in order to block the excitation light, and therefore detect only the fluorescence

light. This effect was first described by the scientist George Stokes [23] (Figure 1.3).

Figure 1.3: The Stokes shift of the excitation and emission spectrum of a fluorophore in
two different cases. In the first one, the excitation and emission are clearly separated from

each other, meanwhile in the second one this distinction is more difficult to observe,
increasing the background signal. An overlap between excitation and emission spectra
occurs because it exists a range of orbitals at different energies. Low energy excitation

orbitals (high excitation wavelength) can lead to an overlap of the two spectra.

As the electronic transition does not alter much the nuclear configuration, sim-

ilar spacing of the vibrational energy levels of the ground and excited states are

observed, and therefore, a symmetry in the excitation and emission spectra. This is

the so-called mirror image rule. There are several exceptions to this rule, such as

proton dissociation, dimerisation, charge-transfer complex formation, etc. [20, 24].
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1.1.6 Fluorescence lifetime

Since the fluorescent probe is excited through absorption of light to the excited state

S1, different processes will start to compete in order to de-excite the molecule to the

ground state S0 via different paths. The rate constant k of the excited state will be

the sum of the kinetic constants of all these processes:

k = kr + knr (1.3)

where kr is the radiative rate constant and knr is the non-radiative rate constant,

which is the sum of the rate constant for internal conversion kic, and the rate con-

stant for intersystem crossing to the triplet state kisc. The fluorescence emission

always occurs from the lowest vibrational level of the first excited state (S1), which

is known as Kasha’s rule [22].

The fluorescence lifetime τ is the average time the molecule spends in its ex-

cited state S1 before falling back to its ground state. It is defined as the inverse of

the sum of the rate constants for all excited state depopulation processes:

τ =
1

kr + knr
(1.4)

The natural or radiative lifetime τ0 = k−1
r is related to the fluorescence lifetime

τ via the fluorescence quantum yield ΦF :

Φ =
kr

kr + knr
=

τ

τ0
= krτ (1.5)

The fluorescence quantum yield Φ gives the ratio of the emitted photons and
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the absorbed ones. Its value is always below 1.

Φ =
emitted photons

absorbed photons
=

kr

kr + knr
(1.6)

When the fluorescence lifetime τ and the quantum yield Φ of a fluorophore are

known, the radiative and non-radiative rate constants (kr and knr) can be uniquely

determined by combining equations 1.4 and 1.5.

The radiative rate constant kr depends on the refractive index due to the po-

larisability of the medium that surrounds the fluorescence emitter, according to the

Strickler-Berg formula [25]:

kr = 2.88×10−9n2
∫

F(~ν)d~ν∫
F(~ν)~ν−3d~ν

∫
ε(~ν)d~ν

~ν
(1.7)

where kr is the inverse of the natural or radiative lifetime τ0, n is the refractive

index, F is the fluorescence emission, ε is the extinction coefficient and ~ν is the

wavenumber.

Equation 1.7 refers to the natural lifetime, this expression can also be used

to assess the dependence of the fluorescence lifetime of the fluorophore with its

environmental refractive index as previously presented in the study of several fluo-

rescence emitters [26–30].

After N fluorophores are excited and populate the excited state S1, they will

de-excite to the ground state S0. The time-dependence of the depopulation of the

excited state S1 can be described by the following rate equation:

dN =−(kr + knr)N(t)dt (1.8)

where t is the time.
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Integration of equation 1.8 and taking into account that the fluorescence inten-

sity I(t) is proportional to the number of excited fluorophores N(t):

I(t) = I0e−t/τ (1.9)

where I0 is the fluorescence intensity at time t = 0 and τ is the fluorescence lifetime

defined in equation 1.4. The decay of the fluorescence intensity follows an expo-

nential decay law [31]. The fluorescence lifetime τ refers to the time it takes for

the fluorescence intensity to decay from its peak to e−1 ∼ 37% of its peak value. If

the set of fluorophores are surrounded by several micro-environments, most likely

the fluorescence intensity will decay as a linear combination of several fluorescence

exponentials. This implies that sub-sets of fluorophores will exhibit different flu-

orescence lifetimes. Thus, the intensity decay of this population of fluorophores

would decay as follows:

I(t) =
N

∑
i=1

Aie−t/τi (1.10)

where Ai is the ith amplitude of the intensity decay with τi and N is the number of

fluorescence components.

The multi-exponential fit of the fluorescence intensity decay of a set of flu-

orophores does not necessarily mean that the medium in which the fluorescence

probes are located is formed by different micro-environments. Some probes have

several excited states, which means several depolarisation pathways are likely to

exist. This was for instance observed with the Green Fluorescence Protein (GFP)

[32–35]. The absorption bands of this protein are located at 400 nm and 475 nm.

When the protein is excited with ultraviolet light (UV), the de-excitation occurs via

one pathway, which implies a single fluorescence lifetime. However, if the protein

is excited with blue light, the depopulation of the excited state occurs via two fluo-

rescence lifetimes (3.4 and 2.7 ns). This means that two excited states are populated
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when the protein is excited with blue light.

The intensity-weighted average lifetime is the average of the lifetimes of

the decay components weighted by their integral intensities. Thus, the intensity-

weighted average lifetime with N components is given by the following equa-

tion [36]:

τavg =

N
∑

i=1
Aiτ

2
i

N
∑

i=1
Aiτi

(1.11)

1.1.7 Fluorescence polarisation or anisotropy

The fluorescence anisotropy theory will be explained in detail, paying special atten-

tion to the anisotropy depolarisation of a dye in its excited state due to Brownian

motion. Different case scenarios will be presented, where the anisotropy evolution

over time for an isotropic freely and hindered rotating fluorophore is described.

1.1.7.1 Definition of fluorescence anisotropy

Anisotropy measurements are based on the principle of photoselection (Figure 1.4).

The fluorophore is excited with polarised light. Fluorophores absorb photons in

a preferential direction, when their transition dipole is parallel to the one of the

excitation light. The probability of absorption by the fluorophore is proportional to

cos2β , where β is the angle between the dipole moment of the transition (absorption

transition moment) and the direction of the polarisation of the excited light. The ori-

entation of the absorption transition moment depends on the electronic state reached

through absorption. By contrast, the emission transition moment is the same what-

ever the reached excited-state is (internal conversion towards S1) [19]. Therefore,

the result of this photoselection is that part of the population of fluorophores is ori-

ented (due to the excitation electric field), and part of the fluorescence emission is

polarised.

Emitted light will be measured with a polariser. Two components of the emis-
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Figure 1.4: Transition moments and photoselection. Figure adapted from reference [19].

sion light will be measured, the parallel and the perpendicular intensity components

with respect to the polarisation of the excitation light. The light anisotropy is de-

fined as follows:

r =
I‖− I⊥

I‖+2I⊥
=

I‖− I⊥
Itot

(1.12)

where I‖, I⊥ are the parallel and perpendicular intensity components of the flu-

orescence emission and Itot is the total fluorescence intensity. Note that when

I⊥ = 0→ r = 1 and when I‖ = 0→ r = −1/2. Thus, the anisotropy is within a

range −1/2≤ r ≤ 1.

The factor 2 for defining the total fluorescence emission comes from applying

the Curie symmetry principle [19]. This leads to relations between intensities that

is shown in Figure 1.5.

The total emission is given by Itot = Ix + Iy + Iz. For the first case, where the

excitation light is vertically polarised, the z axis is an axis of symmetry for the emis-

sion (parallel axis), therefore, Ix = Iy (perpendicular axis). In the second case, the

excitation light is horizontally polarised. This time, the axis of symmetry for the

emission will be the x axis (parallel axis). Therefore, by symmetry, Iy = Iz (per-

pendicular axis). Both cases lead to the final expression for the total fluorescence

intensity.
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Incident 
light

Total
intensity

Figure 1.5: Relations between the intensity components (defined in the Cartesian
coordinates) after applying the Curie symmetry principle. The first case corresponds to
vertically polarised excitation light and the second one to horizontal polarised excitation

light. Figure adapted from reference [19].

1.1.7.2 Anisotropy theory - Photoselection and initial anisotropy r0

The theory for fluorescence anisotropy can be derived considering a a fluorophore

oriented at an angle β from the z axis and φ from the y axis, as shown in Figure 1.6,

with collinear excitation and emission dipoles. The maximum anisotropy will have

assigned a specific value due to the effect of the photoselection.

As we can see in Figure 1.6, the parallel intensity component of the fluores-

cence emission is proportional to cos2β as this corresponds to the projection of

the field along the z axis. In the same way, we can observe that the perpendicular

component for the fluorescence emission goes with the sin2β sin2φ . Therefore, the

perpendicular and parallel components for the fluorescence intensity are given by:

I‖(β ,φ) = cos2
β (1.13)
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Figure 1.6: Parallel and perpendicular fluorescence intensity components for a random
fluorophore in a spherical coordinate system. Figure adapted from reference [20].

I⊥(β ,φ) = sin2
β sin2

φ (1.14)

If we consider an isotropic system, where the dipoles are randomly oriented,

the fluorophores will be equally excited regardless of the angle φ from the y-axis.

That’s why we can eliminate the dependence of φ in equation 1.14, by calculating

its average value.

< sin2
φ >=

∫ 2π

0 sin2φdφ∫ 2π

0 dφ
=

1
2

(1.15)

The combination of equations 1.12, 1.13, 1.14 and 1.15 allows us to get to the

following expression for the anisotropy:

r =
3 < cos2β >−1

2
(1.16)

We can see from equation 1.16 that r = 1 at β = 0◦. But due to photoselection,

the maximum value of r is lower. If we consider a random orientation of dipole
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moments, β has to be averaged. The probability density function of finding an

excited molecule with a dipole under the angle β is:

p(β ) = sinβcos2
β (1.17)

So the average value of < cos2β > is:

< cos2
β >=

∫ π/2
0 cos2β p(β )dβ∫ π/2

0 p(β )dβ

=

∫ π/2
0 cos4β sinβdβ∫ π/2
0 cos2β sinβdβ

=
3
5

(1.18)

If we introduce this result in equation 1.16, we realise that now the maximum

value that r can have for an isotropic conformation is r0 = 0.4. It should be noted

that this expression is only valid for samples with symmetry along the z-axis and

single-photon excitation. These values can exceed 0.4 for multiphoton excitation

(e.g. r02 = 4/7 for two-photon excitation and r03 = 2/3 for three-photon excitation).

If the excitation and emission dipoles are not collinear, this is not true. In most

of the cases, there is an angular displacement in between the dipoles (α). Therefore,

the fundamental anisotropy of the fluorophore is modified in the following manner

[20]:

r0 =
2
5

(3cos2α−1
2

)
(1.19)

where r0 is within the range from -0.2 to 0.4 for single-photon excitation.

1.1.7.3 Anisotropy depolarisation and rotational Brownian motion

The anisotropy of a fluorophore can depolarise due to different depolarisation

sources. One of them is the non-collinearity in the excitation and emission

dipoles, which introduces this angle α in the anisotropy expression (equation 1.19).

Anisotropy depolarisation can also occur if excitation energy is transferred non-

radiatively from one fluorophore to another. This is the so-called Förster Resonance

Energy Transfer (FRET), which due to its relevance, it will be covered in Section
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1.2.

The rotational Brownian motion of the fluorophore after excitation is the main

cause of fluorescence depolarisation, as long as the excited fluorophore is able to

rotate during the excited-state lifetime. The anisotropy of the fluorophore at time t

= 0 will be gradually depolarised as a function of time by the rotational Brownian

motions (Figure 1.7). From this depolarisation, information about the size of the

molecule or viscosity of the medium can be obtained. Note that quantitative infor-

mation can only be obtained if the time-scale of rotational motions is of the order

of the excited-state lifetime τ . Moreover, if the rotational motions are rapid with

respect to τ (r ∼ 0) or slow (r ∼ r0), inferring any information about the rotational

motion via anisotropy measurements is not possible, as the motions occur out of the

experimental time window.

Figure 1.7: Fluorescence depolarisation due to rotational motions. The absorption and
emission transition moments are assumed to be parallel. β corresponds to the initial

orientation of the emission transition moment and ω to its evolution due to rotation during
the excited state. Figure adapted from reference [19].

Depending on how the distribution of the dipoles in the fluorophore is

(isotropic or anisotropic) and the medium in which it is encountered, the time-

dependent anisotropy curve can adopt different shapes [19]. If the micro-

environment in where the fluorophore is, permits it to rotate freely, then this case is

of free rotation. In this situation, the anisotropy goes from r0 to 0, as the final stage

implies the random orientation of the fluorophores at long times. By contrast, this

is not possible for the case of hindered rotation, where the anisotropy cannot decay
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to 0 due to hindered motion. Free rotation of an isotropic system involves a single

exponential anisotropy decay, meanwhile several exponential terms conform the

one that governs the free anisotropic rotation decay. For the hindered rotation, apart

from the fundamental anisotropy (r0), another term must be introduced. This is the

so-called limiting anisotropy r∞. These two cases of free and hindered rotations

will now be discussed.

• Free rotation

If we consider the initial emission transition moment of the freely rotating

fluorophore is given by β and its evolution over time (from time t = 0 to time

t) is described by ω(t), following the same method that led to equation 1.16,

the emission anisotropy will be given by:

r(t) =
3cos2ω(t)−1

2
(1.20)

The orientation autocorrelation function (ACF) is given by (3cos2ω(t))/2.

It represents the probability that the fluorophore with a certain orientation at

time t = 0 is oriented at ω with respect to its initial orientation. The Legen-

dre polynominal of order 2, P2(x) is given by (3x− 1)/2. Thus, sometimes

equation 1.20 is written as follows:

r(t) = r0 < P2[cosω(t)]> (1.21)

• Isotropic rotation

The rotation of spherical fluorophores is isotropic and the average of cos2ω(t)

can be calculated considering an orientation distribution function W (ω, t),

which expresses the probability that a fluorophore has an orientation ω at

time t, with ω = 0 at time t = 0. Therefore, the average cos2ω(t) is obtained
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as follows:

cos2ω(t) =
∫

∞

0
cos2

ωW (ω, t)sinωdω (1.22)

The Brownian diffusion equation for a spherical particle is given by:

∂W (ω, t)
∂ t

= Dr∇
2W (ω, t) (1.23)

where Dr is the rotational diffusion coefficient. Equation 1.23 can be rewritten

in spherical coordinates:

∂W
∂ t

= Dr
1

sinω

∂

∂ω
(sinω

∂W
∂ω

) (1.24)

If cos2ω(t)=u and cos2ω(0)=0, equations 1.22 and 1.24 lead to:

u =
1
3
= [1+2e(−6Drt)] (1.25)

Taking into account that the ACF (3u−1)/2 is a single exponential, the evo-

lution of the anisotropy over time is given by:

r(t) = r0e−6Drt (1.26)

The rotational correlation time θ is the time it takes the fluorophore/molecule

to rotate 1 radian. The Stokes-Einstein-Debye (SED) equation describes the

motion of a Brownian particle in an homogeneous fluid and it is widely used

to relate orientational molecular diffusivity quantitatively to viscosity. SED

can describe the rotational motion of a fluorescent probe, yielding:

θ =
ηV
kbT

(1.27)

where η is the viscosity, kb is the Boltzmann constant, V is the volume of the
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rotating molecule and T is the temperature.

The rotational correlation time θ is related to the rotational diffusion coeffi-

cient by θ = (6Dr)
−1. Therefore, knowing the rotational correlation time of

the rotating probe, the rotational diffusion coefficient can be calculated. The

viscosity of the solution that contains the fluorescent probe can be estimated

if its volume is known a priori via equation 1.27 [20]. Following the Stokes-

Einstein-Debye behaviour and considering a spherical fluorescent probe, its

rotational diffusion coefficient is given by:

Dr =
1

6θ
=

kbT
8ηπR3

h
(1.28)

where kb is the Boltzmann constant and Rh is the hydrodynamic radius of the

fluorescent probe.

From the previous equation, the hydrodynamic radius of the probe can be

extracted:

Rh =
( kbT

8ηπDr

)1/3
(1.29)

The anisotropy evolution over time is commonly expressed in terms of

the rotational correlation time θ . Combining equations 1.26 and 1.28, the

anisotropy of a freely rotating fluorophore in an isotropic medium is given

by:

r(t) = r0e−t/θ (1.30)

where no restriction but the solution’s viscosity is present, which allows the

free rotation of the probe.

• Hindered rotation

The decay of the anisotropy for a fluorophore rotating between two barriers is

of special interest. The problem of a fluorophore with restricted rotation in an
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ordered lipid bilayer was discussed by Kinosita et al. [37]. If we consider the

’wobble-in-cone’ model, in which the rotations of the fluorophore with a rod-

like shape are restricted within a cone and the direction of the absorption and

emission transition dipole moments coincide with the long molecular axis,

the rotational motions will be described by: a wobbling diffusion constant

Dr and a degree of orientation constraint (half-angle of the cone β0). Dr is

defined as the rotational diffusion coefficient around an axis perpendicular to

the long molecular axis (these rotations do not affect the emission anisotropy).

Kinosita et al.’s analysis leads to [37]:

r(t)
r0

= ∑
i

Aie(−Drt/σi) (1.31)

where Dr is the wobbling diffusion constant. The coefficients Ai and σi cannot

be expressed as closed analytical functions of β . Therefore, Kinosita et al.

proposed the following approximate expression for r(t)/r0 [37]:

r(t)
r0,approx.

= A∞ +(1−A∞)e(−Drt/<σ>) (1.32)

where A∞ = r∞/r0 and < σ >= ∑
i6=∞

Aiσi/(1−A∞).

In contrast to an isotropic system, the anisotropy evolution of a fluorophore

rotating within an anisotropic system, such as a lipid bilayer, will not depo-

larise completely to zero at long times. This will give rise to a final limiting

value r∞. This means that at low viscosities, r∞/r0 will not be zero and will

provide information about the degree of confinement of orientation of the flu-

orophore within the membrane. The relationship between this quantity and

the half-angle of the cone β0 is:

r∞

r0
=< P2(cosβ )>2=

[1
2

cosβ0(1+ cosβ0)
]2

(1.33)



1.1. Brief introduction to fluorescence microscopy and basic concepts 22

where β is the orientation angle of the probe with respect to the axis of the

bilayer. β0 is the maximum value of β .

An approximate solution to the anisotropy decay given by Kinosita was given

by Lipari and Szabo [38], where they considered the general case for a probe

attached to a macromolecule:

r(t)
r0,approx.

= A∞e−t/τM +(1− A∞)e
[−t(τ−1

M +τ
−1
e f f )] (1.34)

where τM =DM/6, DM being the rotational diffusion coefficient of the macro-

molecule and τe f f is the effective correlation time of Dr:

τe f f = 7β0/24Dr (1.35)

In many cases, considering τM >> τe f f is a good approximation, which leads

to the well-known relation for the anisotropy decay with hindered rotation:

r(t) = (r0− r∞)e−t/θ + r∞ (1.36)

Figure 1.8: Time-resolved anisotropy decay models from free and hindered rotations.
Figure adapted from reference [19].
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Note that equations 1.28 and 1.29 imply the volumetric shape of the fluores-

cent probe is spherical. For non-spherical probes the anisotropy evolution is given

by a multi-exponential expression. In a homogeneous solution, the SED equation

to describe the translational Brownian motion of the fluorescent probe can be also

derived. Note that if the probe is not spherical, the SED equations may not describe

the system accurately and deviations from the current SED equations may be found.

For the description of the Brownian motion of proteins within the cell membrane,

Saffman and Delbruck developed a model, in which the protein is considered as a

cylinder and to diffuse laterally in a 2-dimensional case scenario [39]. The deriva-

tion of the rotational diffusion of the protein is straightforward, but the translational

diffusion equation, which is derived for different case scenarios. In Chapter 3, both

models (SED and Saffman-Delbruck) are applied and discussed for the descrip-

tion of the Brownian motion (rotational and translational) of the environmentally-

sensitive dye di-4-ANEPPDHQ in DOPC single lipid bilayers (SLB).

1.1.7.4 Steady-state anisotropy

Steady-state anisotropy measurements are simple and do not require any time-

resolved setup and can be calculated from an average of the anisotropy decay r(t),

over the intensity I(t):

r =
∫

∞

0 I(t)r(t)dt∫
∞

0 I(t)dt
(1.37)

The integration of equation 1.37 yields the Perrin equation, which relates the

anisotropy parameters r and r0 with the fluorescence lifetime τ and the rotational re-

laxation θ . For the hindered rotation case, the limiting anisotropy r∞ is also present

in the Perrin equation. Considering the intensity fluorescence decays as a single ex-

ponential model I(t) ∝ e−t/τ , the steady-state anisotropy for the two cases studied

above (free isotropic and hindered rotation) is given by introducing equations 1.30
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and 1.36 separately in the steady-state anisotropy equation (1.37) [19].

Free isotropic rotation⇒ r =
r0

1+ τ/θ
(1.38)

Hindered rotation⇒ r =
r0− r∞

1+ τ/θ
+ r∞ (1.39)

Much of the molecular information available from fluorescence is lost during

the time averaging process, such as the shape of the anisotropy decay, which may

be mono-exponential or multi-exponential. The intensity decays also contain infor-

mation that is lost during the averaging process. Although time-resolved anisotropy

measurements are much more powerful that steady-state anisotropy, still the steady-

state anisotropy r is widely used to report on the orientation of the transition dipole

moments [40–42]. Also, when the number of photons is insufficient to recreate a

reliable time-resolved fluorescence anisotropy decay, steady-state anisotropy mea-

surements can still reveal some information in regards to polarisation.

1.2 Förster Resonance Energy Transfer

1.2.1 What is Förster Resonance Energy Transfer?

FRET is a mechanism describing energy transfer between two fluorescence probes.

The donor, initially in its electronic excited state, may transfer energy to an accep-

tor chromophore through non-radiative dipole-dipole coupling. Protein interactions

play a key role in most of pathological and physiological processes and these can

be studied with FRET.

For FRET to occur successfully, three conditions must be met:

1. Donor and acceptor must be close to one another (few nanometres) for the

FRET process to be efficient. This energy transfer efficiency is inversely

proportional to the sixth power of the distance between donor and acceptor.

This makes FRET extremely sensitive to small changes.
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2. The emission spectrum of the donor fluorophore must overlap with the ab-

sorption spectrum of the acceptor fluorophore.

3. As the transfer of energy between donor and acceptor happens via intermolec-

ular dipole-dipole coupling, its efficiency depends on the dipole orientation

between fluorophores, which comes with κ2.

In the late 1940’s, Theodor Förster explained the relationship between the

probability of energy transfer, due to a dipole-dipole interaction, and molecular

distance [43]. One of the final expressions for the transfer rate constant is given by

the following equation [20]:

kF =
Φκ29000ln10

128π5n4NAτDR6

∫
∞

0
FD(λ )εA(λ )λ

4dλ (1.40)

where Φ accounts for the quantum yield of the donor in the absence of acceptor,

n is the refractive index of the probe’s environment, τD is the isolated donor fluo-

rescence lifetime, R corresponds to the distance between donor and acceptor, κ2 is

the dipole orientation between chromophores, NA is Avogadro’s number, FD(λ ) is

the fluorescence intensity of the donor in the wavelength range λ to λ + ∆λ . The

extinction coefficient of the acceptor at λ is given by εA(λ ) [M−1cm−1].

The integral involved in equation 1.40 refers to the overlap integral of the ab-

sorption and emission spectra of acceptor and donor, respectively. Normally this

integral overlap of spectra is denoted as J(λ ):

J(λ ) =
∫

∞

0
FD(λ )εA(λ )λ

4dλ (1.41)

The transfer rate constant can be expressed as a function of distance and con-

sequently FRET can be used to measure molecular distances, sometimes calling the
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technique a molecular ruler. Therefore, equation 1.40 can be rewritten as follows:

kF =
1

τD

(
R0

R

)6

(1.42)

where R0 accounts for the Förster distance at which the energy efficiency due to

FRET is half.

R0 is therefore:

R6
0 =

Φκ29000(ln10)
128π5n4NA

∫
∞

0
FD(λ )εA(λ )λ

4dλ (1.43)

Equation 1.43 involves many constants, which means the expression can get

simplified. If εA(λ ) is expressed in units of M−1cm−1 and λ in nm, then J(λ ) is in

M−1cm−1nm4 units and R0 is as follows, in Å:

R0 = 0.02108(κ2n−4
ΦJ(λ ))

1
6 (nm) (1.44)

The FRET energy efficiency accounts for the proportion of photons the donor

absorbs and transfers to the acceptor through nonradiative dipole–dipole coupling.

It can be then defined as the quantum yield of the energy transfer transition and in

combination with equation 1.42:

EFRET =
R6

0

R6 +R6
0
=

1(
R
R0

)6
+1

(1.45)

Therefore, if the distance R and dipole orientation κ2 between fluorophores is

known, along with the donor quantum yield Φ, the solution’s refractive index n

and the spectral overlap between donor’s emission and acceptor’s excitation spectra

J(λ ), then the energy efficiency EFRET between fluorophores due to FRET can be

calculated.
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Equation 1.45 can also be rewritten in terms of the donor’s fluorescence life-

time in absence and presence of an acceptor:

EFRET = 1− τDA

τD
(1.46)

where the fluorescence lifetime of the donor in presence of an acceptor is τDA =

(kT + kr + knr)
−1 and the donor’s fluorescence lifetime in absence of an acceptor is

τD = (kr + knr)
−1.

1.2.2 Excitation probability of an isolated molecule

Let’s initially consider a molecule with no interaction with any other molecule.

Therefore, no FRET takes place.

• N = 1 cluster

As we have seen in Section 1.1.6, if a molecule is excited by irradiation at

time t = 0, its excitation probability ρ(t) decays through radiative and non-

radiative processes, such as:

dρ(t)
dt

=−1
τ

ρ(t)−→ ρ(t) = e−t/τ (1.47)

The quantum yield Φ is defined by the ratio of the number of photons emitted

to the number of photons absorbed. It is a measure of the efficiency of photon

emission and ranges from 0 to 1. Its value is given by the overall radiation

probability:

Φ =
1
τ0

∫
∞

0
ρ(t)dt =

1
τ0

∫
∞

0
e−t/τdt =

τ

τ0
(1.48)

where τ0 is the natural fluorescence lifetime:

τ0 =
1
kr

(1.49)
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with kr equal to the radiative rate constant.

If N ≥ 2 and the FRET conditions for the transfer of energy are met, then

the individual intensity decay can be depolarised due to FRET. FRET can happen

in between different (hetero-FRET) or identical (homo-FRET) fluorophores. The

two FRET cases will be studied in detail. The theory of hetero-FRET for a group of

molecules uniformly distributed in solution will be presented, so as the homo-FRET

theory, which will be applied for clusters, where a general and unique solution are

presented.

1.2.3 Homo-FRET

1.2.3.1 Background and Theory

In the case of energy migration between identical molecules, the excitation proba-

bility of each individual molecule will be determined by the uptake or release of the

non-radiative energy. Let’s consider there is a possibility of transfer of excitation

energy from one molecule k to another molecule l. Then, there will be a decay of

the excitation probability of the first molecule at a rate proportional to ρk and an

increase of the same magnitude in that of the second molecule. Considering these

processes to occur between pair of molecules, one obtains:

dρk

dt
= ∑

l
Fkl[ρl(t)−ρk(t)]−

1
τ

ρk(t), Flk = Fkl (1.50)

Fkl is the number of transfers k→ l per unit time that would obtain if ρk were held

constant. If we recall the right side of equation 1.42, the pairwise excitation transfer

rate from molecule k to l, or Forster Transfer rate (Fkl) is given below:

Fkl = kF =
1
τ0

( R0

Rkl

)6
(1.51)

Equation 1.50 implies that the decay of excitation is accompanied by an equi-
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libration of the excitation energy among the individual molecules. If the excitation

probabilities are summed all over the molecules:

∑
k

ρk(t) = ∑
k

ρk(t = 0)e−t/τ (1.52)

The whole system decay of excitation remains invariant, which means equation 1.47

also remains valid.

Let’s consider now the general case with a cluster of N ≥ 3 molecules and the

unique case of N = 2 molecules. The anisotropy decay in the presence of homo-

FRET between identical molecules will be given by a simplified model given by

Warren et al. [44] of the approach developed by Runnels and Scarlata [45]. In this

approach, Runnels et al. [45] showed that the emission anisotropy is mainly sensi-

tive only to the number of interacting molecules below the critical Förster distance,

not to the distance between them. Therefore, a configuration of distances between

molecules will not be considered in this method, but equal transfer rates between

them.

• General case: N ≥ 3 cluster

For a population of N identical fluorophores with a fluorescence lifetime τ ,

the probability a initially excited molecule at time t = 0 remains in the excited

state at time t is given by:

ρ1(t) =
1
N

(
1+(N−1)e−NkF t

)
e−t/τ (1.53)

where kF is the homo-FRET rate, τ is the fluorescence lifetime and N the

number of fluorophores in the cluster. The probability of the ith molecule to

be excited and remain in its excited state is given by:

ρi(t) =
1
N

(
1− e−NkF t

)
e−t/τ (1.54)
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Both probabilities are solutions of equation 1.50 for 1 and (N−1) molecules.

Now, the probabilities of a photon to be emitted either by the initially excited

fluorophore or any other from the cluster (N−1) is given by:

p1(t) =
ρ1(t)

ρ1(t)+(N−1)ρi(t)
=

1
N

(
1+(N−1)e−NkF t

)
(1.55)

pi(t) =
(N−1)ρi(t)

ρ1(t)+(N−1)ρi(t)
=

1
N
(N−1)(1− e−NkF t) (1.56)

If the anisotropy of emission by the initially excited molecule is given by r0

and the rest of the anisotropy emission is given by ret , then the time evolution

of anisotropy will be given by the following expression:

r(t) = p1r0 + piret =
1
N

[
r0[1+(N−1)e−NkF t ]+ ret(N−1)(1− e−NkF t)

]
(1.57)

For such a system, Agranovich and Galanin showed that the average

anisotropy for emission after a single transfer is ret = 0.016 [46].

If the molecules are free to rotate, then the anisotropy evolution will be given

by:

r(t) =
1
N

[
r0[1+(N−1)e−NkF t ]+ ret(N−1)(1− e−NkF t)

]
e−t/θ (1.58)

The molecule is assumed to be spherical with a rotational correlation time

given by θ . If the time-resolved fluorescence anisotropy data is fitted

with a bi-exponential model, the number of molecules N can be calculated.

Let’s consider r1 and θ1 are associated to the rotational decorrelation of the

anisotropy decay, and r2 and θ2 to the homo-FRET. Then, along with equation
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1.58, r1 and r2 can be expressed in terms of r0 and ret :

r1 =
1
N

(
r0 +(N−1)ret

)
(1.59)

r2 =
(N−1)

N
(r0− ret) (1.60)

By rearranging equations 1.59 and 1.60, the number of molecules N is as

follows:

N =
r1− ret + r2

r1− ret
= 1+

r2

r1− ret
(1.61)

The total radiation probabilities of the first excited molecule and the ith

molecule from the (N−1) cluster are:

Φ1,i(t) =
1
τ0

∫
∞

0
ρ1,i(t)dt (1.62)

This is the same as saying:

Φ1(t) = Φ
1+ τkF

1+NτkF
(1.63)

Φi(t) = Φ
(N−1)τkF

1+NτkF
(1.64)

where Φ is the overall quantum yield (Φ = Φ1 +Φi = 1).

The equation that describes the emission steady-state anisotropy arising from

the cluster is given by the following expression:

rtot = r0
Φ1

Φ
+ ret

Φi

Φ
(1.65)

→ rtot = r0
1+ τkF

1+NτkF
+ ret

(N−1)(τkF)

1+NτkF
(1.66)

• N = 2 cluster
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The rate constant kF is expected to decrease rapidly with distance, so the

transfer of energy between molecules will occur below a critical distance. If

an unexcited second molecule is below this critical distance from an excited

molecule. Then, the excitation probabilities of each of them will be given by

the solution of equation 1.50 for two identical molecules (N = 2):

ρ1(t) =
1
2
(1+2e−2kF t)e−t/τ (1.67)

ρ2(t) =
1
2
(1−2e−2kF t)e−t/τ (1.68)

The total radiation probabilities of the two molecules are:

Φ1,2(t) =
1
τ0

∫
∞

0
ρ1,2(t)dt (1.69)

This is the same as saying:

Φ1(t) = Φ
1+ τkF

1+2τkF
(1.70)

Φ2(t) = Φ
τkF

1+2τkF
(1.71)

where φ is the overall quantum yield (Φ = Φ1 +Φ2 = 1).

The equation that describes the emission steady-state anisotropy arising from

the cluster is given by the following expression:

rtot = r0
Φ1

Φ
+ ret

Φ2

Φ
(1.72)

→ rtot = r0

( 1+ τkF

1+2τkF

)
+ ret

(
τkF

1+2τkF

)
(1.73)

As derived previously for a cluster of N ≥ 3 molecules, the evolution of the
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anisotropy decay due to homo-FRET or with additional rotation, will be given

by replacing N by 2 in equations 1.57 and 1.58:

r(t) =
1
2

[
r0[1+ e−2kF t ]+ ret(1− e−2kF t)

]
(1.74)

r(t) =
1
2

[
r0[1+ e−2kF t ]+ ret(1− e−2kF t)

]
e−t/θ (1.75)

Förster also derived the equations for the transfer of energy between two iden-

tical molecules at the time in a solution with a uniform distribution of molecules

N [47]. This probability distribution is introduced and explained in great detail in

the next section, where the hetero-FRET theoretical background is presented and

discussed, giving rise to the well-known stretched exponential function. In Chapter

2, we will attempt to simplify the homo-FRET formulae derivations from Förster’s

paper for a low concentrated solution of identical dyes, focusing on the evolution of

the time-resolved anisotropy decay.

1.2.4 Hetero-FRET

1.2.4.1 Background and Theory

If the distance between molecules is fixed, then a single distance will determine the

FRET efficiency (equation 1.45 or equation 1.46, in terms of the fluorescence life-

time). This case is the most commonly used. However, if a distribution of distances

between fluorescent molecules is permitted, the overall FRET rate constant will be

given by a contribution of several FRET rate constants, each one associated to a

specific separation between molecules. This is the scenario that will be considered

in this subsection.

Let’s assume a random distribution of dye molecules in solution. It suffices to

consider only the nearest neighbour of the excited molecule at low concentrations.

One molecule is at the origin (molecule in the excited electronic state) and the rest
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of the molecules N are at a distance R + dR from the origin. Only the transfer of

energy between the molecule at the origin and the nearest neighbour, at R + dR, is

considered at the time. The molecule at the origin will be surrounded by an empty

volume v = 4πR3/3, and the second is somewhere within a volume dv (= 4πR2dR).

The formulae derivation of this section is based on the work published by Theodor

Förster in 1948 [48].

The excitation probability ρ of the molecule at the origin (donor) will decay

with the fluorescence lifetime and with an additional quenching term given by the

non-radiative transfer between molecules (equation 1.42), at different distances Rk.

Therefore, equation 1.47 is rewritten as follows:

dρ(t)
dt

=−1
τ

ρ(t)− 1
τ

N

∑
k=1

(R0

Rk

)6
ρ(t)−→ ρ(t) = e−t/τ

N

∏
k=1

e
−
(

R0
Rk

)6
t
τ (1.76)

If the probability of the acceptor of being in the vicinity of the excited state is

w(R)dR, then:

ρ(t) = e−t/τ
∏

Rg∫
0

e
−
(

R0
Rk

)6
t
τ w(Rk)dRk = e−t/τ [J(t)]N (1.77)

where

J(t) =

Rg∫
0

e
−
(

R0
Rk

)6
t
τ w(R)dR (1.78)

As the volume of the sphere where the donor is, is given by V = 4
3πR3

g, and if w(R)

is considered to follow a uniform distribution over the volume V, then:

w(R)dR =
4πR2dR

V
(1.79)
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Therefore, J(t):

J(t) =
4π

V

Rg∫
0

e
−
(

R0
R

)6
t
τ R2dR =

1
2

√
ξg

∞∫
ξg

e−ξ dξ√
ξ 3

(1.80)

where

ξ =
(R0

R

)6 t
τ

(1.81)

ξg =
(R0

Rg

)6 t
τ

(1.82)

Applying equation 1.82, equation 1.80 is given by a series of increasing powers of√
ξg:

∞∫
ξg

e−ξ dξ√
ξ 3

=
2√
ξg
−2
√

π−6
√

ξg + ... (1.83)

Neglecting higher powers of
√

ξg:

J(t) = 1−
√

πξg (1.84)

which yields:

ρ(t) = e−t/τ
(
1−
√

πξg
)N (1.85)

In solution, N is assumed to be very large. Therefore, a good approximation is N

→ ∞. Thus, applying limits, the result is as follows:

ρ(t) = e−t/τ lim
N→∞

(
1− 1

N
N
√

πξg
)N

= e−t/τ−N
√

πξg = e
−t/τ−

√
πNR3

0
R3

g

√
t/τ

(1.86)

Although the decay process on the single molecule is strictly exponential, it cannot

be represented by a simple exponential function for the overall number of acceptors

N, according to equation 1.86.

As shown before, the fluorescence quantum yield Φ is given by the overall
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radiation probability. Since, the number of emission processes per time interval is

proportional to this probability, Φ is proportional to their intensity over the entire

period of time:

Φ =C
∫

∞

0
ρ(t)dt (1.87)

where C is a constant. If the extinction is zero (N = 0), then:

Φ =C
∫

∞

0
e−t/τdt =Cτ (1.88)

Therefore, the relative fluorescence yield will be:

Φ

Φ0
=

1
τ

∫
∞

0
ρdt (1.89)

To solve this integral, the following simplifications are applied:

s = t/τ (1.90)

q =

√
π

2
NR3

0
R3

g
(1.91)

This yields:

Φ

Φ0
=
∫

∞

0
ρ(s)ds =

∫
∞

0
e−s−2q

√
sds = 1−

√
πqeq2

[1−φ(q)] (1.92)

where φ(q) is the Gaussian error integral:

φ(q) =
2√
π

∫
∞

q
e−x2

dx (1.93)

According to equation 1.91, q may be rewritten as a function of the molar con-

centration c of the acceptor molecules (C ∝ N/R3
g). Here, the concentration of the
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donors is not taken into account. Thus, equation 1.92 is given by:

Φ

Φ0
= 1−

√
π(c/c0)e(c/c0)

2
[1−φ((c/c0))] (1.94)

The overall FRET efficiency can be obtained according to:

EFRET = 1− Φ

Φ0
=
√

π(c/c0)e(c/c0)
2
[1−φ((c/c0))] (1.95)

The anisotropy decay of the donor can be obtained as previously derived in the

Homo-FRET section, via the quantum yield of the initially excited molecules. The

result is as follows:

r(t) = r0e−2q
√

s (1.96)

where s and q are defined in equations 1.90 and 1.91.

1.3 Time-resolved fluorescence microscopy

The time-correlated single photon counting (TCSPC) principle will be explained in

detail in this section, along with two time-resolved fluorescence microscopy tech-

niques based on TCSPC, that we will utilise for the elaboration of this thesis: Fluo-

rescence lifetime imaging (FLIM) and time-resolved fluorescence anisotropy imag-

ing (tr-FAIM).

1.3.1 Time-correlated single photon counting (TCSPC)

Time-correlated single-photon counting (TCSPC) is a very robust technique for the

acquisition of fluorescence lifetime measurements. It has been reported to have

the best signal-to-noise ratio of the standard time-resolved imaging methods [49–

52], which is key taking into account the limited available photon budget from the

fluorescent probe before it bleaches irreversibly [53]. TCSPC is able to record low-

level light signals with picosecond resolution and extremely high precision using a
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pulsed laser with a fixed repetition rate. Its high sensitivity, well-defined Poisson

statistics and easy visualisation of the photon arrival times make TCSPC a widely

used technique to measure fluorescence decays [36, 54].

The principle of TCSPC is the detection of single photons and the measure-

ment of their arrival times with respect to the light pulse. TCSPC is a Poisson-based

statistical method that requires a repetitive light source (cycles) to acquire enough

photons. A vast number of cycles are needed to the accurate detection of a single

photon. The photon events are accumulated in time bins, if time-domain TCSPC

measurements are performed, and a histogram of counts per time position is con-

structed. From the resultant intensity histogram a exponential model can be used

to fit the intensity data and extract the corresponding fluorescence lifetime compo-

nents [36] (Figure 1.9).

Time (ns)
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...
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Photon Detector signal

Intensity decay

Time (ns)

Photon distribution

Figure 1.9: TCSPC principle. Figure adapted from reference [36].

TCSPC functions as follows: The sample is excited with a pulsed laser. After

many cycles, a single fluorescence photon is collected by the detector and delivered

to the TCSPC electronic card. The pulse triggers a Constant Fraction Discrimi-

nator (CFD). The purpose of the CFD is to detect and avoid pulse-height induced
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timing jitter by thresholding the signal. A second CFD is used to obtain a timing

reference pulse from the light source. The output pulses of the CFDs, coming from

the light source and the detector, are sent to a Time-to-Amplitude Converter (TAC)

which functions as a fast stopwatch with two inputs. A conventional TAC uses a

switched current source charging a capacitor. It is activated with the start pulse

and stopped with the stop pulse. The final charge of the capacitor represents the

arrival time of the photon (pulse) in the start-stop interval. The TAC output is am-

plified by a Programmable Gain Amplifier (PGA) converted to a numerical value

by the Analog-to-Digital Converter (ADC), which digitises the analog arrival time

of the photon. False readings are minimised by a Window Discriminator (WD). Its

function consists of discriminating readings out of a given range of voltages. The

digital value of the arrival time of the photon is allocated with an extremely high

precision at a specific memory location with a suitable calibration. This process is

repeated after many light source cycles and the photon distribution is built up [36].

A diagram of the TCSPC classic device is shown in Figure 1.10.

Figure 1.10: TCSPC classic device diagram. Figure adapted from reference [20].

In order to assure accurate TCSPC recordings, the count rate of the detector

must not exceed 10% the repetition rate of the excitation source [55]. Otherwise,

an accumulation of a large number of photons at short arrival times shows up and

distorts the shape of the recorded photon distribution. This is known as the pile-up
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effect. Thus, it is important that the light intensity is low enough that the probability

to detect more than one photon in one signal period is negligible [36].

1.3.2 Fluorescence lifetime imaging (FLIM)

In the early 1970s [56–58], TCSPC started to be widely used for time-resolved spec-

troscopy to measure the fluorescence lifetime in solutions. The development of laser

scanning confocal microscopes enabled TCSCP-based fluorescence lifetime imag-

ing (FLIM), where the image is created by raster scanning the sample and collecting

intensity decays per pixel. Meanwhile in scanning-based TCSPC FLIM, point de-

tectors are utilised to collect the pulse information, wide-field TCSCP requires of a

sensitive camera for single photon detection. This can be achieved combining a fast

frame rate Charge-Coupled Device (CCD) or Complementary Metal-Oxide Semi-

conductor (CMOS) camera with an image intensifier, which amplifies the signal and

allows single photon detection. Moreover, camera-based wide-field TCSPC is es-

pecially suitable for Phosphorescence Lifetime IMaging (PLIM), which fastens the

data acquisition in comparison to a scanning-based TCSPC setup. This was done

for instance by Hirvonen et al., where she measured the phosphorescence decays of

samples containing ruthenium and iridium with an image intensifier with a phos-

phor screen (P20) [59]. Figure 1.11 shows some wide-field images we recorded in

the lab using first a CMOS camera (real signal) and then a CMOS camera combined

with an intensifier (amplified signal) in order to assess the strength of the signal col-

lected by the camera. The intensity of the illuminating signal coming from the lamp

was reduced using Neutral Density (ND) filters before reaching the sample.

FLIM is a powerful technique for probing the local environment of the fluo-

rophore, as the lifetime is largely independent of the local fluorophore concentra-

tion. This means FLIM provides an absolute measurement which is less susceptible

to artefacts arising from scattered light, non-uniform illumination of the sample,

excitation intensity variations and photobleaching, compared to fluorescence inten-
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Figure 1.11: Wide-field images of a microscope calibration sample taken with (A) a
CMOS camera and (B) a CMOS camera and an intensifier. The blue squares indicate the
area in which the average intensity was calculated. A ND filter with an Optical Density

(OD) of 0.9 was used. (C) Plot of the signal measured per OD ND filter and setup
configuration. Image scale bar: 500 µm.

sity [60]. FLIM is a rapid and straightforward technique to map the lifetime in

every pixel, which can be sensitive to refractive index [29, 61–63], viscosity [64],

pH [65], quenching agents [66], ions [67] and interaction with other fluorophores

via Förster Resonance Energy Transfer (FRET) [68–72]. This approach has been

widely used for instance in membranes to study the conformation and distribution

of the lipid domains [73]. The resulting FLIM images present contrast according

to the fluorescence lifetime and depending on its sensitivity, the FLIM maps can be

viewed as viscosity, pH or ion concentration maps, among others. An example of a

FLIM map is presented in Figure 1.12.

1.3.3 Time-resolved fluorescence anisotropy imaging (tr-FAIM)

FLIM provides information about the fluorescence lifetime τ of the probe and

time-resolved fluorescence anisotropy measurements provide information about its

depolarisation. Tr-FAIM permits obtaining information about the rotational dif-

fusion, the structure or function [74] of the targeted fluorophore by measuring
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Figure 1.12: Example of some data acquired with the confocal-based TCSPC FLIM setup
and the basic steps to obtain the FLIM map. (A) Intensity image. Each pixel has one

intensity decay. (B) Decay fit per pixel with the convolution of the Instrument Response
Function (IRF) with a multi-exponential model. (C) FLIM image. Image scale bar: 10 µm.

its anisotropy, given by the dipole transition moment orientation. Another phe-

nomenon that can be studied with FAIM is FRET [68–72]. FRET can happen

in between two different fluorophores (hetero-FRET) or identical ones (homo-

FRET or emFRET). Lifetime studies are undertaken in order to identify hetero-

FRET [75–77], while time-resolved-anisotropy studies are very powerful to detect

homo-FRET [78–82], as generally no change in lifetime is observed.

1.4 Fluorescence recovery after photobleaching (FRAP)

FRAP was developed in the 1970s [83] and originally intended for use as a means to

characterise the mobility of individual lipid molecules within a cell membrane [84].

It consists of briefly bleaching the sample in a defined area and, afterwards, observ-

ing its intensity evolution over time. This technique is straightforward to perform.

The study of this evolution permits gaining information about the translational intra-

cellular protein mobility [85–89]. From the acquired data the translational diffusion

coefficient and the mobility fraction can be calculated. Figure 1.13 presents a dia-

gram of a FRAP experiment.

FRAP outcome may vary among setups, which makes difficult to reproduce
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exact results from other laboratories. The final outcome depends on the method-

ology, such as the intensity of the scanning and the bleach lasers, the bleach spot

size, the speed rate during the data acquisition, etc [90–92]. Another additional

parameter to the equation is the data analysis method, which depends strongly on

the methodology of the data acquisition and the nature of the sample under inves-

tigation [84, 93–97]. Different models for calculating these parameters have been

reported. This is based for instance on the configuration of the setup, the dimensions

of the sample and the shape of the bleach spot area [84,93,95,96,98–103]. Although

the classical approach [84, 93] for analysing the FRAP data is widely used, more

advanced methods have recently been developed by different groups, where a more

complex treatment of the FRAP data is undertaken [94, 97, 104, 105]. However,

these methods are restricted by different constraints such as the bleach depth or the

bleach spot geometry, which must be considered when performing the experiment.

Overall, it is very important that when some FRAP results are reported in literature,

the setup, the methodology and the data analysis approach are described in great

detail.

Figure 1.13: Confocal images of a fluorescence sample before bleaching (a), while
bleaching (b) and after bleach (c-d). The graph on the right shows the recovery curve due

to the bleach of the sample over time, with the different FRAP parameters.

Most of the equations for the FRAP data analysis imply a 2-dimensional trans-
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lation of the probe across the sample [96, 102], which simplifies the problem. The

formulae depend on the setup conditions and the sample itself. The application of

these 2-dimensional equations are valid in the following cases: either the system

has three dimensions but the bleaching happens in a cylindrical volume (this im-

plies low Numerical Aperture (NA) objectives) through the sample plane, or if the

sample is a 2-dimensional system. Single lipid bilayers constitute a 2-dimensional

system, therefore the shape of the bleaching volume does not matter and a high NA

objective such as ours can be used, which at the same time has a high light collection

efficiency in comparison to low NA microscope objectives.

Another technique that is used for getting the dynamic behaviour of a bio-

logical sample is Fluorescence Correlation Spectroscopy (FCS), where very low

concentrations of the fluorescent probes are required. It is based on measuring the

fluctuations in fluorescence intensity in a small volume. For getting a proper statis-

tical power, FCS requires taking many measurements. This is basically why FCS

is more commonly used to study extremely fast processes such as diffusion [106].

At present FRAP is used much more widely that FCS, mainly because it can be

accomplished on any standard confocal microscope, whereas FCS requires special

instrumentation. They are complementary techniques. FRAP is suited to slower

processes and FCS to fast ones [107].

1.5 Overview of the experimental setup

The objective of this section is to give an overview of the experimental setup we

have in the laboratory, to introduce which fluorescence microscopy modalities were

explored with this setup and which ones were used for the work in Chapters 2, 3

and 4 of this thesis. Note that this section is mainly focused on describing in great

detail the excitation optical path. More technical details about each fluorescence

microscopy modality and the corresponding data acquisition procedure will be ex-
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plained in the next chapters. Key factors to take into account in photon counting

such as the instrument response function IRF and the G− f actor are also intro-

duced and briefly discussed.

1.5.1 Experimental setup, fluorescence microscopy modalities

and excitation optical paths

In our lab, we have a confocal(Leica TCS SP2)-based TCSPC FLIM setup with

two TCSPC electronic cards from Becker & Hickl (SPC-150 Becker & Hickl) and

two GaAsP hybrid detectors (Becker & Hickl HPM-100-400). A polarising beam

splitter (BS) cube (Edmund optics) is located in front of the two hybrid detectors

splitting the fluorescence into two orthogonal polarisations. This allows doing time-

resolved fluorescence anisotropy imaging (tr-FAIM) recording the parallel and per-

pendicular intensity decays (I‖ and I⊥), with respect to the excitation, per pixel.

FRAP experiments can also be performed with this setup due to the implementation

of a high intensity laser.

The fluorescence microscopy modalities that are performed with this setup are:

individual (FLIM, tr-FAIM and confocal FRAP) and simultaneous (F3) fluorescence

microscopy modalities. Each one will be explained by the description of Figure

1.14.

• Individual fluorescence microscopy modalities

– Fluorescence lifetime imaging FLIM and time-resolved fluorescence

anisotropy imaging tr-FAIM

FLIM and tr−FAIM measurements are taken using the 467 nm pulsed

laser. The beam path of the pulsed laser is schematically indicated in

Figure 1.14 by a cyan line. The laser goes initially through a beam ex-

pander formed by the L3 and L4 lenses, where the beam diameter of the

laser is reduced to a couple of mm. This means that f3 > f4, with f3
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Figure 1.14: Schematic of the laboratory setup. L refers to lens, P to pinhole, PL to
polariser, ND to neutral density, M to mirror, BS to beam splitter, D to dichroic, and PM to

photomultiplier.

= 100 mm and f4 = 25 mm. The laser light strikes perpendicularly the

first lens L3 converging at its focal plane. The distance between lenses

is such that the focal plane of L3 coincides with the back focal plane

of L4. Thus, from the back focal plane of L4, the light diverges back

till reaching L4 and goes through the lens parallel to the optical table.

The reason for this initial beam reduction is related to a small input

port located at the scanhead of the confocal microscope the light needs

to go through before being spectrally filtered with the 485 dichroic fil-

ter (D485). Theoretically speaking, if f3/ f4 = 4, the beam diameter

at the end of the beam expander should be four times smaller than the

initial one before going through the expander. Immediately after the
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beam expander, the beam goes through a polariser, to make sure the

excitation light is polarised, which is highly required when performing

tr-anisotropy fluorescence measurements. After the polariser, the light

is reflected by a 472 Dichroic Long Pass (DRLP) filter, which was cus-

tomised for our lab (D472 in Figure 1.14). This filter placed at an angle

of 45◦ respect to the pulsed and Continuous Wave (CW) lasers, allows

a reflectance of ∼ 90% at 467 nm and a transmittance of ∼ 50% at 473

nm. See Figure 1.15 for more details. The beam reflects off the D485

filter and illuminates the sample (only light below 485 nm reflects off )

overfilling the back focal plane of the objective. Via reflection, the flu-

orescence emission is sent back to the D485 filter (only light above 485

nm goes through), which is directed to the polarising Beam Splitter (BS)

cube with the removal of the mirror M4. The light is spectrally filtered

before reaching the polarising BS cube and directed to the two GaAsP

hybrid detectors. The signal from the detectors was fed into the two

TCSPC cards in a PC running Windows 10. When FLIM measurements

are performed, the polarising BS cube is removed and the fluorescence

emission strikes the first GaAsP hybrid detector.

– Confocal Fluorescence recovery after photobleaching FRAP

Another fluorescence microscopy modality that can be explored with

our lab setup is confocal FRAP. The pulsed laser (467 nm) is used to

scan the sample before and after the intentional bleaching. The CW

laser (473 nm) is used for this purpose and therefore is used just for

a single scan of the sample. The optical path of the CW laser (dark

blue line in Figure 1.14) is as follows: due to its high power (153 mW),

a neutral density (ND) filter is immediately positioned in front of the

CW laser to reduce its intensity down to around 15 mW. After going
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Figure 1.15: Diagram of the 472DRLP filter fabricated by Omega Optical, where
transmission is plotted against wavelength.

through the ND filter, the beam must go through a shutter, which is

enabled during the bleaching scan and disabled during the rest of the

data acquisition. As the beam cross section of the laser does not follow a

strict Gaussian function, the beam was reshaped. This was done locating

a 150 micrometers pinhole (P2) in between two lenses (L1 and L2) with

identical focal lengths ( f1 = f2) at the same distance. In this way, the

beam diameter of the CW laser was spatially filtered and its dimensions

preserved. Immediately after, the light is reflected by three mirrors (M1,

M2 and M3) and goes through the 472DRLP filter. From here onward, its

excitation optical path is identical to the pulsed laser. The power of the

CW laser is diminished during its optical path and it strikes the sample

with around 5 mW. The fluorescence emission coming out of the sample

and caused by the excitation of both lasers, pulsed and CW, is directed

to the photomultiplier (PM) located at the scan head of the confocal

microscope, with the consequent creation of the confocal images. The

mirror M4 redirects the light to the PM and prevents any light reaching
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the hybrid detectors. The illumination of the two lasers in the same focal

plane was checked by imaging a convallaria sample at low intensities.

• Simultaneous fluorescence microscopy modalities

– F3 microscopy

When the three microscopy techniques (FLIM, tr-FAIM and FRAP) are

used simultaneously, the fluorescence emission caused by the pulsed

laser excitation is sent to the GaAsP detectors and immediately after to

the two TCSPC cards in a PC running Windows 10. In order to prevent

any damage of the hybrid detectors, the fluorescence emission is blocked

by mirror M4 when the sample is excited and hence bleached with the

CW laser. This fluorescence microscopy setup is termed F3 and hence

the presence of a filter (472DRLP) that allows both lasers to excite the

sample simultaneously. A photographic image of the setup is shown in

Figure 1.16.

1.5.2 Which setup modalities are used per chapter and what

for?

In order to help the reader identify which fluorescence microscopy techniques were

used per chapter, the following list is displayed herein:

• Chapter 2 - Exploring the stretched exponential decay model as a FRET

indicator for EGFP dimers

FLIM, tr-FAIM and confocal FRAP were applied individually to EGFP

monomers and dimers in buffer/glycerol solutions at Room Tempera-

ture (RT). The objective was to distinguish between a non-FRET (EGFP

monomer) and a FRET case (EGFP dimer) via time-resolved fluorescence

anisotropy. The lateral mobility of both constructs was assessed via confocal
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Figure 1.16: Photographic picture of the laboratory setup. Each one of the numbered
elements refer to the nomenclature used in Figure 1.14.

FRAP and the fluorescence lifetime of EGFP monomer and dimer was in-

vestigated and correlated with the refractive index of the solution. Moreover,

the dimerisation of the Coxsackievirus and Adenovirus Receptor (CAR) in

live (T = 37◦ and 5% CO2) and fixed cells (RT) was investigated studying

homo-FRET via time-resolved fluorescence anisotropy experiments.

• Chapter 3 - Development of a Multi-Modal Confocal Fluorescence Mi-

croscopy Technique based on Time-Correlated Single Photon Counting

This multi-modal setup is named as F3 and presented in Chapter 3, which

implies using FLIM, tr-FAIM and FRAP simultaneously. For the calibration

of the setup, solutions of the dye rhodamine 6G in water/glycerol were used

and the setup was further tested with single lipid bilayers (SLBs), whose ge-

ometry is ideal to perform 2-dimensional FRAP experiments. Specifically,
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the lateral mobility of the environmentally-sensitive dye di-4-ANEPPDHQ

in di-oleyl-phosphatidycholine (DOPC) single lipid bilayers deposited onto a

glass surface at RT was investigated.

• Chapter 4 - Investigation of the Rotational Correlation Time Uncertainty

and Distribution from Time-Resolved Fluorescence Anisotropy Data

The first half of Chapter 4 consists of acquiring time-resolved fluorescence

anisotropy images of the dye Fluorescein Isothiocyanate (FITC) in water and

with different collection times. A theoretical expression for the rotational

correlation time θ uncertainty was derived and the experimental equivalent

was compared.

1.5.3 Instrument response function: definition and acquisition

In photon counting, the instrument response function (IRF) is the response of the

instrument to a zero lifetime sample. If the pulse and the transit time of the detec-

tor signal was infinitely short, the IRF would be represented by a delta function.

However, in practice, this is not the case and the IRF must be taken into account

when the intensity decay is approximated by a multi-exponential model. The IRF

temporal width is given by the optical pulse, detector and jitter timings, as follows:

∆t2
IRF = ∆t2

optical pulse +∆t2
detector +∆t2

jitter (1.97)

where ∆ represents the temporal width and is squared to avoid sign errors.

Therefore, in order to obtain reliable fit parameters from the intensity decay,

the fit approach must include the convolution of the IRF with the intensity decay

model.

I(t) =
∫

∞

0
IRF(t ′)Imodel(t− t ′)dt ′ (1.98)

where I(t) is the measured intensity decay, t ′ is a temporal variable and Imodel(t−t ′)
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is the real shifted intensity decay defined by a multi-exponential model.

The IRF can be measured using a mirror or scattering sample, reflecting back

the excitation light through the detection beampath. Another way of measuring the

IRF and following previous protocols, is using a dilute fluorescence solution such

as a solution of fluorescein quenched with iodide salt, whose width is very narrow

(low fluorescence lifetime) in comparison to the experimental time window [108].

When time-resolved fluorescence decays are collected, the IRF is measured

with similar number of counts on the peak and with identical settings. Otherwise,

the collected IRF is not correlated with the actual time-resolved fluorescence data.

1.5.4 G-factor: definition and acquisition

The G-factor indicates the relative detection efficiencies of the parallel and per-

pendicular intensity channels. It needs to be measured and incorporated in the

anisotropy measurements, it is denoted by G and present in the anisotropy equa-

tion:

r =
I‖−GI⊥

I‖+2GI⊥
=

I‖−GI⊥
Itot

(1.99)

In microscopy, the G-factor can be measured with an isotropic solution of fluo-

rophores with a very short rotational correlation time θ [20]. This ensures the total

transition dipole randomisation of the excited dye population. The G-factor can be

calculated from the ratio of the two channels, which is known as the tail−matching

method.

Equal detection efficiencies means G = 1. However, this is not strictly true

if two detectors are used, since the transmittance and reflectance of the polarising

beam splitter that decomposes the fluorescence emission in two orthogonal intensity

signals may differ. The real efficiency of the two detectors will never be measured

to be 1. One way to obtain the real detection efficiencies would firstly imply the

alignment of the front detector with the polarising beam splitter by measuring the
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maximum number of counts on the peak. Then, the second detector would be in-

corporated and the same method should be applied, while keeping the counts of the

first detector as high as possible.

The calculated value for the G-factor is not that crucial, as long as the rest of

the data is collected under the same conditions and with the same setup settings.

Note that equation 1.99 should be rewritten as follows:

r =
I‖−GI⊥

I‖+ xNAGI⊥
=

I‖−GI⊥
Itot

(1.100)

where xNA refers to a factor due to depolarisation at high numerical aperture NA

objectives. This depolarisation factor is equal to 1 at NA below 0.9. When the NA

of the objective is above 0.9, the total xNA is not 2 anymore and needs to be corrected

to take into account the depolarisation induced by the objective [109, 110].

In this thesis, the time-resolved fluorescence anisotropy data presented is mea-

sured with a high NA objective (63× 1.2 NA water-immersion lens). However, this

correction is not implemented in the data analysis since the depolarisation effect

will be the same throughout all the experiments and hence it will not affect the data

interpretation. Moreover, the choice of xNA was found to have a small effect in the

final result.

1.6 Data analysis procedures for FLIM, tr-FAIM and

FRAP

The data analysis of the fluorescence data occupies a great part of this thesis. There-

fore, a section introducing the most widely used methods for its analysis is com-

pulsory. Specifically, several estimation procedures for the analysis of FLIM and

tr-FAIM data will be introduced and briefly explained. Also, some strategies for

the estimation of the anisotropy fit parameters will be presented, compared and dis-
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cussed.

1.6.1 Estimation procedures for FLIM and tr-FAIM

In this section, several pixel-wise fitting approaches for the estimation of the fluores-

cence parameters are presented and briefly discussed. These are: Non-Linear Least

Squares (NL-LS) and Maximum Likelihood (ML) methods. The Bayesian method

is also mentioned for its excellent performance at low intensity levels. Although the

author is aware of other fitting approaches that are also utilised to estimate the flu-

orescence parameters, such as the global analysis fitting method [111–113], phasor

plot approach [114, 115], Principal Component Analysis (PCA) [116] and Maxi-

mum Entropy Method (MEM) [117, 118], they will not be discussed in this thesis.

1.6.1.1 Non-linear least squares method

In order to extract the different parameters from the intrinsic fluorescence decay,

different methods can be applied and one of them is the non-linear least squares

deconvolution method, which is possibly the most widely used approach for expo-

nential analysis [119]. This method, as the method of moments, rely on a large

amount of photons, so that the uncertainties in the data is given by a Gaussian dis-

tribution [20].

This method consists of the definition of a specific model and the goodness

of the fit between the model and the experimental data is defined. The model pa-

rameters are determined by the iterative optimisation algorithm by minimising the

χ2, which gives the best fit. If yi is the measured data and F(ti) the calculated one,

dependent on time, the χ2 is given by:

χ
2 =

N

∑
i=1

(yi−F(ti))2

σ2
i

(1.101)

The least square principle is based on the principle of maximum likelihood and the

assumption that each yi is a random variable from a Gaussian distribution of mean
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F(ti) and standard deviation σi. This means the probability density function of the

entire data set will be given by a Gaussian function Pg, whose mean value is given

by µi:

Pg(ni) =
N

∏
i=1

1√
2πni

e−
(ni−µi)

2

2ni (1.102)

where ni is the number of photons per time bin.

The fit parameters appearing in µi would be determined by maximising Pg(ni),

or equivalently, by minimising the χ2:

χ
2 =

N

∑
i=1

(ni−µi)
2

ni
(1.103)

As χ2 depends on the number of data points, it is convenient to use the reduced χ2

as a goodness of the fit indicator:

χ
2
R =

1
N−M

N

∑
i=1

(ni−µi)
2

ni
(1.104)

where N is the number of data points, M is the number of fit parameters and N−M

accounts for the degrees of freedom [20].

As an example, if the fluorescence intensity decay I(t) is described by a single

exponential model Ae−t/τ+B, equations 1.103 and 1.104 are rewritten as follows:

χ
2 =

N

∑
i=1

(I(ti)− IRF⊗Ae−ti/τ +B)2

I(ti)
(1.105)

χ
2
R =

1
N−M

N

∑
i=1

(I(ti)− IRF⊗Ae−ti/τ +B)2

I(ti)
(1.106)

where A, τ and B are the fit parameters referring to the intensity amplitude, fluores-

cence lifetime and background, respectively. Therefore, M=3.

For a large photon count, the Poisson-distributed data converges towards nor-
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mality and the non-linear least squares method is valid, delivering reliable estima-

tion of the fit parameters [120, 121]. However, for a low number of counts, which

mainly happens at the end of the intensity decay, the data is Poisson-distributed.

This means, the non-linear least squares method is less accurate and deviates from

the maximum-likelihood method performance when the number of counts is low

[122, 123].

1.6.1.2 Maximum likelihood method

The likelihood function of a set of Poisson-distributed data is given by the combined

probability of measuring a set of intensities Ii, where the model predicts µi [122]:

Li(I) = ∏
i

µ
Ii
i

Ii!
e−µi (1.107)

It is easier to use the logarithm of this expression:

−2Li(I) = 2∑
i
[µi− Iiln(µi)] (1.108)

Both methods, non-linear least squares (NL-LS) and maximum likelihood

(ML), can be easily implemented in MATLAB routines to estimate the fit parame-

ters of the collected intensity decays. Many softwares are available with the NL-LS

method implemented, such as SPCImage [36], TRI2 [124] and FLIMfit [111]. The

last two ones have also the possibility to apply a ML estimator. The Bayesian

method is a robust estimator that has been shown to estimate with high accuracy

lifetime parameters for low intensity levels [125, 126].

1.6.2 Time-resolved fluorescence anisotropy data fit approaches

A great part of this thesis is focused on the fit and interpretation of the time-resolved

fluorescence anisotropy data, where some a priori assumptions need to be estab-

lished. The number of assumptions and the weighting-factor may differ on the
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applied method. For instance, when the parallel and perpendicular intensity decays

(I‖ and I⊥) are fitted simultaneously, the fit method must estimate the number of

fluorescence lifetimes τ of the total intensity signal Itot and the anisotropy fit pa-

rameters. The total intensity decay is Poisson-distributed, which means the fit is

weighted according to the Poisson statistics. On the other hand, the time-resolved

fluorescence anisotropy data does not follow the Poisson statistics, which means a

different weighting-factor must be introduced.

In the upcoming sections, the most popular methods for the time-resolved flu-

orescence anisotropy data analysis will be introduced, where the number of a priori

assumptions that needs to be established and the weighting-factor choice are briefly

discussed.

1.6.2.1 Fitting the parallel and perpendicular intensity decays (I‖

and I⊥) simultaneously

The parallel and perpendicular intensity decays (I‖ and I⊥), as a function of the

total intensity decay Itot and the anisotropy model rmodel , are given by the following

expressions [20, 127]:

I‖(t) =
1
3

Itot(t)[1+2rmodel(t)] (1.109)

I⊥(t) =
1
3

Itot(t)[1− rmodel(t)] (1.110)

where the rmodel expression depends on the shape of the probe and its extend of

freedom to rotate and G is considered to be 1. In this example, we will focus on the

case of a spherical probe going through a hindered rotation (Section 1.1.7.3), whose

anisotropy expression is given by:

Hindered rotation⇒ rmodel(t) = (r0− r∞)e−t/θ + r∞ (1.111)
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where r0 is the initial anisotropy value, r∞ is the limiting anisotropy and θ is the

rotational correlation time.

The parallel and perpendicular intensity decay fits are performed simultane-

ously via expressing them as a convolution of the corresponding IRF component

with expressions 1.109 and 1.110, respectively. If the non-linear least squares (NL-

LS) method is applied to estimate the fit parameters and χ2 is the goodness of fit,

then:

χ
2
A =

(
I‖(t)− IRF‖(t)⊗

1
3

Itot,sim[1+2rmodel(t)]
)2

/I‖(t) (1.112)

χ
2
B =

(
I⊥(t)− IRF⊥(t)⊗

1
3

Itot,sim[1− rmodel(t)]
)2

/I⊥(t) (1.113)

where Itot,sim is the simulated total intensity decay. IRF‖ and IRF⊥ are the parallel

and perpendicular instrument response functions (IRFs) and IRFtot=IRF‖+2IRF⊥.

If we assume the total intensity decay follows a single exponential model, then:

Itot,sim = Ae−t/τ (1.114)

where A is the intensity amplitude and τ the fluorescence lifetime.

Thus, the explicit equations (1.112 and 1.113) are as follows:

χ
2
A =

(
I‖(t)− IRF‖(t)⊗

1
3
(Ae−t/τ)[1+2(r0− r∞)e−t/θ )]

)2
/I‖(t) (1.115)

χ
2
B =

(
I⊥(t)− IRF⊥(t)⊗

1
3
(Ae−t/τ)[1− (r0− r∞)e−t/θ )]

)2
/I⊥(t) (1.116)

From expressions 1.115 and 1.116, the fit parameters A, τ , r0, r∞ and θ are deter-

mined.
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1.6.2.2 Fitting directly the time-resolved fluorescence anisotropy

decay

When a sufficient capital of photons is available, it is very common to fit the time-

resolved fluorescence anisotropy decay straightaway applying an anisotropy model,

such as the ones for instance presented in Section 1.1.7.3. However, the problem

arises in the weighting of the data during the performance of the estimator method.

We know that the fluorescence intensity decays noise follows a Poisson distribution,

however, no analytical solution defines the distribution of the time-resolved fluores-

cence anisotropy data. This means that the direct fitting of the anisotropy data can

lead to unreliable fit parameters due to the lack of weighting.

In order to overcome this problem and to add a weighting to the anisotropy

data, Lidke et al. derived an expression for the anisotropy variance applying propa-

gation of errors for the two signals (I‖ and I⊥) [128]:

var(r) =
(1− r)(1+2r)(1− r+G(1+2r))

3Itot
(1.117)

where Itot corresponds to the total emission intensity and r is the steady-state

anisotropy (equation 1.12).

Equation 4.11 refers to the variance of the steady-state anisotropy values and it

decreases with the total intensity signal Itot . Hence, the importance of having a high

number of photons to achieve reliable anisotropy values. This is why the tail of the

time-resolved fluorescence anisotropy decay is hard to fit due to the high levels of

noise. This weighting expression (equation 4.11) can be applied to each one of the

anisotropy values of the time-resolved fluorescence anisotropy decay. If a NL-LS

method is utilised to estimate the anisotropy fit parameters, the function that needs
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to be minimised is given by χ2:

χ
2 =

(
r(t)− rmodel(t)

)2
/var(r) (1.118)

If we consider the case of a hindered rotation model for the anisotropy data and we

explicitly write var(r) within equation 1.118, then:

χ
2 =

(
r(t)− [(r0− r∞)e−t/θ + r∞]

)2

(1− r)(1+2r)(1− r+G(1+2r))/(3Itot)
(1.119)

Note that to generate the time-resolved fluorescence anisotropy decay, the

background level of each intensity signal must be equal. Otherwise, the polarised

intensity decays need to be corrected for background signals. The counts measured

for the nonexistent sample with each polariser position are subtracted from the mea-

sured data for the same polariser position. Different background levels for parallel

and perpendicular intensity measurements are related to the gain of each one of the

hybrid detectors, which does not necessarily have to coincide [20]. If the wrong

background levels are considered, the time-resolved fluorescence anisotropy data

may present an odd decay at the tail, which does not represent the real data.

1.6.3 FRAP data analysis methods

FRAP data analysis requires different steps to be taken into account in order to ob-

tain reliable fit parameters. Normalisation methods are biased according to which

FRAP parameter the user wants to determine. The classical method for the FRAP

data analysis will be explained, along the three steps that must be applied prior

to the any fit approach. The optimisation of the diffusion coefficient when using

a confocal-based setup is also mentioned and briefly discussed, for a circular and

rectangular bleached areas. Lastly, some more advanced FRAP data analysis meth-

ods are mentioned: the ring-based and Hankel-transform methods.
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1.6.3.1 Classical method

The FRAP data analysis requires the application of three necessary corrections that

must be done in order to get the optimal parameters:

1. Background subtraction

First of all, the background must be subtracted. All our images have back-

ground, which can come from our Photomultiplier Tubes (PMTs) and the

electronics. So it is more than advisable taking an image before performing

our experiments with all the lasers off. Therefore, the postbleach intensity is

given as follows:

Ib(t) = I(t)−background (1.120)

2. Correct for fluorescence loss due to photobleaching

Another correction that must be performed is the one related to the fluores-

cence loss due to photobleaching. The sample is intentionally bleached in or-

der to assess the lateral mobility, but at the same time it is also being bleached

unintentionally during the post-bleach acquisition. This is the reason why the

recovery curve never reaches the initial intensity, even if all the fluorophores

were mobile. That’s why every element of the data is multiplied by a factor

(Ipre,ROIout /Ipost,ROIout ), where Ipre,ROIout is the prebleach intensity within a Re-

gion of Interest (ROI) far from the bleach spot, and Ipost,ROIout the postbleach

intensity within a ROI far from the bleach spot at any time. This gives rise to:

Ib,corr(t) = Ib(t)
Ipre,ROIout

Ipost,ROIout

(1.121)

3. Normalisation

Normalisation requires special attention [129]. A quite common strategy con-

sists of dividing every frame by the first one, getting 100% of intensity for the
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prebleach intensity images. This was introduced by Siggia et al. [130]:

Ib,corr,Siggia(t) =
Ib,corr,ROIin(t)

Ipre,ROIin

(1.122)

where Ib,corr,ROIin(t) is the fluorescence intensity inside of the bleach spot at

any time t and Ipre,ROIin is the prebleach intensity inside of the bleach spot.

With this normalisation, only the fraction of molecules M f that contribute to

the fluorescence recovery at the bleach spot can be determined. The rest of

the molecules that are immobilised give rise to incomplete FRAP recovery

curves and is equal to Im f = 1 - M f . Hence, M f is defined as follows:

M f =
Ib,corr,Siggia(∞)− Ib,corr,Siggia(0)
Ib,corr,Siggia(t)− Ib,corr,Siggia(0)

(1.123)

where Ib,corr,Siggia(t), Ib,corr,Siggia(0) and Ib,corr,Siggia(∞) are the fluorescence

intensities inside the bleach ROI at any time t, at time t = 0 and at equilibrium,

respectively.

The other normalisation method was introduced by Axelrod et al. [84]. This

one permits only the determination of the half recovery time τ1/2, where the

plateau value is set to 100%. This parameter (τ1/2) is defined as the time

it takes for the fluorescence to recover to 50% of the asymptote (plateau)

intensity. Using this normalisation method, the intensity in the bleach spot is

given by the following expression:

Ib,corr,Axelrod(t) =
Ib,corr,ROIin(t)− Ib,corr,ROIin(0)
Ib,corr,ROIin(∞)− Ib,corr,ROIin(0)

(1.124)

where Ib,corr,ROIin(t), Ib,corr,ROIin(0) and Ib,corr,ROIin(∞) are the fluorescence in-

tensities inside the bleach ROI at any time t, at time t = 0 and at equilibrium,

respectively.
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If the FRAP data is fitted with a single exponential fit and a pure isotropic

diffusion model is considered, the half-recovery time τ1/2 can be obtained

from the following fit:

Ib,corr,Axelrod(t) = a(1− e−t/τD)+ c (1.125)

where a and c are constants and the half-recovery time τ1/2 is related to the

recovery time τD as follows:

τ1/2 = τDln(2) (1.126)

The half-recovery time τ1/2 may be also calculated applying the following

equation [131]:

Ib,corr,Axelrod(t) = 100×
Ib,corr,Axelrod(0)+ Ib,corr,Axelrod(∞)(t/τ1/2)

(1+ t/τ1/2)
(1.127)

Equations 1.125 and 1.127 consist of empirical approaches to calculate the

half-recovery time τ1/2. However, Axelrod et al. [84] derived a somewhat compli-

cated closed form for the fluorescence recovery curve considering a Gaussian pro-

file beam for the laser. Years later, Soumpasis et al. [93] did the same considering

a uniform circular disk profile beam. They both derived equations for the transla-

tional diffusion coefficients, relating the half-recovery time τ1/2 and the radius of

the bleach laser spot rn. The diffusion coefficient expressions derived by Axelrod

and Soumpasis are as follows [84, 93]:

Axelrod→ Dt = 0.88
r2

n
4τ1/2

= 0.22
r2

n
τ1/2

(1.128)

Soumpasis→ Dt = 0.224
r2

n
τ1/2

(1.129)
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where rn is the nominal radius from a user-defined bleaching spot radius and τ1/2 is

the half time of recovery, defined as the time required for a bleach spot to recover

half way between initial and steady state fluorescence intensities. Assuming Stokes-

Einstein-Debye (SED) behaviour and the lateral diffusion of spherical molecules,

the previous equation can be expressed in the following way:

Dt =
kbT

6ηπRh
(1.130)

where kb is the Boltzmann constant, T is the absolute temperature, η is the viscosity

and Rh is the hydrodynamic radius of the dye.

Therefore, the radius of the dye can be extracted from the previous equation:

Rh =
kbT

6ηπDt
(1.131)

1.6.3.2 Classical method with Confocal correction

• Circular bleached ROI

Note that the above derivations assume a circular shape for the bleach spot,

the sample is a 2-dimensional system and the diffusion during photobleaching

is considered to be negligible, which is not necessarily true for confocal FRAP

[96]. This can lead to an underestimation of the diffusion coefficient. This has

given rise to different papers where this obstacle is thought to be overcome

with different approaches. For instance, in the paper published by Minchul

Kang and his colleagues, from the computation shown by Axelrod et al. [84],

they derived an expression for the diffusion FRAP curve for confocal FRAP

[96]:

I(t) = Ii

{
1− K

1+ γ2 +2t/τD

}
M f +(1−M f )I(0) (1.132)
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where Ii is the prebleach fluorescence intensity within the bleach ROI, I(0) is

the postbleach initial fluorescence intensity within the bleach ROI, K is the

bleaching-depth parameter, γ is the ratio of rn and half width at the approx-

imately 14% of bleaching depth from the top (re), τD = r2
e/(4Dt) and M f is

the mobile fraction.

After a few steps of maths, they presented the following expression for the

translational diffusion coefficient using a confocal system:

DCon f ocal =
r2

e + r2
n

8τ1/2
(1.133)

When re = rn, equation 1.133 is converted to D = 0.25 r2
n

τ1/2
. The small differ-

ence in the proportionality constants of equations 1.128, 1.129 and 1.133 is

related to the different assumptions of either Gaussian or uniform laser pro-

files.

• Rectangular bleached ROI

An expression for the FRAP recovery curve intensity for rectangular regions

of any size and aspect ratio (with x and y dimensions) was presented by De-

schout et al [132]. The derivation of this expression was based on considering

a pixel-based acquisition data, which means using a laser scanning micro-

scope. This work has the peculiarity that the Point Spread Function (PSF)

is taken into account, where temporal and spatial data are used in order to

achieve a more accurate and fast FRAP. They showed an expression for the

recovery curve valid for a 2-dimensional diffusion model and a single photon

illumination profile, with a Gaussian photo bleaching intensity distribution.

The single photon 2-dimensional rectangular FRAP (rFRAP) model is given
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by the following equation:

I(x,y, t)
I(x,y,0)

= 1− K0

4

[
er f

(
x+ lx/2√
r2 +4Dtt

)
− er f

(
x− lx/2√
r2 +4Dtt

)]

×

[
er f

(
y+ ly/2√
r2 +4Dtt

)
− er f

(
y− ly/2√
r2 +4Dtt

)]

where I(x,y, t) is the fluorescence intensity at a time t, K0 is a parameter that is

related to the Gaussian shape of the microscope’s imaging point spread func-

tion (PSF), lx is the lateral length of the rectangular area and ly the height, Dt

is the translational diffusion coefficient, r has to do with the lateral resolution

for single photon imaging and er f is the error function, given by:

er f (z) =
2√
π

∫ z

0
e−x2

dx (1.134)

The recovery time τD was given by the following expression:

τD =
(L/2)2

4Dt
(1.135)

where L is the length of the shortest side of the rectangle.

In summary, this method was able to generalise conventional FRAP the-

ory and incorporate diffusion during photobleaching for rectangular bleach-

ing ROI and was demonstrated to be more accurate than the classical meth-

ods [132].

1.6.3.3 More advanced FRAP data analysis methods

• Ring-based method

Xiong et al. [97] provide a MATLAB code in order to do the FRAP data

analysis on a rectangular area. The method they follow ensures a continuous

distribution of diffusion coefficients under the condition of maximum entropy.
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The analytical model is fitted to every individual pixel of the recovery images.

They apply something known as the ‘ring-based method’, where the ROI is

divided into n equally spaced rectangular ring areas. The spatial information

given by each ring is averaged and provide the user a fast calculation of the

FRAP parameters. The fluctuations during the data acquisition are corrected

taking a region of reference.

They report that from simulations they have been able to distinguish two sub-

populations if their diffusion coefficient differs by a factor 3, meanwhile with

the classic FRAP, they would only be distinguished if they differed by a factor

8. In addition, this method also has the advantage that the data analysis can

be undertaken down to signal-to-noise SNR = 2.4.

• Hankel-transform method

One of the problems of the traditional methods is that they characterise the

bleaching area with a certain shape, following the function given by the fit

curve throughout the recovery process [133]. Also, intensity fluctuations are

not taken into account in the data analysis. This cannot be accurate enough

and leads to errors in the determination of the diffusion coefficient. One way

to overcome this issue was introduced by Tsay and Jacobson, applying the

Fourier transform. However, it has been noted that this method involves sev-

eral problems. Tsay and Jacobson realised that their method was more sensi-

tive to noise than the traditional ones [134]. In addition, the Fourier transform

analysis has the limitation that it can be only performed for short times or

large fields of view [135].

The present method relies on solving Fick’s second law for an isotropic 2-

dimensional system by using the Hankel transform. For doing so, the system
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has to be much larger than the initial dimensions of the bleached spot. The

initial concentration of the fluorophores are assumed to have a circular sym-

metry. The Hankel-transform method is based on the circular average of the

radial profiles instead of the whole image. Temporal fluctuations in illumi-

nation during the data acquisition are compensated during the recovery. This

method proved its high accuracy by comparing experimental and simulated

data, and the suppression of noise in the data. It also tracks the centre of

mass in case some drift during the acquisition is detected [94]. However, this

method is limited if the bleaching-depth is not above 50%, delivering unreli-

able translational diffusion coefficients.

1.7 Förster Resonance Energy Transfer Applications
In this section, the importance of FRET in life science will be introduced and briefly

discussed. Some examples of how FRET can be applied to address a specific bio-

logical question is also presented in this section, distinguishing between homo- and

hetero-FRET and the techniques applied for the study of this phenomenon, focusing

on FLIM and time-resolved FAIM.

1.7.1 What is special about Förster Resonance Energy Trans-

fer?

The obstacle of determining the proximity between two fluorophores due to limi-

tations in the spatial resolution of the existing fluorescence microscopy techniques

can be overcome by Förster Resonance Energy Transfer. This photophysical phe-

nomenon happens in a distance of few nanometres (∼10 nm), which is below the

spatial resolution offered by the diffraction-limited and super-resolution fluores-

cence microscopy techniques.

Over the past 10 years, the rise of applications requiring genetic targeting of

specific proteins has yielded an increased popularity within the FRET approaches.
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However, one of the major obstacles to the widespread implementation of FRET

studies in living cells, has been the lack of suitable fluorescence labels of specific

intracellular proteins. This has been overcome by a long list of recently developed

fluorescent proteins with a wide array of spectral profiles, resulting in a number of

potential fluorescent protein pairs that are useful in FRET experiments [136–138].

1.7.2 Detection of homo-FRET via (tr-)FAIM

Clustering of proteins is routinely investigated by methods such as chemical cross-

linking and coimmunoprecipitation. However, both of these techniques are prone to

artifacts since some clustering may be formed. Microscopy homo-FRET have been

developed to study clustering processes, where non-radiative energy between iden-

tical fluorophores takes place [81,139,140]. The emission spectrum and the fluores-

cence lifetime of the probes does not get affected, but the fluorescence anisotropy

of the probe does, which decreases in the presence of homo-FRET. Therefore, (tr-

)FAIM-FRET microscopy affords the imaging of molecular-scale clustering of iden-

tical (bio)molecules in cells. Anisotropy measurements have an unique ability to

elucidate the occurrence of homo-FRET and have been used in living cells to study

the effect of protein dimerisation, aggregation, etc. on cell functioning [40, 78–80].

In the work published by Sharma et al. [81], the size of lipid-dependent or-

ganisation of Glycosyl-Phosphatidylinositol-Anchored Proteins (GPI-APs) in live

cells is investigated using homo and hetero-FRET-based experiments and combin-

ing theoretical models. They observed that various GPI-AP species were organ-

ised forming nanometer-sized clusters on the cell surface and underwent significant

homo-FRET by observing a fast decay component in the time-resolved fluorescence

anisotropy data and a significant reduction in steady-state anisotropy. Cluster size

images were obtained from the anisotropy data (equation 1.61), when the probe’s

rotation is neglected.

The development of novel fluorescence microscopy setups to efficiently de-
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tect homo-FRET has been reported. For instance, Cossec et al. [141] presented

an innovative tr-FAIM setup combined with Total Internal Reflection Fluorescence

Lifetime IMaging (TIRFLIM), where the homodimerization of wild-type Amyloid

Precursor Protein (APP)-eGFP or of a mutated APP-eGFP was shown by measur-

ing a combination of energy transfer rates. Nguyen et al. presented the develop-

ment of a new setup modality: Fluorescence Polarisation and Fluctuation Analysis

(FPFA) [142]. The fluorescence microscopy setup was validated by measuring sev-

eral Venus based control-constructs in cell homogenates using a GFP specific anti-

body. The brightness of the Venus-constructs was shown to be correlated with the

number of Venus units and the time-resolved fluorescence anisotropy decays were

shown to decrease faster with an increase in the number of Venus units. The utility

of FPFA was demonstrated by the measurement in living cells of the number of

subunits in the α-isoform of Venus-tagged calcium-calmodulin dependent protein

kinase-II (CaMKIIα) holoenzyme. The automatisation of this setup (FPFA) has

been recently published and tested with Venus-constructs [143].

1.7.3 Detection of hetero-FRET via FLIM

In a collaborative work with Dr. Zahra Timsah, fluorescence lifetime imaging

(FLIM) was performed in human embryonic kidney (HEK) 293T cells in order to

investigate the binding between the ion channel TRPA1 and the membrane receptor

FGFR2, related to the lung adenocarcinoma. The ion channel TRPA1 was tagged

with GFP, acting as the donor, and FGFR2 was tagged with Red Fluorescence Pro-

tein (RFP), acceptor of the FRET pair. In order to map the binding site on TRPA1

and investigate the possibility of its N-terminal ankyrin repeat domain binding to

FGFR2 proline-rich motif, the last 5 or 10 ankyrin repeats of TRPA1-GFP were

truncated to generate ∆5 and ∆10. Lifetime studies revealed that truncating the

last 10 ankyrin repeats abrogates the binding event, as its fluorescence lifetime in-

creased with respect to ∆5, due to FRET [144]. Figure 1.17 shows the discussed
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FLIM results.

Figure 1.17: A,B FLIM experiment in HEK 293T cells co-transfected with FGFR2-RFP
and ∆5-GFP or ∆10-GFP. Y-axis depicts the fluorescence lifetime frequency. Scale bar is
10 µm. HEK 293T cells that were transfected with an empty GFP vector (upper panel)

were utilised as a control to establish the lifetime of GFP. Histograms (shown on the same
scale) in (A) indicate lifetime changes in nanoseconds (ns), where a decrease in GFP

lifetime (peak shift to the left of the yellow curve) correlates with a potential direct binding
event between the two proteins [144].

The chromatic compaction was also investigated in living cells using FLIM-

FRET by Lleres et al. [145]. The complex multiscale nature and composition of

chromatic structure has represented a formidable challenge for structural biolo-

gists [146, 147]. Lifetime studies were performed on histone H2B tagged to either

GFP or mCherry in order to study the chromatin compaction in living cells. FRET

occured predonminantly from interactions between GFP and mCherry-tagged his-

tones in separate nucleosomes, as the distance between them within the same nu-

cleosome was above 10 nm. They showed that specific FRET interactions between

the two tagged forms of histone H2B took place, by the spatial distinction of three

populations of chromatic with three different FRET efficiency levels. These distinct

FRET efficiency populations were related to different degrees of compaction. The

highest FRET efficiency regions were consistent with the prediction to include re-

gions of highest chromatin condensation such as heterochromatin clusters around

the nucleoli and at the nuclear periphery. Also, the investigation of the compaction

of all chromosomes when cells going through different stages of mitosis, was ad-
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dressed by using FLIM-FRET. The FRET efficiency presented an increase in the

compaction of the chromosomes from prometaphase to late anaphase, affecting

chromatic organisation at the nucleosome array level. After this FRET increase,

a subsequent decrease in chromatin compaction took place during telophase. Over-

all, FLIM-FRET was demonstrated to provide useful information about chromatin

density levels at different cell stages.

Another example is given by Caron et al. [148], where, using FLIM-FRET,

they studied the comformational changes of Transglutaminase type 2 (TG2) in live

cells. The fluorescence biosensor formed by mCerulean fluorescent protein as a

donor and the Yellow Fluorescence Protein (YFP) as an acceptor was the responsi-

ble of tracking the TG2 behaviour. Authors demonstrated that this FRET biosensor

could measure effects of cell stress, changes in calcium levels and chemical in-

hibitors on the comformation and localisation of TG2 in living cells. FLIM-FRET

was also applied to trace the catalytic activity of fluorescently tagged protein kinase

Cα (PKCα) in live and fixed cultured cells [149]. Very recently, FLIM-FRET was

utilised to reveal the dynamic conformational transitions of the Epidermal Growth

Factor Receptor (EGFR) in living Chinese Hamster Ovary (CHO) mammalian cells

upon binding to the respective ligand. For this purpose, EGFR was covalently at-

tached to the dye Atto390 [150].

These are just few examples of how FLIM-FRET can give insight to address a

specific biological question. The combination of lifetime and FRET (FLIM-FRET)

provides high spatial (nanometer) and temporal (nanosecond) resolution [151,152].

Measuring the donor lifetime in the presence and absence (control) of the acceptor,

one can accurately calculate the distance between donor and acceptor. One also

needs to bear in mind that when 1-photon excitation FLIM-FRET experiments are

performed, the apparent E% is produced, which is the FRET efficiency calculated

on the basis of all donors (FRET and non-FRET). However, 2-photon excitation
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FLIM, due to its higher sensitivity, is able to distinguish between the two popu-

lations, FRET and non-FRET, and therefore, two peaks of donor lifetimes show

up. This allows a higher precision in the estimation of the distance between fluo-

rophores. The 1-photon excitation FLIM setup could be sufficient for many situa-

tions, and the latter crucial for establishing comparative distances between proteins

of interest, so it is important to distinguish the case scenario we are in [153].

1.8 Summary and Conclusion
This chapter has introduced the concepts of fluorescence, fluorescence lifetime and

anisotropy and Förster Resonance Energy Transfer (FRET). Time-resolved fluo-

rescence microscopy techniques based on time-correlated single photon counting

(TCSPC) were introduced and briefly explained: Fluorescence lifetime imaging

(FLIM) and time-resolved fluorescence anisotropy imaging (tr-FAIM). The steady-

state fluorescence recovery after photobleaching technique was also briefly de-

scribed. An overview of the laboratory setup was given, where the elements present

in the optical path of the excitation beam were described, so as the different flu-

orescence microscopy modalities the setup affords, specifying which ones will be

used in the upcoming chapters. An overview of the data analysis procedures for

FLIM, tr-FAIM and FRAP was presented. In particular, different approaches for

the time-resolved fluorescence anisotropy and FRAP data were explored and com-

pared. Finally, some Förster Resonance Energy Transfer (FRET) applications were

presented, where FLIM and tr-FAIM are utilised to investigate homo- and hetero-

FRET, respectively. Some additional literature review will be introduced in the

upcoming chapters, where specific information related and required by the chapter

will get disclosed.



Chapter 2

Exploring the stretched exponential

decay model as a FRET indicator for

EGFP dimers

2.1 Motivation

Protein dimerisation in cells is of great importance within the field of biology. This

phenomenon triggers many biological processes such as cell signalling. Fluores-

cence anisotropy is a powerful tool for the detection of homo-FRET. However, its

interpretation and extraction of quantitative information is not that straightforward

and requires prior assumptions. In this chapter, I describe a new data analysis ap-

proach to study protein dimerisation by fluorescence anisotropy. The novelty is in

the use of stretched exponential decay model and it is demonstrated on the example

of dimerisation of Enhanced Green Fluorescence Protein (EGFP). The applica-

tion of this model to the time-resolved fluorescence anisotropy data provides addi-

tional information that other methods are not able to provide, such as the concen-

tration of the donor molecules or the dimensions of the problem (2-dimensional or

3-dimensional). Thus, the main message of this chapter is to encourage all the time-

resolved fluorescence anisotropy users to explore the stretched exponential model

74
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possibilities as a way to interpret their results, which looks specially promising for

the investigation of homo-FRET between proteins in living cells, as rotation is prac-

tically suppressed. In an additional note, fluorescence lifetime, FRAP and Molec-

ular Dynamic (MD) simulations studies are highlighted as complementary tools,

which may provide a broader picture of the problem under investigation.

2.2 Introduction

2.2.1 Green Fluorescent Protein

Green fluorescent protein (GFP) was the first protein extracted and purified from

jellyfish Aequorea victoria [154] . It converts UV and blue light into green light,

at an emission peak wavelength of 508 nm [155, 156]. GFP refers also to the first

genetically encoded fluorophore, which demonstrates that a gene can be expressed

in cells or organisms of interest. Before GFP, dyes had to be injected into cells,

which is invasive. GFP is great for all forms of fluorescence microscopy and has

been expressed in many species, including bacteria, yeasts, fungi, fish and mam-

mals, including in human cells. The discovery and development of GFP led to

a Nobel Prize in 2008 [154]. Several models have been proposed to explain the

complex photophysics of this protein and its variants. Initially, two different sta-

ble and interconvertible forms of the chromophore, protonated and deprotonated,

were proposed to explain the complex photophysics of wild-type GFP [157]. Later

on, other models that implied three different configurations for the chromophore

and a excited-state proton transfer mechanism were proposed in order to explain

the excited-state dynamics of GFP [32–35]. These absorption bands are located

within the UV-visible range at 400 nm, for the protonated A form, and around 475

nm, for the deprotonated B and I forms. More recently, Time-Correlated Single

Photon Counting (TCSPC) experiments on a GFP-variant, Enhanced GFP (EGFP),

allowed the distinction of the two deprotonated states B and I, where two different
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fluorescence lifetimes were identified (3.4 ns and 2.7 ns). Therefore, further mod-

els were proposed to explain and understand the photophysical behaviour of these

fluorophores [158]. X-ray crystallographic studies [159] have revealed that GFP is

a barrel-shaped protein (27 kDa, made of 238 aminoacids), with a length of 4.2 nm

and diameter of 2.4 nm. The chromophore of the protein lies at the centre of the

structure, where 4 aminoacids are responsible for the fluorescence emission. Nowa-

days, this protein and its genetically encoded variants are extensively used in many

biological applications, such as cell imaging, to monitor gene expression, to locate

proteins, study their interactions and describe their dynamics [160, 161].

Also, the large size of GFP (27 kDa), converts it into an excellent candidate to

reproduce the mobility of the proteins it is attached to or encoded in. Its quantum

yield under UV-visible excitation light is Φ = 0.60 [161] and due to the way its

chromophore is formed, its rotational mobility and fluorescence lifetime are sen-

sitive to environmental changes, such as viscosity [162] or refractive index [29],

respectively. This postulates the GFP or any of its variants, as perfect candidates of

living nano-probes [163].

2.2.2 Investigating homo-FRET via the application of the

stretched exponential model to the time-resolved fluores-

cence anisotropy data

We have seen in Section 1.2.4.1 that the stretched exponential model can be applied

to describe the donor’s anisotropy depolarisation when the donor molecule trans-

fers energy via FRET to acceptor molecules located at different distances from the

excited molecule, where depolarisation due to rotation does not take place. The

transfer of energy occurs among different molecules (hetero-FRET). However, a

similar approach can be used to describe the depolarisation of the excited molecule

within an isotropic solution of identical molecules due to homo-FRET. The deriva-
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tion of the anisotropy expression of the initially excited molecule that is given in

this section is based on the work of Bodunov et al. [164].

The initial excited molecules contribute predominantly to the emission

anisotropy r, as the luminescence of molecules excited by FRET is depolarised

nearly completely [165]. Due to this reason, emission anisotropy r may be ex-

pressed in terms of the quantum yield Φ1 of the initially excited molecules:

r
r0

=
Φ1

Φ
(2.1)

where r0 is the luminescence emission anisotropy r(t) in the absence of FRET and

Φ is the total quantum yield.

The emission anisotropy r(t) of the initially excited molecules is determined

by the probability G(t) that the initially excited molecule is in the excited state at

time t:

r(t) = r0G(t) (2.2)

where r0 is the emission anisotropy at t = 0. G(t) takes into account the first

event of the energy transfer from the initially excited molecule to secondary excited

molecule and re-excitation of the initially excited molecule via different pathways.

The probability G(t) presented in this chapter is calculated using the Huber-

Hamilton-Barnett method [166]. This model assumes the system is formed of an

isotropic distribution of molecules in a 3-dimensional medium. G(t) is defined as

follows:

GH(t) = exp
(
− N

2

∫
d3R(1− e−2kF )

)
(2.3)

where N is the concentration of molecules within the whole volume and kF is the

FRET constant rate.
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Equation 2.3 takes the following form:

GH(t) = exp
(
−
√

π

2
c
( t

τ

)1/2)
(2.4)

where c is the dimensionless concentration of molecules:

c =
4π

3
NR3

0 (2.5)

where R0 is the Förster distance at which the energy efficiency due to FRET is half.

Combining equations 2.2 and 2.4, the emission anisotropy r(t) of the initially

excited molecule is given by the following expression:

r(t) = r0e−
√

π

2 c
(

t
τ

)1/2

= r0e−γtδ

(2.6)

This is the so-called stretched exponential model, where δ = 1/2 refers to a 3-

dimensional system and

γ =

√
π

2τ
c (2.7)

Equation 2.6 implies the Brownian translational motion of the molecules is

slow enough that the distance in between chromophores can be considered constant.

Taking into account the probability G(t), the excitation probability of the ini-

tially excited molecules can be expressed as follows:

I1(t) = I0e−t/τG(t) (2.8)

where I0 is the luminescence intensity at t = 0 and τ is the fluorescence lifetime.

Knowing the relation between the excitation probability and the quantum yield

and considering a single-exponent decay of the total intensity I(t) (an average flu-
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orescence lifetime may be also introduced as an approximation), equation 2.1 is

given by:

r
r0

=
Φ1

Φ
=

∫
∞

0 dtI1(t)∫
∞

0 dtI(t)
=

1
τI0

∫
∞

0
dtI1(t) =

1
τ

∫
∞

0
dte−t/τG(t) (2.9)

Introducing the explicit expression of the probability G(t) (equation 2.4) within

equation 2.9, the result is:

r
r0

=
1
τ

∫
∞

0
dte−t/τG(t) = 1− f (y) (2.10)

where

f (y) =
√

πyey2
[1− er f (y)] (2.11)

er f (y) =
2√
pi

∫ y

0
dte−t2

(2.12)

y =
√

π

2
√

2
c (2.13)

The FRET energy efficiency of the initially excited molecule will be given by

f (y):

EFRET = f (y) =
√

πyey2
[1− er f (y)] (2.14)

This expression (equation 2.14) is equivalent to EFRET = 1−Φ1, where the total

quantum yield Φ = 1.

2.2.3 Coxsackievirus and Adenovirus Receptor (CAR)

CAR is a transmembrane protein (40 kDa and composed of 365 aminoacids) located

within the cell-cell junctions and known for playing an important role in cell-cell

adhesion [167, 168] and may play a role in lung cancer cell adhesion and invasion

[169]. Recently, it has been reported that the CAR depletion in human lung cancer

cells reduces the tumour growth [170].
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It is also known that the CAR proteins organise themselves forming homo-

dimers across the cell-cell junctions [171, 172] and when an adenovirus is detected

by the protein CAR, a disruption in the dimerisation takes place, which affects the

cell signalling deactivating the protein. Although some effects have been observed

when the CAR natural cycle is modified, the mechanism is still not clear.

2.2.4 What is studied in this chapter?

The dynamics of two EGFP constructs, monomer and dimer, is investigated using

fluorescence lifetime and anisotropy measurements in different glycerol/Phosphate-

Buffered Saline (PBS)(X1) solutions. For the time-resolved fluorescence anisotropy

interpretation of the EGFP dimer, two models are proposed (stretched and bi-

exponential). The lateral mobility of the two EGFP constructs is also studied

via FRAP, and steady-state anisotropy measurements at different excitation wave-

lengths present a comparison between EGFP constructs at the red-edge. Via MD

simulations, the separation between EGFP monomers and their relative dipole ori-

entation is calculated, where the EFRET is obtained from. This permits a direct com-

parison with experiment. Also, the investigation of the anisotropy decays over time

allows the assessment of the rotation for both constructs, not able to be extracted

from the experimental data due to the presence of homo-FRET. MD simulations are

presented as a useful and complementary tool to the experimental measurements,

giving insight in regards to the actual dipole orientation between EGFPs.

The study of the disruption of coxsackievirus and adenovirus receptor (CAR)

dimers tagged with GFP, when treated with the Adenovirus Ad5 Fibre-knob

(Ad5FK), is investigated via homo-FRET in live and fixed human bronchial ep-

ithelial cells (HBEC). Two models are proposed for the interpretation of the time-

resolved fluorescence anisotropy data, where steady-state anisotropy results are also

presented.
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2.3 Materials & Methods

2.3.1 Sample preparation

2.3.1.1 EGFP monomer and dimer in solution

Different mixtures of PBS(X1)/glycerol were made for both monomer and dimer

EGFP constructs (Protein Production Facility, King’s College London). The flexi-

ble linker holding the two EGFP monomers together was formed by 15 aminoacids,

GGGGSGGGGSGGGGS, with an approximate length of 6 nm, where G and S

stand for glycine and serine, respectively (Figure 2.1). Each solution contained a

total volume of 2 ml, which was divided by two, for each one of the EGFP con-

structs. The percentage of glycerol per solution was calculated by volume and was

as follows: 0, 5, 10, 15, 20, 25, 30, 35, 45 and 50. The initial stock solutions

of monomer and dimer in buffer had a molarity of 89 µM, for the monomer, and

33.6 µM, for the dimer. A total of 10 µL per construct solution were mixed with

1 ml of buffer/glycerol, yielding a final concentration of 0.89 µM and 0.336 µM,

for monomer and dimer samples, respectively. All the samples were made at room

temperature and measured in a 8-well coverslip-bottom plate (ibidi).

2.3.1.2 Cell culture and transfection preparation

The cells used for the experiment were made by Dr Elena Ortiz-Zapater. The type

of cells are the 16HBE cell line, that is an immortalised human bronchial epithelial

(HBE) cell line. It’s an easy cell line to grow, so the only recommendations are to

use the appropriate growth medium and follow standard cell culture techniques.

16HBE cells were grown in MEM (Sigma M4655) culture medium contain-

ing 10% FBS (Fetal Bovine Serum Heat Inactivated – Gibco 10500-064) and 1%

antibiotics (penicillin/streptomycin) maintained at 5% CO2 and 37◦C.

16HBE CAR-GFP expressing stable cell lines were produced using lentiviral
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Figure 2.1: Illustration of the dimer configuration plus linker. The chromophore
responsible for the fluorescence emission is shown in the enlarged view. The linker joins

both proteins and is presented in red.

expression, where CAR stands for coxsackievirus and adenovirus receptor. CAR-

GFP lentivirus particles were generated in 293T packaging cells (as in ref [168])

and these cells were maintained in Dulbecco’s Modified Eagle Medium (DMEM)

containing 10% FBS, supplemented with glutamine. Plasmids encoding full-length

CAR have been described previously [173]. Full length CAR-GFP was cloned in

frame into pHR9SIN-SEW lentiviral expression vector, which was a gift from Dr

Adrian Thrasher (Institute of Child Health, UCL, London [174] and into pGEX-2T.

Cells were plated at high density onto 8-well coverslip-bottom plates (ibidi).

24 hours later, cells were treated with Bovine Serum Albumin (BSA) (control) or

with Ad5 Fibre-knob (Ad5FK). Ad5FK was produced and purified as previously

described [175] and was used at a final concentration of 100 µg/mL. The fixation of

control and Ad5FK cells was undertaken as previously described elsewhere [176].

The CAR-GFP cells were fixed after 3 and 20 min of the adenovirus infection.



2.3. Materials & Methods 83

2.3.2 Fluorescence Polarisation Equipment

Single fluorescence decays for both intensity transients (I‖ and I⊥) were measured

for EGF (monomer and dimer) solutions (from entire field of view) and GFP-CAR

samples. The data acquisition for the GFP-CAR samples was focused on the cell-

cell junctions with regular straight shapes and no over-expression of the fluores-

cence protein. A zoom in of the entire Field of View (FOV) of the sample was

done and the data was acquired from a region of interest (ROI). Time-resolved flu-

orescence anisotropy measurements were taken with two TCSPC (Time-Correlated

Single Photon Counting) cards (SPC-150 Becker & Hickl) in combination with

an inverted confocal microscope (Leica TCS SP2). A schematic of the setup is

presented in Figure 2.2. A RSP 500 excitation beam splitter and a 63X 1.2 NA

water-immersion objective were used to acquire the data. A 467 nm diode laser

(Hamamatsu PLP-10 470) was used for exciting the intensity decays. The laser rep-

etition rate was set to 20 MHz, while the acquisition window on the TCSPC cards

was accordingly adjusted to 50 ns. With 4096 time bins and an average laser power

in the range of µW, the sample was scanned during 5 minutes in order to collect

the integrated parallel and perpendicular intensity decays. The fluorescence emis-

sion was sent to the two GaAsP hybrid detectors (Becker & Hickl HPM-100-40).

Before getting to the two detectors, the entire emission fluorescence light had to

pass through a 514/30 band pass filter and immediately after the orthogonal polar-

isation components were separated using a polarising beam splitter cube (Edmund

Optics). The signal from the detectors was fed into the two TCSPC cards in a PC

running Windows 10. Lifetime measurements were performed in the same way but

just using a single detector and a single TCSPC card.

All the monomer and dimer EGFP measurements in solution were taken at

room temperature. During the acquisition of the GFP-CAR data, a mini-incubator

(Digital Pixel) was placed on top of the microscope stage, which was able to keep
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Figure 2.2: Schematic of the time-resolved fluorescence polarisation setup. M stands for
mirror, P for pinhole, D for dichroic and PL for polariser.

the temperature and CO2 levels constant (37◦C and 5%, respectively).

The G-factor was measured using a µM solution of fluorescein (FITC) in 90%

water and 10% glycerol. The instrument response function (IRF) was also collected

by means of a quenched FITC solution in the same water/glycerol proportion. The

quencher was sodium iodide (NaI) [108].

2.3.3 Fluorescence Polarisation Data Analysis

The anisotropy data was analysed with a home-built MATLAB script, as was the

lifetime data. In order to analyse the anisotropy data, the pair of polarised decays

were combined in such way that the time-resolved anisotropy decay was produced

by using the following equation [20]:

r(t) =
I‖(t)−GI⊥(t)

I‖(t)+2GI⊥(t)
(2.15)

where I‖(t) and I⊥(t) are the parallel and perpendicular polarised emission signals,

respectively. G is the G-factor. The anisotropy is normalised by the total intensity
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detected. If parallel and perpendicular intensity decays are integrated, the steady-

state anisotropy r is calculated via equation 1.37.

2.3.3.1 EGFP monomer in solution

For the case of the EGFP monomer, the model used for fitting the time-resolved

fluorescence anisotropy decay was as follows:

r(t) = r0e−
t
θ (2.16)

where r0 is the initial anisotropy determined by the relative orientation between the

excitation and emission dipole transition moments, and the distribution of the ori-

entation of the fluorophores. If the distribution is random and the dipole transition

moments are parallel to each other, r0 is equal to 0.4 when using single-photon ex-

citation [20] and no additional depolarisation takes place. The rotational correlation

time is given by θ , which corresponds to the time it takes the fluorophore to rotate

1 radian [20]. This model assumes that the protein rotates freely and depolarises

totally throughout rotation after excitation within a time window of its fluorescence

lifetime.

2.3.3.2 EGFP dimer in solution

For the EGFP dimer, two models for the fit of the anisotropy data were proposed:

1. Bi-exponential

The bi-exponential model assumes that the depolarisation within the first ex-

cited state occurs via rotation and homo-FRET (as the two proteins are iden-

tical). Thus, this model allows the distinction of two different depolarisation

pathways, rotation and FRET, via two exponential components:

r(t) = r01e−
t
θ + r02e−

t
φ (2.17)
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where r01 and r02 are the initial anisotropy values for each component. The ro-

tational correlation time is given by θ (related to the tumbling of the protein)

and φ= 1
2kT

, where kT is the FRET rate constant [79, 165, 177].

The FRET energy efficiency was calculated combining the FRET rate con-

stant kT with equations 1.42 and 1.45.

2. Stretched exponential

Equations 2.6 and 2.14 were applied to fit the time-resolved fluorescence

anisotropy data and calculate the FRET energy efficiency, respectively.

The GFP-CAR time-resolved fluorescence anisotropy data was fitted with a hin-

dered rotation (equation 1.36) and stretched exponential models. When the hin-

dered rotation model was applied, the anisotropy depolarisation due to the exponen-

tial term was assumed to be purely related to FRET. No rotation was considered to

take place.

All the time-resolved fluorescence anisotropy data fits were weighted using the

variance expression for the steady-state anisotropy derived by Lidke et al. [128]:

v(r) =
(1− r)(1+2r)(1− r+G(1+2r))

3Itot(t)
(2.18)

where Itot(t) corresponds to the total emission intensity being equal to I‖(t) +

2GI⊥(t).

Now, if the polarised intensity components are arranged such as the denom-

inator of equation 2.15, the total intensity decay is generated. The total intensity

decays were IRF deconvoluted and fitted with a double exponential model, such as:

Itot(t) = I01e−
t

τ1 + I02e−
t

τ2 (2.19)

where I01 and I02 are the intensity amplitudes related to τ1 and τ2, which are the
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fluorescence lifetimes associated with two different excited states.

The intensity-weighted average lifetime was calculated as follows:

τavg =
∑

N
j=1 a jτ

2
j

∑
N
j=1 a jτ j

(2.20)

where a j corresponds to the intensity amplitude and τ j to the lifetime associated

with a different excitation state. N accounts for the number of components, which

is N = 2 for our case.

2.3.4 Refractive Index Measurements

The refractive index of each buffer/glycerol solution was measured using an Abbe

refractometer. A lamp (visible range) was used and the system was calibrated with

water, whose value is very well known [178]. The readings were modified according

to the reference given by the water refractive index and were all taken at room

temperature. For each solution, five readings were taken (up to 4 decimals), yielding

a final average with a low standard deviation.

2.3.5 Fluorescence Recovery After Photobleaching (FRAP)

Equipment

For performing confocal FRAP, the same confocal microscope and objective were

used. A simplified diagram of the setup is shown in Figure 2.3. The 467 nm diode

laser (Hamamatsu PLP-10 470) was used for taking the pre- and post-bleach im-

ages. A solid-state CW laser at 473 nm with a power of ∼ 5 mW, was used for

bleaching the sample by digitally zooming 8 times the initial field of view. The first

laser was set to a repetition rate of 20 MHz and an average power of a few µWs to

lower the unintentional bleaching as much as possible. After excitation, the fluores-

cence emission reached the photomultiplier inside the scanhead of the microscope

by passing through a pinhole which was completely open. The advanced time-lapse

wizard from the confocal microscope software allowed the acquisition of 3 pre-
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bleach images, a single bleach image and a series of post-bleach images showing

the full recovery of the bleached area. The total number of images taken was ap-

proximately 100, taking around 3-4 minutes to acquire. All the measurements were

taken at room temperature.

Figure 2.3: Schematic of the confocal FRAP setup. M stands for mirror, P for pinhole, D
for dichroic, L for lens, PM for photomultiplier, ND for neutral density (filter) and PL for

polariser.

2.3.6 FRAP Data Analysis

For the FRAP data analysis, the bleach area of every post bleach image was masked

automatically by introducing the zoom factor as an input (×8) and its intensity

was averaged in order to get the FRAP recovery curve over time. Unintentional

bleaching was considered by normalising the ROI intensity by masking another

ROI far enough from the the bleached area. The FRAP recovery curve was fitted

(non-linear least squares) with a double exponential model and the half-recovery

time τ1/2 was extracted by extrapolating the timing at half height.

I(t) = a−be−ct−de− f t (2.21)
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where a, b, c, d and f are constants, I(t) is the normalised intensity and t the time

after bleaching.

The mobile fraction was calculated applying the Soumpasis normalisation

method [93]. In order to obtain the translational diffusion coefficient, the Stokes-

Einstein-Debye behaviour was assumed:

Dt =
(L/2)2

4τ1/2
=

kBT
6ηπRh

(2.22)

where L represents the minimum distance from the centre of the bleach rectangle to

the edge of the bleach area [132] and Rh is the hydrodynamic radius of the probe.

As the data was obtained by scanning the sample, the bleaching step cannot be

considered instantaneous and therefore there is some diffusion occurring during the

bleaching. This is taken into consideration by introducing an additional parameter

re, which stands for the effective radius of a postbleach profile. It accounts for

the half width at the approximately 14% of bleaching depth from the top. Thus,

equation 2.22 is converted into [96]:

Dt =
(L/2)2 + r2

e
8τ1/2

=
kBT

6ηπRh
(2.23)

In order to extract re, the initial postbleach image was normalised by the last

prebleach image. Several profiles of the normalised bleach area were performed

and an average or the cleanest profile is extracted. This depends on how efficient

the bleaching is. A fit was performed on this average and re along the bleach depth

K is extracted. The fit has the following shape [96]:

I(l) = 1−Ke(−l2/r2
e ) (2.24)

where I(l) is the normalised intensity, K is the bleaching-depth parameter and l
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refers to the dimensions of the bleach spot profile in µm.

Once re is calculated and thus the translational diffusion coefficient Dt , equa-

tion 2.23 can be rewritten as follows:

Rh =
kbT

6ηπDt
(2.25)

Therefore, the hydrodynamic radius of the probe can be calculated from its lateral

mobility information.

2.3.7 Polarisation-Resolved Excitation and Emission Spectra

In order to investigate the anisotropy response of both EGFP constructs at

the red-edge, steady-state anisotropy measurements of monomer and dimer in

buffer/glycerol mixtures were carried out using a luminescence spectrometer

(Perkin-Elemer LS-5) with cuvette (quartz) supported samples. Two polarisers

were located in two different positions: between the excitation source and the

sample and between the sample and the emission detector. The different configu-

ration of the two polarisers allowed the acquisition of four different measurements:

IVV
(
λ
)
,IV H

(
λ
)
,IHH

(
λ
)

and IHV
(
λ
)
, where V refers to the vertical and H to the

horizontal polarisation subscripts for excitation and emission polarisations. The

steady state anisotropy measurements were taken from λexc = 350 nm to λexc = 520

nm, in 2 nm steps. The emission detection was set to 530 nm. The data analysis

was carried out as described by others [179].

2.3.8 Molecular Dynamic Simulations

As part of a collaboration with Professor Molteni, PhD student Alessandro Crn-

jar carried out MD simulations of EGFP, monomer and dimer, in water. The ob-

jective was to find theoretical justification/evidence for either the bi-exponential or

stretched-exponential model of EGFP dimer time-resolved fluorescence anisotropy.

The analysis and interpretation of the data was done by myself and Professor Suh-
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ling.

MD simulations were carried out for the EGFP monomer and dimer

in water at T = 300 K and P = 1 bar. The EGFP construct was created

from the X-ray structure at 1.9 Å resolution. For the dimer, a linker of 15

aminoacids (SGGGGSGGGGSGGGGS) was generated, which allowed keeping

both monomers attached. The letters S and G refer to glycine and serine aminoacids,

respectively. The total number of atoms for the monomer was 29922. The AMBER

ff14sb force-field was used to study the dynamics of both constructs in 10 ps time

steps. The FRET efficiency was obtained by extracting the relative dipole orienta-

tion between constructs, κ2, and their separation, R. Equation 1.44 is introduced in

equation 1.45, which yields the following EFRET expression:

EFRET =
1(

R
R0

)6
+1

=
1( R

0.02108

)6 1
κ2n−4QDJ(λ ) +1

(2.26)

κ2 is defined as follows:

κ
2 = ((~D ·~A)−3(~D ·~R)(~A ·~R))2 (2.27)

where ~D and ~A are the transition dipole moments of the donor and acceptor chro-

mophores, respectively, and ~R is the distance between the two chromophores, calcu-

lated as the average of four vectors linking the coordinates of the donor and acceptor

surrogate GFP benzylidene C1 and C2 and imidazolone N3 and C4 atoms within the

fluorophores [180] (Chapter2/Figure 2.1).

For the EGFP, the transition dipole moment has been defined as the normalised

average of the vector that connects atoms C6 and O5, and the one that connects

atoms C3 and N1 [180] (Figure 2.1).

The simulated time-resolved anisotropy decays for monomer and dimer where
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also extracted by calculating their transition dipole moments and relative orien-

tations. The simulated time-resolved anisotropy decay associated with the dimer

was given by an average of the two monomers. The anisotropy finds geometrical

interpretation in the Auto-Correlation Function (ACF) of the transition dipole mo-

ment [38, 181–184], which is defined as a single unit vector for each chromophore:

r(t) =
2
5

〈
3(~µ(t0) ·~µ(t0 + t))2

2
− 1

2

〉
t0

(2.28)

where~µ(t) is a given transition dipole moment as a function of time, and the brack-

ets mean an average over every possible starting time t0. A discreet version of

equation 2.28, that can be implemented for the post-production of a simulation tra-

jectory, is given by:

r(t)≈ 2
5

1
T − t

T−1−t

∑
t ′=0

3(~µ(t ′) ·~µ(t ′+ t))2−1
2

(2.29)

where T is equal to the number of time steps in the trajectory. For the given chro-

mophore,~µ is given as the normalised average of the the vector that connects atoms

C6 and O5, and the one that connects atoms C3 and N1 (Figure 2.1) [180].

The MD simulations were run for 500 ns, which were truncated into 10 trajec-

tories of 50 ns each. This allowed better statistics. The ACF can be then computed

on the last 9 trajectories and averaged. The first trajectory is discarded as it is ef-

fected by the initial system equilibration.

The water molecules in this simulation were behaving according to model

TIP3P [185]. The TIP3P model was chosen because it yields accurate values for

the rotational correlation time θ , although it is inaccurate in the modelling of water

viscosity [186, 187]. Nevertheless, useful results can be obtained for the rotational

correlation time θ . Using θ , the rotational diffusion coefficient can be calculated if
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a Stokes-Einstein-Debye behaviour is considered:

Dr,sphere =
1

6θ
=

kBT
8ηπR3

h
(2.30)

where kB is the Boltzmann constant, T the absolute temperature, η the viscosity and

Rh the hydrodynamic radius of the fluorophore.

2.4 Results and discussion

2.4.1 The EGFP Fluorescence Lifetime Versus Environmental

Refractive Index

Here I describe how I verified that the fluorescence lifetime is almost the same for

both EGFP monomer and dimer in identical environmental conditions.

For the data analysis of the fluorescence lifetime, each intensity decay has

been fitted with two components, as a mono-exponential model did not fit well,

in terms of residuals and χ2
R (χ2

R >1.75). This lies in the fact that EGFP in-

volves complex photophysics related to proton transfer kinetics [158], and there-

fore multi-exponential models have been proposed for the fitting of its intensity

decay [158, 188]. In our case, when illuminating the sample with blue light (467

nm), two components are identified, which are associated to two different excited

states identified in the absorption spectrum [158, 189]. In Figure 2.4A and B two

representative intensity decays for monomer and dimer in solution in 25% glycerol

are presented, collecting around 10,000 counts at the peak. Two fluorescence life-

times are assigned for each one of the constructs: 2.04 ns (39.26%) and 2.77 ns

(60.74%) for the monomer; 2.07 ns (43.61%) and 2.74 ns (56.39%) for the dimer.

The χ2
R resultant from the fits are 1.17 and 1.07, respectively.

The Strickler-Berg formula (equation 1.7) was validated by plotting the inverse

fluorescence lifetime of each of the construct against the square of the environmen-
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Figure 2.4: Representative total intensity decays for (A) monomer and (B) dimer, in a
solution of 25% glycerol. For each plot, the data is presented along the IRF, fit and
residuals. (C) Inverse of the average fluorescence lifetime against the square of the

refractive index, per solution and EGFP construct. The data for both constructs is fitted
showing a linear relationship as established by the Strickler-Berg law.

tal refractive index n2 (Figure 2.4C). It has been reported that the relative quantum

yield of EGFP in different solvents has almost no effect on the fluorescence life-

time [29]. Therefore, the relationship between the fluorescence lifetime and the

refractive index of the environment can be considered to follow the same expres-

sion (equation 1.7). The EGFP dimer fluorescence lifetime is consistently lower

than the monomer fluorescence lifetime in all solutions with different refractive in-

dex (Table 2.1). This decrease in the lifetime may be assigned to an effective greater

environmental refractive index due to the presence of the other EGFP monomer and

the flexible linker that maintains both EGFP monomers connected.

It is important to mention that although we can observe a difference in lifetime
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between monomer and dimer, the percentage difference is around 1%, which makes

this effect almost negligible and allows the assignment of identical fluorescence

lifetimes for both constructs as a good approximation.

Table 2.1: Average fluorescence lifetime and inverse, for EGFP monomer and dimer, per
refractive index and viscosity composition sample.

EGFP monomer EGFP dimer
% glycerol n ± 0.0005 n2 ± 0.0008* τav (ns) χ2

R τ−1
av (ns−1) τav (ns) χ2

R τ−1
av (ns−1)

0 1.3355 1.7836 2.593 ± 0.023 1.34 0.3857 ± 0.0034 2.524 ± 0.064 1.42 0.3961 ± 0.0100
5 1.3470 1.8144 2.540 ± 0.007 1.34 0.3938 ± 0.0011 2.515 ± 0.006 1.26 0.3977 ± 0.0010

10 1.3550 1.8360 2.531 ± 0.007 1.30 0.3950 ± 0.0012 2.496 ± 0.009 1.42 0.4006 ± 0.0014
15 1.3600 1.8496 2.524 ± 0.015 1.29 0.3962 ± 0.0024 2.486 ± 0.020 1.08 0.4023 ± 0.0033
20 1.3650 1.8632 2.515 ± 0.008 1.25 0.3976 ± 0.0012 2.454 ± 0.019 1.28 0.4075 ± 0.0031
25 1.3730 1.8851 2.493 ± 0.006 1.26 0.4011 ± 0.0010 2.447 ± 0.010 1.17 0.4087 ± 0.0017
30 1.3840 1.9155 2.459 ± 0.011 1.17 0.4067 ± 0.0019 2.382 ± 0.038 1.19 0.4199 ± 0.0067

∗∆n2 =
√

2n ∆n

Presented errors are associated to standard deviations of average values

2.4.2 Time-Resolved Fluorescence Anisotropy Measurements

The anisotropy behaviour of monomer and dimer EGFP constructs in solution was

investigated and compared. For each solution in buffer/glycerol and EGFP con-

struct, a total of 10 anisotropy decays was acquired.

2.4.2.1 EGFP monomer and dimer time-resolved fluorescence

anisotropy decays

Figure 2.5 presents the time-resolved fluorescence anisotropy decays per EGFP

construct and solution viscosity. It demonstrates how the time-resolved fluores-

cence anisotropy decays for the monomer follow a single exponential model. In

the case of the dimer, a mono-exponential decay model is inappropriate and more

components are needed to fit the anisotropy decay. This is in agreement with work

done on similar constructs [142]. The reason lies in the fact that during the ex-

cited state the EGFP dimer experiences FRET, meanwhile the only way the EGFP

monomer depolarises is via rotation. The FRET effect can be clearly seen at the be-

ginning of the EGFP dimer time-resolved fluorescence anisotropy decay as a very

fast and short component. Therefore, the EGFP dimer time-resolved fluorescence
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anisotropy decay do not follow a single exponential behaviour. In order to interpret

the EGFP dimer anisotropy decays, two models have been proposed for their fits:

bi-exponential and stretched exponential. Both models assume that the depolarisa-

tion of each one of the proteins is total and that the protein configuration is totally

isotropic and randomised, without any preferential direction within the solution.

Figure 2.5: Time-resolved anisotropy decays in different PBS(X1)/glycerol mixtures for
(A) EGFP monomer and (B) EGFP dimer.

2.4.2.2 Comparison of EGFP monomer and dimer rotational corre-

lation times

In Figure 2.6A and B, two representative intensity decays for the parallel and per-

pendicular components, per EGFP construct and for the same PBS(X1)/glycerol

solution, are shown. Representative time-resolved fluorescence anisotropy decays

for monomer and dimer in 10% glycerol and 90% buffer along with their fits are

presented in Figure 2.6. The fit for the anisotropy data of the monomer can be

observed in the middle graph (Figure 2.6C). It follows a single exponential model

with no baseline. This model assumes that the protein undergoes total depolarisa-

tion after a certain time. On the other hand, the dimer anisotropy data is fitted with

the aforementioned models (Figure 2.6D and E). The residuals of both fits are al-

most identical, leading to very similar χ2
R values. Therefore, both models give the

same answer in terms of goodness of fit, while the bi-exponential model implies an
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additional parameter in comparison to the stretched exponential model. The EGFP

dimer tr-anisotropy decay was also fitted with the hindered rotation model, however

the fit was poor, implying it did not represent the data well.

Figure 2.6: (A,B) Representative I‖ and I⊥ for monomer and dimer. (C) Representative
time-resolved fluorescence anisotropy decay and fit for the EGFP monomer with a

mono-exponential model. Time-resolved fluorescence anisotropy decay for EGFP dimer
and fitted with a (D) double and (E) stretched exponential models. The solvent is 10%

glycerol and 90% buffer.
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The viscosity of each of the solutions was calculated by a method developed

by Nian-Sheng Cheng [190], which takes into account the water/glycerol ratio of

the solution and its temperature. We assumed the buffer viscosity was identical to

water. The rotational correlation times obtained from the single and bi-exponential

models, for monomer and dimer, are plotted against the solution viscosity (Figure

2.7A). Also, a decrease in the initial anisotropy value due to FRET depolarisation

is noticeable in the dimer data only (Figure 2.7B).

Figure 2.7: (A) Rotational correlation time against viscosity for monomer and dimer. The
monomer data is fitted with a linear equation, which gives rise to a radius for the monomer
of 2.607 ± 0.005 nm. (B) Initial anisotropy values for monomer and dimer extracted from

the single exponential and bi-exponential fits.

The monomer data shows that the higher the viscosity is, the slower it rotates

on average, which is in agreement with equation 2.30. Its data can be fitted with

a linear expression, related to equation 2.30, from which the hydrodynamic radius

of the protein can be extracted. The result we obtained is Rh = 2.457 ± 0.005

nm, where the uncertainty associated with this magnitude was obtained by error

propagation from the uncertainty of the fit gradient (± 0.91 ns/cP). The fit passes

through the origin as expected from equation 2.30. This is in good agreement with

other values previously reported [191, 192]. All the fit parameters are presented in

Table 2.2.

The rotational correlation time of the dimer EGFP construct follows a similar
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Table 2.2: Fit parameters from anisotropy decay per EGFP monomer sample composition.

% glycerol η (cP) r0 θ (ns) χ2
R

0 0.981 0.322 ± 0.002 16.46 ± 0.20 1.15
5 1.064 0.337 ± 0.001 21.42 ± 0.42 1.18

10 1.249 0.331 ± 0.000 23.36 ± 0.26 1.20
15 1.482 0.335 ± 0.010 27.60 ± 2.00 1.17
20 1.776 0.334 ± 0.001 38.60 ± 1.34 1.11
25 2.154 0.342 ± 0.001 41.90 ± 1.46 1.13
30 2.648 0.343 ± 0.000 47.39 ± 0.55 1.17
35 3.302 0.327 ± 0.003 67.89 ± 2.00 1.12
45 5.410 0.346 ± 0.002 97.62 ± 5.55 1.13
50 7.128 0.342 ± 0.001 122.56 ± 5.52 1.19

trend. However, it shows a lower rotational correlation time in comparison to the

monomer and maintains a lower slope compared to the monomer. The rotational

correlation time θ becomes nearly constant for viscosities above 5 cP, approxi-

mately. In the simple model accounting only for Brownian rotational motion, this

would imply that the dimer has faster rotation and thus smaller gyration radius com-

pared to the monomer. This is obviously incorrect and therefore a model accounting

only for FRET is applied via the stretched exponential function. Note that the FRET

parameter φ presents no correlation with viscosity. The initial anisotropy values r0

associated with the FRET component are approximately constant throughout the

varying viscosity samples (Figure 2.8A).

2.4.2.3 Stretched exponential fit parameters

From the fitting of the EGFP dimer time-resolved fluorescence anisotropy decays

with a stretched exponential function (last term of equation 2.6), the fit parameters

r0 and γ were extracted. The behaviour of these parameters for varying viscosity

solutions can be observed in Figure 2.8B. The initial anisotropy r0 presents no cor-

relation with the solution viscosity. However, the parameter γ decreases with an

increase in the viscosity of the solution. In Table 2.3 all the fit parameters extracted

from the bi-exponential and stretched exponential functions are presented.
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Table 2.3: Fit parameters from anisotropy decay per EGFP dimer sample composition and
anisotropy model.

Bi-exponential Stretched exponential
% glycerol r01 θ (ns) r02 φ (ns) χ2

R r0 γ χ2
R

0 0.254 ± 0.007 17.16 ± 1.06 0.047 ± 0.003 0.51 ± 0.05 1.15 0.311 ± 0.002 0.229 ± 0.012 1.17
5 0.249 ± 0.004 22.12 ± 1.20 0.054 ± 0.000 0.77 ± 0.11 1.20 0.315 ± 0.005 0.211 ± 0.005 1.21

10 0.254 ± 0.004 23.94 ± 1.63 0.054 ± 0.006 0.78 ± 0.23 1.20 0.316 ± 0.004 0.198 ± 0.008 1.22
15 0.245 ± 0.002 26.35 ± 1.29 0.050 ± 0.006 0.74 ± 0.11 1.20 0.302 ± 0.003 0.185 ± 0.006 1.21
20 0.253 ± 0.003 28.40 ± 2.08 0.053 ± 0.005 0.70 ± 0.13 1.15 0.310 ± 0.003 0.177 ± 0.007 1.17
25 0.263 ± 0.001 31.30 ± 1.16 0.055 ± 0.004 0.76 ± 0.09 1.16 0.321 ± 0.002 0.168 ± 0.003 1.17
30 0.269 ± 0.004 33.10 ± 2.99 0.045 ± 0.003 0.68 ± 0.17 1.12 0.317 ± 0.002 0.147 ± 0.003 1.14
35 0.264 ± 0.001 37.86 ± 0.23 0.045 ± 0.002 0.78 ± 0.04 1.16 0.313 ± 0.004 0.140 ± 0.004 1.16
45 0.267 ± 0.001 44.01 ± 2.37 0.044 ± 0.004 0.72 ± 0.04 1.14 0.313 ± 0.002 0.125 ± 0.004 1.18
50 0.266 ± 0.000 48.15 ± 1.96 0.042 ± 0.003 0.75 ± 0.15 1.13 0.310 ± 0.002 0.120 ± 0.004 1.18

Figure 2.8: Anisotropy decay parameters against sample composition (% glycerol)
calculated from two different models: (A) bi-exponential and (B) stretched exponential

model.

Note that the parameter δ is fixed to 0.5, accounting for a 3-dimensional sys-

tem. However, δ can be set and calculated as an additional fit parameter. This

was investigated and presented in Figure 2.9A, where the fit parameter δ is plot-

ted against the solution viscosity and fitted with a linear expression. From this

expression, the gradient and intercept were obtained, 0.02094 (1/cP) and 0.5594,

respectively. The low gradient and close intercept to the theoretical value 0.5 (blue

line in Figure 2.9A) indicate that the assumption of a 3-dimensional system is in

agreement with the experimental results.

According to equation 2.7, the fit parameter γ depends on the molecule concen-

tration c and the fluorescence lifetime τ . Introducing the EGFP monomer fluores-

cence lifetime τ within the expression 2.7 and knowing γ (both determined exper-
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imentally), the dimensionless molecule concentration c was calculated and plotted

against the solution viscosity in Figure 2.9B. Very similar molecule concentrations

c were obtained for free and fixed δ values, showing a decrease with the solution

viscosity. The same trend is followed by the FRET energy efficiency, when equa-

tion 2.14 is applied (Figure 2.9C). Table 2.4 presents all the parameters involved in

the elaboration of Figure 2.9. We previously demonstrated that the experimental fit

parameter δ was very close to the theoretical one (0.5). Thus, only the fit parame-

ters calculated with δ = 0.5 will be subject of any further data analysis in the current

and upcoming sections.

Figure 2.9: Stretched exponential model fit parameters and extracted values. (A) δ , (B)
molecule concentration c and (C) EFRET against viscosity’s solution.

Theoretically, we expect the molecule concentrations c and thus the EFRET to

remain constant across the varying solution viscosities. However, we have seen that
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Table 2.4: Fit parameters from stretched exponential anisotropy decay fit per EGFP dimer
solution viscosity, with δ = 0.5 and free. The EGFP fluorescence lifetime is given by the

third column.

δ=1/2 δ free
% glycerol η (cP) τD (ns) γ (ns−1/2) c EFRET δ γ (ns−δ ) c EFRET

0 0.981 2.647 ± 0.008 0.229 ± 0.012 0.297 ± 0.012 0.316 ± 0.010 0.710 ± 0.120 0.121 ± 0.030 0.208 ± 0.025 0.200 ± 0.021
5 1.064 2.625 ± 0.004 0.211 ± 0.005 0.273 ± 0.006 0.303 ± 0.005 0.575 ± 0.006 0.166 ± 0.006 0.231 ± 0.007 0.219 ± 0.005

10 1.249 2.598 ± 0.003 0.198 ± 0.008 0.254 ± 0.010 0.286 ± 0.009 0.595 ± 0.012 0.162 ± 0.005 0.229 ± 0.004 0.217 ± 0.003
15 1.482 2.560 ± 0.035 0.185 ± 0.006 0.236 ± 0.008 0.269 ± 0.008 0.340 ± 0.043 0.330 ± 0.058 0.361 ± 0.051 0.315 ± 0.035
20 1.776 2.520 ± 0.020 0.177 ± 0.007 0.224 ± 0.009 0.259 ± 0.009 0.495 ± 0.091 0.192 ± 0.056 0.238 ± 0.050 0.217 ± 0.003
25 2.154 2.513 ± 0.030 0.168 ± 0.003 0.212 ± 0.004 0.247 ± 0.004 0.596 ± 0.069 0.132 ± 0.022 0.182 ± 0.019 0.315 ± 0.035
30 2.648 2.459 ± 0.021 0.147 ± 0.003 0.184 ± 0.004 0.219 ± 0.004 0.696 ± 0.074 0.093 ± 0.016 0.137 ± 0.014 0.224 ± 0.039
35 3.302 2.472 ± 0.010 0.140 ± 0.004 0.175 ± 0.006 0.210 ± 0.006 0.881 ± 0.184 0.064 ± 0.020 0.111 ± 0.021 0.178 ± 0.017
45 5.410 2.386 ± 0.010 0.125 ± 0.004 0.153 ± 0.006 0.187 ± 0.006 0.590 ± 0.022 0.095 ± 0.005 0.129 ± 0.005 0.138 ± 0.013
50 7.128 2.411 ± 0.020 0.120 ± 0.004 0.153 ± 0.005 0.184 ± 0.006 0.685 ± 0.120 0.076 ± 0.016 0.111 ± 0.002 0.114 ± 0.020

this is not the case (Figure 2.9B and C). We investigated the effect of the refractive

index n on the molecule concentration c via the quantum yield Φ. The quantum

yield Φi of the PBS(X1)/glycerol solution mixtures was calculated setting Φ1 =

0.60 for 0% glycerol as a reference. We have seen in Section 1.1.6 that the quantum

yield is given by the product of the fluorescence lifetime τ and the radiative lifetime

kr:

Φ = τkr (2.31)

According to the Strickler-Berg formula (equation 1.7), the radiative lifetime kr

is proportional to the square of the solution refractive index n2. If we define the

proportionality constant as k0
r , for each solution viscosity, equation 2.31 can be

rewritten as follows:

kr = n2k0
r −→Φi =

n2
i k0

r

n2
i k0

r + knr
(2.32)

where knr is the the non-radiative rate constant.

We consider knr and k0
r to remain constant across the varying solution viscosi-

ties and we determine their values for the 0% glycerol solution (Φ1 = 0.60 and τ =

2.647 ns). The result is as follows:

k0
r = 0.1272±0.0004 ns−1 and knr = 0.151±0.001 ns−1 (2.33)

Now, starting from the experimental molecule concentration c1 for 0% glyc-



2.4. Results and discussion 103

erol, the rest of the molecule concentrations ci are determined via their ratio. Com-

bining equations 1.44 and 2.5, the molecule concentration ci per PBS(X1)/glycerol

solution mixture is given by:

ci = c1

(n1

ni

)2(Φi

Φ1

)1/2
(2.34)

The corrected Φ and c are presented in Table 2.5, with the experimental c for com-

parison. We can see that the correction of the molecule concentration ccorr is con-

stant throughout the varying solution viscosities. These results state that some addi-

tional corrections should be applied to explain the experimental results (cexp). This

may be related to a change in the extinction coefficient of the molecule and the

integral overlap between excitation and emission spectra with the environmental

refractive index. When calculating the individual molecule concentrations ci, the

relative orientation between proteins κ2 was assumed to be constant. A slight vari-

ation on this parameter could also alter the final result and explain the experimental

findings. Another explanation for the decrease of the experimental molecule con-

centration c could be related with rotation. If the proteins experience any rotation,

a greater depolarisation due to Brownian motion may explain why the molecule

concentration decreases with the solution viscosity.

Table 2.5: Experimental molecule concentration cexp and corrected molecule
concentration ccorr and quantum yield Φcorr, per EGFP varying solution viscosity.

% glycerol cexp Φcorr ± 0.002 ccorr ± 0.012
0 0.297 ± 0.012 0.600 0.297
5 0.273 ± 0.006 0.606 0.291

10 0.254 ± 0.010 0.608 0.289
15 0.236 ± 0.008 0.611 0.287
20 0.224 ± 0.009 0.613 0.285
25 0.212 ± 0.004 0.615 0.283
30 0.184 ± 0.004 0.616 0.281
35 0.175 ± 0.006 0.619 0.279
45 0.153 ± 0.006 0.623 0.274
50 0.153 ± 0.005 0.625 0.273
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Moreover, we noticed that k0
r (0.1272 ns−1) differs significantly from the value

found in Section 2.4.1 (∼ 0.215 ns−1). It has been previously demonstrated that the

experimental Strickler-Berg formula may not determine accurately the fluorescence

lifetime rate constants, where the non-radiative rate constant may vary across so-

lutions [193]. Also, Figure 2.4 plots the inverse of the fluorescence lifetime 1/τ ,

instead of the radiative rate constant kr. Although, this has been argued to be a good

approximation, a minimum difference between them may yield a change on the

molecule concentration c. On top of that, following Hirayama’s approach [194,195]

(1/τ = kr + knr = k0
r n2 + knr), if the inverse of the fluorescence lifetime 1/τ is plotted

against the square of the refractive index n2 and fitted with a linear expression with

intercept, the non-radiative rate constant knr was found to be much lower than the

calculated experimentally in this section (not shown). Thus, we consider the results

presented in Section 2.4.1 as qualitative.

2.4.2.4 Calculation of the separation R between EGFP monomers

for the stretched and bi-exponential models

In this subsection, the distance between EGFP monomers was calculated, per re-

fractive index solution and anisotropy data model.

From the experimental fit parameters of the EGFP dimer time-resolved flu-

orescence anisotropy data, the FRET energy efficiency was calculated, where the

stretched and bi-exponential models were applied. In the previous subsection it

was shown that for the stretched exponential model, EFRET was calculated apply-

ing equation 2.14. For the bi-exponential model, the combination of equations 1.42

and 1.45 gave rise to the FRET energy efficiency. While the FRET energy effi-

ciencies obtained from the stretched exponential model were found between 0.184

and 0.316, the calculated ones from the bi-exponential model were given by much

higher values within a narrower range (between 0.612 and 0.723) (Table 2.6).
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Via equation 1.45 and assuming κ2 = 2/3 as a first approximation, EFRET

simulated curves and R0 were generated for each refractive index solution n.

The integral overlap of the absorption and emission spectra for EGFP is J(λ ) =

8.691× 1014 nm4

Mcm , with an extinction coefficient ε = 55,900 M−1cm−1 and a quan-

tum yield Φ = 0.60 [161]. Φ was not corrected for each sample as we previously

demonstrated and presented in Table 2.5 that it barely varied across the varying

refractive index solutions (less than 5%). Then, making use of the same equation

(1.45), the fluorophore separation R was calculated for each EFRET value per time-

resolved fluorescence anisotropy model. This is presented in Figure 2.10 and Table

2.6. As expected, lower values for R were calculated for the bi-exponential model

(centred at 4 nm, approximately) in comparison to the stretched exponential model

(centred at ∼ 5.5 nm), as according to equation 1.45, the FRET energy efficiency

EFRET is inversely proportional to the fluorophore separation R.

Figure 2.10: The FRET energy efficiency plotted versus the donor-acceptor separation for
the bi-exponential (blue shade plot) and the stretched exponential model (red shade plot).

R0 is plotted with dashed vertical lines for each solution. κ2=2/3.

Thus, different models yield a different outcome in terms of EFRET and R.

Results state that the stretched exponential model may explain the experimental

time-resolved fluorescence anisotropy data more accurately, as there is no logic

in considering that the EGFP dimer rotates faster than the EGFP monomer. To

confirm this, MD simulations will be presented in the upcoming section, where the
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Table 2.6: FRET energy efficiencies, donor-acceptor distances and relevant parameters,
for bi- and stretched exponential models, per refractive index and viscosity composition

sample.

Bi-exponential Stretched exponential
% glycerol η (cP) n ± 0.0005 R0 (nm) τD (ns) EFRET RDA (nm) EFRET RDA (nm)

0 0.981 1.3355 4.614 2.647 ± 0.008 0.723 ± 0.001 3.933 ± 0.002 0.316 ± 0.010 5.355 ± 0.054
5 1.064 1.3525 4.575 2.625 ± 0.004 0.631 ± 0.000 4.183 ± 0.001 0.303 ± 0.005 5.391 ± 0.023

10 1.249 1.3575 4.564 2.598 ± 0.003 0.624 ± 0.000 4.195 ± 0.001 0.286 ± 0.009 5.445 ± 0.041
15 1.482 1.3655 4.546 2.560 ± 0.035 0.634 ± 0.003 4.147 ± 0.010 0.269 ± 0.008 5.492 ± 0.035
20 1.776 1.3715 4.532 2.520 ± 0.020 0.644 ± 0.002 4.106 ± 0.006 0.259 ± 0.009 5.519 ± 0.040
25 2.154 1.3775 4.520 2.513 ± 0.030 0.624 ± 0.003 4.153 ± 0.008 0.247 ± 0.004 5.557 ± 0.016
30 2.648 1.3825 4.508 2.459 ± 0.021 0.645 ± 0.002 4.081 ± 0.006 0.219 ± 0.004 5.679 ± 0.018
35 3.302 1.3890 4.494 2.472 ± 0.010 0.612 ± 0.001 4.167 ± 0.003 0.210 ± 0.006 5.714 ± 0.036
45 5.410 1.4030 4.464 2.386 ± 0.010 0.625 ± 0.001 4.100 ± 0.003 0.187 ± 0.006 5.790 ± 0.037
50 7.128 1.4070 4.456 2.411 ± 0.020 0.617 ± 0.002 4.115 ± 0.006 0.184 ± 0.006 5.816 ± 0.034

No error associated to viscosity η

Not presented error for R0 due to its fixed and low value per solution

Presented errors are associated to standard deviations of average values

τD corresponds to the fluorescence lifetime of the EGFP monomer

fluorophore separation R and the FRET energy efficiencies will be extracted and

compared with the experimental data.

2.4.3 Molecular Dynamic (MD) simulations

MD simulations were performed with the main objective of assessing which of

the aforementioned models (bi-exponential or stretched exponential) describes the

EGFP dimer dynamics best. For every time step, the fluorophore distance R, and

the relative dipole orientation κ2 between proteins were calculated as previously

described (Section 2.3.8). With the help of these parameters, the absolute FRET

energy efficiency was calculated using equation 2.26.

2.4.3.1 Separation R between EGFP monomers

Figure 2.11A corresponds to the temporal evolution of the fluorophore separation R.

Its histogram is calculated and presented in Figure 2.11B, where it can be observed

that the fluorophore separation R distribution follows a Gaussian function and there-

fore, mean and standard deviation values can be extracted from the fit. Thus, this

yields R = 4.56 ± 0.07 nm. This means that the distance between the two EGFPs

remains very constant over time.
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Figure 2.11: (A) Temporal evolution and (B) histogram of the fluorophore separation R.
From the histogram fit, the mean value and standard deviation are 4.56 nm and 0.07 nm,

respectively.

If the experimentally calculated distance between EGFP monomers R (Figure

2.10 and Table 2.6), via time-resolved fluorescence anisotropy measurements, is

compared to the simulations (Figure 2.11), it can be observed that the simulation

results are located in between the bi-exponential and stretched exponential fluo-

rophore separations R.

Notice that for the calculation of the experimental separation R between EGFP

monomers, the dipole orientation κ2 was assumed to be 2/3, as a first approxima-

tion. If we rearrange equation 1.45, the expression used for the calculation of R

was:

R = R0

(
1−EFRET

EFRET

)1/6

(2.35)

As R0 is proportional to κ2 (equation 1.44), κ2 values below 2/3 would imply lower

R0 and thus R. This may justify why the experimental separations R between EGFP

monomers, when the stretched exponential model is applied, lie above the simulated

fluorophore separation R. The opposite case scenario (κ2 above 2/3) would support

the use of the bi-exponential model to interpret the experimental time-resolved flu-

orescence anisotropy results. The next subsection will elucidate about the nature of

κ2 to try to verify any of the aforementioned experimental assumptions.
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2.4.3.2 Relative dipole orientation κ2 between EGFP monomers

The dipole orientation between proteins was also investigated and presented in Fig-

ure 2.12. The temporal evolution of κ2 is given by Figure 2.12A, from where a

histogram of events is created (Figure 2.12B).

Figure 2.12: (A) Temporal evolution and (B) histogram of the relative dipole orientation
κ2 between EGFP monomers.

According to Figure 2.12B, the κ2 range goes from 0 to 0.9180, below the par-

allel configuration between fluorophores given by κ2 = 1. The κ2 histogram shows

three distinctive populations representing the three dominant relative orientation of

the fluorophores in the dimer. The first one corresponds to κ2 = 0, which accounts

for the most predominant trend. This means that the two proteins are located per-

pendicular to each other most of the time. The second population centres around κ2

= 0.1, where a peak of events is located. This corresponds to the second most popu-

lated area, indicating a smooth tumbling of one fluorophore with respect to the other

around a T-shaped configuration. And finally, the third and least populated area cor-

responds to a peak located around 0.4. From here onward κ2 decays progressively

till reaching zero events before getting to κ2 = 1. The increase of κ2 indicates a

similar situation to the previous one (smooth tumbling of one fluorophore respect to

the other around a T-shaped configuration) but with more space exploration. This

makes sense as the more space is explored, the longer the tumbling takes and there-
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fore less events are registered.

A histogram of κ2 is effectively a probability density function (pdf) of the num-

ber of events between κ2 and κ2 + ∆κ2. The experimental anisotropy data presented

above was fitted with two different models using the average κ2 = 2/3. We can see

now thanks to the MD simulations that this is not a very good approximation. So in

order to prove this, a fit of the κ2 histogram was attempted with its pdf [196] (not

presented), without any success:

p(κ2) =

[
2√
3κ2

][
ln(2+

√
3)−g

(
κ

2)] (2.36)

where g(κ2) = 0 for 0 < κ2 < 1 and g(κ2) = ln(
√

κ2−1+
√

κ2) for 1 < κ2 < 4.

The outcome is not surprising considering the underlying assumptions. First of

all, the dynamic average for the orientation factor is assumed [197]. This would be

the case if the rotational Brownian motion was much faster than the time it takes for

the transfer energy to happen between fluorophores [196,198]. From the MD simu-

lations, we can see that this criteria is not met if we have a look at the κ2 histogram

(Figure 2.12B), where a mean value for this quantity is clearly located below the

dynamic average κ2 = 2/3. Also, an additional assumption for the pdf(κ2) construc-

tion is considering donor and acceptor totally independent from each other, which

means all angular orientations for both constructs are permitted to be explored. The

linker attached to the two proteins does not allow this criteria to be met. As ar-

gued in the previous subsection, the location of the simulated mean κ2 below 2/3

reinforces the use of the stretched exponential model to interpret the experimental

time-resolved fluorescence anisotropy results.

Since the dynamic regime is not able to explain our results, we also tried to

fit them within a static regime, which means the FRET rate constant is much faster

than the rotational Brownian motion the fluorophores experience. In the static av-
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eraging regime, the average κ2 depends on the ratio between R and R0, where the

last one accounts for the Förster distance with κ2 = 2/3. Steinberg et al. related

this quantity with R/R0, assuming total isolation of each donor-acceptor pair and

randomly orientated single dipoles (isotropic system and dipole-dipole interaction

approximation) [197]:

〈κ2〉=


0 R≤ 2

5R0

2
3
(R− 2

5 R0

)
R0

2
5R0 ≤ R≤ 7

5R0

2
3 R≤ 7

5R0

(2.37)

The set of fluorophore separations given by the MD simulations is found be-

tween 2
5R0 and 7

5R0, which corresponds to 1.85 and 6.47 nm (Figure 2.11B). Know-

ing that the mean fluorophore separation is 〈R〉 = 4.56 ± 0.07 nm and applying the

middle expression of equation 2.37, the average κ2 will be 〈κ2〉 = 0.3906. This is a

very high value in comparison with the κ2 data obtained from the MD simulations

(Figure 2.12B). Calculating an average κ2 for our data would not be reasonable as,

as previously pointed [199,200], a system like ours, would most likely be described

by a much narrower range of geometries, giving rise to an also narrower κ2 dis-

tribution (Figure 2.12B), different from the theoretical predictions [196]. This is

the main reason why our system cannot be described by any of the aforementioned

equations 2.36 and 2.37.

2.4.3.3 Calculation of FRET energy efficiency from the separa-

tion R and the relative dipole orientation κ2 between EGFP

monomers

Figure 2.13 contains the temporal evolution of the calculated FRET energy effi-

ciency EFRET and its histogram.



2.4. Results and discussion 111

A direct comparison between Figure 2.10 and Figure 2.13B tells us that the

stretched exponential model fits the MD simulations better than the bi-exponential

model. However, it must be noticed that the calculations for the experimental EFRET

were done for a dynamic regime (κ2 = 2/3), while the ones calculated from the MD

simulations are based on the extracted κ2 values.

Figure 2.13: (A) Temporal evolution and (B) histogram of the FRET energy efficiency
EFRET .

The EFRET extracted from the MD simulations is encountered within a range

of 0 and 0.6 (Figure 2.13B), showing a very similar trend to the κ2 distribution,

where the majority of the events happen also at EFRET = 0. The fact that the FRET

energy efficiencies lie below 0.5 tells us that the FRET rate constant is not very

rapid, in comparison to the rotational Brownian motion, which further supports that

the system cannot be treated either as frozen, within a static configuration. This re-

inforces the use of the stretched exponential model for the experimental anisotropy

data interpretation (Figure 2.10). Following the same argument of the non calcula-

tion of an average κ2, it can also be applied for the one corresponding to EFRET ,

albeit some work has been done on this regards for the description of the EFRET dis-

tribution in a static isotropic regime [200]. In Figure 2.14 the fluorophore separation

R is plotted against κ2 along its FRET energy efficiency.

The MD simulations present a repetitive pattern for R and κ2 over time. This
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Figure 2.14: EFRET per fluorophore separation and κ2, extracted from the MD
simulations. The FRET energy efficiency was calculated using equation 2.26.

means that EFRET should also present the same pattern independently on the solu-

tion viscosity, as this factor just slows down the process but should yield the same

outcome (Figure 2.13). Figure 2.14 presents how EFRET is distributed across a

combination of fluorophore distances R and relative dipole orientations κ2 between

proteins. Experimentally, we have seen that EFRET (through γ) varies for each so-

lution viscosity, which yields different fluorophore separations R. So, although the

acceptor concentration is not supposed to change, we speculate that the effect of the

refractive index makes γ vary and as a consequence EFRET .

2.4.3.4 Simulation of time-resolved anisotropy decays for monomer

and dimer EGFPs

Using the MD simulation data, we made an attempt to understand the molecu-

lar dynamics of the EGFP monomer and dimer. We simulated the time-resolved

anisotropy decays for both EGFP constructs and fitted them similarly to real exper-

imental data.

Simulated EGFP monomer time-resolved anisotropy decays

For the monomer, the anisotropy decay was fitted with a single exponential model

without baseline. The rotational correlation time extracted from the fit was 4.60 ±
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0.04 ns. The goodness of fit was R2 = 0.9792. This low value for the rotational cor-

relation time in comparison with the experimental rotational correlation time (16.46

± 0.20 ns) was due to the model (TIP3P) used for water in the MD simulations. In

this model, the water viscosity of TIP3P (0.321 cP) [185–187] at RT is considerably

lower than actual water viscosity (1 cP).

The single exponential model used for the fit of the simulated time-resolved

anisotropy decays, assumes the protein is freely rotating and its shape can be mod-

elled as a sphere. In order to assess how good this spherical approximation is, the

anisotropy decay was also fitted with a bi-exponential model, giving rise to two

identical rotational correlation times (not shown). This means the spherical model

is a good approximation to be applied to our system. The individual anisotropy

decays for the EGFP monomer and per time window (every 50 ns) are presented in

Figure 2.15A, while its average anisotropy decay and fit are given by Figure 2.15B.

Figure 2.15: (A) Individual time-resolved anisotropy decays for the EGFP monomer and
(B) average with fit.

Simulated EGFP dimer time-resolved anisotropy decays

Similarly, the average tr-anisotropy decay was simulated for both chromophores

of the dimer (Figure 2.16A and B). Finally, the two anisotropy decays were aver-
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aged and fitted (Figure 2.16C). The data was initially fitted with a bi-exponential

model, where one component presented a long rotational correlation time. There-

fore, the contribution of this component was reduced to r∞ yielding a hindered ro-

tation model. The fit parameters and goodness of fit were found to be as follows: r0

= 0.3975± 0.0008, r∞ = 0.0604± 0.0003, θ = 9.62± 0.05 ns (≈ 2×θmonomer) and

R2 = 0.9794.

Figure 2.16: Individual tr-anisotropy decays for the EGFP dimer, where (A) corresponds
to the first monomer and (B) to the second monomer. (C) Final average tr-anisotropy decay

for the EGFP dimer with fit.

According to the modified Kinosita’s expression (equation 1.34), we consid-

ered the entire dimer (2 EGFP monomers and flexible linker) as a rotating entity

and each protein to experience some wobbling motion [37]. Therefore, the rota-

tional motion is associated to the first term of equation 1.34 (τM) and the individual

wobbling to τe f f . Coming back to our results, we can observe that τM is the com-
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ponent that goes towards infinity, yielding r∞ and as a consequence to the hindered

rotation model for r(t). This means the whole EGFP construct barely experiences

any rotation. However, from the second component, τe f f , we can see there is some

wobbling associated to each EGFP protein, which yields a distribution of κ2. This

wobbling takes longer than the rotational motion experienced by the EGFP con-

struct as a single and isolated monomer, 9.62 ns vs 4.60 ns, which definitely rules

out the bi-exponential model for the interpretation of the experimental anisotropy

data.

The rotational correlation time of a molecule, considered to be spherical, can

be expressed by the Stokes-Einstein-Debye equation [20]:

θ =
ηV
kBT

(2.38)

where η is the viscosity of the solvent, V is the molecular volume of the fluores-

cence emitter, kB is the Boltzmann constant and T is the temperature in K.

Therefore, the rotational correlation time of a certain molecule is directly pro-

portional to its environmental viscosity. So this basically means that by knowing

that the EGFP monomer rotates 1 radian during 4.60 ns on average when the solu-

tion viscosity is 0.321 cP, we can infer the rotational correlation time of the EGFP

monomer when η = 1 cP, which yields 14.33 ± 0.12 ns. This value is in good

agreement with the experimentally found rotational correlation time, θ = 16.46 ±

0.20 ns. Because the actual solvent is PBS(X1), whose viscosity we ignore but we

certainly know that is above and close to 1 cP (water viscosity at RT), the differ-

ence between the simulated and experimental rotational correlation times should get

lower, showing an improved agreement between themselves.



2.4. Results and discussion 116

2.4.4 FRAP: lateral diffusion of the two EGFP constructs

FRAP should distinguish molecules by their size. The fluorescence recovery is

expected to be slower for larger molecules in the same environment. To verify this

hypothesis, we conducted FRAP experiments with EGFP monomer and dimer in

two different solutions (35% and 50% glycerol). An average of 10 measurements

per solution and construct were acquired.

Some representative data is shown in Figure 2.17. The fit of the selected pro-

file for the confocal correction is presented in Figure 2.18, from where the half

width at approximately 14% of bleaching depth from the top re and the bleaching-

depth parameter K were extracted. In Table 2.7 the fit parameters of the FRAP

recovery curve fits for EGFP monomer and dimer in 50% and 35% glycerol are

presented. These fits corresponds to the ones displayed in Figure 2.19. For each

EGFP construct and solution, the half-recovery time, mobile fraction, bleach depth

and translational diffusion coefficient were calculated and displayed in Table 2.8.

Table 2.7: Fit parameters and goodness of fit for monomer and dimer FRAP recovery
curves in 50% and 35% glycerol solutions.

Fit parameters Goodness of fit
% glycerol EGFP a b c d f R2

505050pt¡ -50pt¿ Monomer 1.002 ± 0.005 0.447 ± 0.098 0.028 ± 0.004 0.543 ± 0.096 0.112 ± 0.023 0.992
Dimer 1.103 ± 0.084 0.477 ± 0.056 0.010 ± 0.006 0.611 ± 0.223 0.071 ± 0.017 0.989

353535pt¡ -35pt¿ Monomer 1.005 ± 0.006 0.476 ± 0.100 0.222 ± 0.063 0.534 ± 0.100 0.044 ± 0.007 0.990
Dimer 1.007 ± 0.023 0.150 ± 0.199 0.267 ± 0.440 0.862 ± 0.188 0.052 ± 0.012 0.989

For both solutions (35% and 50% glycerol), the monomer presents a lower

half-recovery time in comparison to the dimer, which means its FRAP curve re-

covers faster (Table 2.8 and Figure 2.19). This indicates its volume is smaller and

therefore it diffuses quicker than the dimer. Interestingly, the recovery was nearly

complete for the monomer, indicating total fraction mobility M f , but not for the

dimer. If the volume of the dimer is double the volume of the monomer and both

are modelled as spheres, the hydrodynamic radius of the dimer should be 2
1
3 times

the hydrodynamic radius of the monomer. From the translational diffusion coeffi-
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Figure 2.17: Representative FRAP data for EGFP monomer in 35% glycerol. (A)
corresponds to the FRAP recovery curve and (B) to the different angular-oriented bleach

spot profiles of the normalised first postbleach image. Each image has 512x512 pixels with
a pixel size of 0.465030 µm. The confocal FRAP images in (A) are just some frames taken
from the actual data to give an idea of how it looks like. The scale colours for (A) and (B)

images are false. The dimensions of each frame is 238×238 µm2.

cients it can be inferred that the dimer has on average a Stokes radius approximately

1.5 times the monomer. The discrepancy between the experimental and the theo-

retical result could be explained by the fact there is an additional element in the

equation, the linker, which could effectively contribute to the total volume of the

dimer construct. Therefore, the ratio between the hydrodynamic radii of monomer
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Figure 2.18: Profile data of the normalised first postbleach image with fit. (A) corresponds
to the entire data and (B) it is just a zoomed version of the first one.

and dimer should be above 2
1
3 .

Table 2.8: EGFP monomer and dimer half-recovery times, mobility fractions, bleach depth
percentages and translational diffusion coefficients for two varying viscosity solutions.

% glycerol EGFP τ1/2 (ns) M f (%) K Dt (µm2/s)
505050pt¡ -50pt¿ Monomer 11.3 ± 0.5 98.4 ± 1.3 0.49 ± 0.04 5.4 ± 1.0

Dimer 13.0 ± 1.0 95.0 ± 4.3 0.45 ± 0.08 3.8 ± 0.6
353535pt¡ -35pt¿ Monomer 6.6 ± 0.3 98.5 ± 1.9 0.42 ± 0.06 10.1 ± 1.7

Dimer 9.2 ± 0.6 93.1 ± 2.3 0.22 ± 0.11 5.7 ± 1.0

Note that when applying equation 2.22, the hydrodynamic radii for monomer

and dimer were calculated, which gave high values (above 3.5 nm) compared to

the theoretical hydrodynamic radius of EGFP (∼ 2.5 nm [191,192]). Assuming the

other parameters – room temperature T and viscosity η - are correct, this indicates

that the translational diffusion coefficient should be higher in order to deliver the

right EGFP hydrodynamic radius. The low translational diffusion coefficients can

be most likely due to the non-negligible diffusion during the bleaching. Therefore,

the confocal correction approach to overcome this issue through re is not appropriate

to this specific case. Nonetheless, we may still extract some information regarding

how different the translational diffusion coefficients are in terms of their ratio.



2.4. Results and discussion 119

Figure 2.19: Representative FRAP recovery curves for EGFP monomer and dimer in (A)
35% and (B) 50% glycerol. For each curve, a fit is applied and the parameters presented in

Table 2.7.

2.4.5 Red-edge failure of homo-FRET between EGFPs in vary-

ing viscosity solutions

The red-edge effect for both EGFP constructs, monomer and dimer, in buffer,

10/90% and 30/70% glycerol/PBS(X1) was investigated via steady state anisotropy

measurements (Figure 2.20), as previously explained. As a general trend, the steady

state anisotropy for monomer and dimer increases with the excitation wavelength

and gets higher with viscosity. This is the case due to an increase in the restric-

tion of movement, which leads to higher rotational correlation times, according to

equations 2.30 and 2.38. Therefore, this also yields higher steady state anisotropy

values, according to the Perrin equation.

r =
r0

1+ τ/θ
(2.39)

where r is the steady state anisotropy, r0 is the initial anisotropy value, τ is the

fluorescence lifetime and θ is the rotational correlation time.

Both EGFP constructs register their lowest r values at lower excitation wave-

lengths most likely due to the promotion of the electrons to higher excited states,

above S1. These excited states are short-lived but allow for partial depolarisation.
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Figure 2.20: Steady state anisotropy measurements at different excitation wavelengths for
EGFP monomer and dimer in PBS(X1).

The monomer features higher steady-state anisotropy values compared to the dimer.

This has to do with the presence of homo-FRET for the dimer configuration, which

provides an additional pathway for depolarisation after excitation and therefore as

an outcome lower anisotropy values are acquired. The anisotropy response seems

to flatten for the monomer from 440 to 490 nm. It finally decays at the red-edge,

registered around 505-510 nm, as no electrons are able to reach the first excited

electronic state S1. On the other hand, at the red-edge, the dimer response under-

goes a sudden rise, indication of progressive suppression of homo-FRET. We would

expect the dimer steady state anisotropy to be located above the monomer one if

homo-FRET ceases, as rotation would be the only possible depolarisation pathway

for both constructs and the dimer’s volume is larger than the monomer’s one.

2.4.6 Preliminary results of Fluorescence lifetime studies of

GFP-CAR in live and fixed cells

The main point of these experiments is the investigation of the protein dimerisation

process, focusing on the transmembrane protein CAR. Fluorescence lifetime mea-

surements were carried out in live and fixed cells to provide information about the

environmental refractive index n via the Strickler-Berg relationship (equation 1.7).

The fluorescence lifetime of each GFP-CAR sample condition was calculated
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from the combination of the parallel and perpendicular intensity decays. 10 repeats

were performed for each sample condition and the total intensity decay was fitted

with a double exponential model. The average fluorescence lifetime was calculated

and plotted according to equation 2.20. Representative intensity decays (I‖, I⊥ and

Itot) and the average fluorescence lifetime per cell condition are presented in Figure

2.22. The calculated total intensity decay per cell condition was fitted by using

a non-linear least squares regression routine. As an example, one measurement

performed on the fixed cells after 3 min of the adenovirus infection, gave rise to the

following fit parameters: τ1 = 1.54 ns (25.97 %) and τ2 = 2.49 ns (74.03 %), with

χ2
R = 1.28. These two fluorescence lifetimes have been previously associated with

two different excited states of GFP [158, 189]. Table 2.9 summarises the results

presented in Figure 2.22.

Table 2.9: Fit parameters and goodness of fit for GFP-CAR total intensity decay per cell
condition.

Cell Condition τi (ns) χ2
R

Live Control 2.33 ± 0.03 2.47
Fixed Control 2.29 ± 0.03 2.09

3 min 2.36 ± 0.02 1.39
20 min 2.27 ± 0.03 2.24

In fixed cells, the fluorescence lifetime of the untreated control cells (2.29 ns)

was lower than of the cells treated with Ad5FK for three minutes (2.36 ns). How-

ever, after 20 minute treatment with Ad5FK, the fluorescence lifetime returned close

to the control lifetime (2.27 ns). This suggests that the refractive index in the mem-

brane surrounding the CAR-GFP is similar in the untreated control cells and the

20-minute treated cells. It appears lower in the cells treated with Ad5FK for only

three minutes. Moreover, the fluorescence lifetime for the live cells is in general

higher in comparison to the fixed cells. This means that in live cells, the proteins

may be located in a lower refractive index environment, surrounded for instance by

more water in comparison to the fixed cells (Strickler-Berg formula).
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Figure 2.21: Confocal images and ROI of representative areas for the (A) control live
cells, (B) fixed untreated cells, (C) fixed three-minute treated cells and (D) fixed 20-minute

treated cells. The time-resolved fluorescence anisotropy decays were extracted from the
ROI highlighted in red dash line. The scale bar corresponds to 50 µm.

These fluorescence lifetime studies find biological interpretation in the reloca-

tion of the proteins after cells uptake of the adenovirus Ad5FK. The CAR proteins

arrangement is such within the cell membrane and across the cell-cell junctions that

dimers tend to be formed [171, 172]. The presence of Ad5FK disrupts the CAR

dimers and leads to protein relocation. This would be the step that takes place be-

tween the control and the three-minute treated cells. After a while, CAR proteins

may come back to their initial position, which is given by a similar response in

fluorescence lifetime in comparison to the fixed control cells.

The conclusions stated in this subsection may be true. However, one needs to
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Figure 2.22: (A) Representative parallel, perpendicular and total intensity decays, per
measurement. Specifically, this corresponds to a measurement taken from the fixed cells
batch after 3 min of Ad5FK uptake. (B) Intensity weighted average fluorescence lifetime
per cell condition. LC stands for live cell and FC for fixed cell. On each box, the central
mark indicates the median, and the bottom and top edges of the box indicate the 25th and

75th percentiles, respectively. The whiskers extend to the most extreme data points not
considered outliers, and the outliers are plotted individually using the ’+’ symbol.

take into account that changes in the environmental refractive index may be also

due to the presence or absence of proteins, which may contribute to the local en-

vironmental refractive index. Therefore, fluorescence lifetime studies give insight

about the relocation of proteins but also about their presence or absence. In order

to uniquely determine the relocation of CAR consequence of its dimer interruption,

homo-FRET studies were carried out via time-resolved and steady-state fluores-

cence anisotropy measurements.

2.4.7 Preliminary results of Time-resolved and Steady-State

Fluorescence Anisotropy studies of GFP-CAR in live and

fixed cells

Here we study homo-FRET applying two different models to the time-resolved flu-

orescence anisotropy data:

1. Hindered rotation

2. Stretched exponential
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An example of the acquired intensity decays and the calculated anisotropy decay,

per ROI and cell condition, can be observed in Figure 2.23.

Figure 2.23: Representative parallel, perpendicular and anisotropy decays for the batch of
fixed cells 3 min after Ad5FK cell uptake.

1. Hindered rotation model

The hindered rotation model assumes equal FRET rate constants between

two proteins at fixed positions. Figure 2.24 presents a summary of the fit

parameters r0, φ and r∞ per cell condition.

For this model, r0 and φ present their highest values for live cells (Figure

2.24B and C). The limiting anisotropy r∞ associated with the untreated live

cells is very similar to the one given by the fixed untreated cells. For the fixed

cells, r0 and r∞ present a very similar behaviour, where the highest values

are registered at fixed three-minute treated cells. For these two parameters,

the results given by the control and fixed 20-minute treated cells are almost

identical. However, the FRET parameter φ presents a slightly different trend,

where the values given by the fixed untreated and 3-minute treated cells are al-

most identical and larger than the FRET parameter φ associated with the fixed

20-minute treated cells. Note that only useful information can be extracted

from the r∞ fit parameter associated with the untreated live cells. When the

cells are fixed, anisotropy depolarisation occurs only via FRET, where no ro-
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Figure 2.24: (A) Representative parallel, perpendicular and anisotropy decays with fit -
hindered rotation model. This data corresponds to the batch of fixed three-minute treated
cells. The fit parameters are: r0 = 0.115 ± 0.002, φ = 2.60 ± 0.31 ns and r∞ = 0.043 ±
0.003. (B) Initial steady state anisotropy r0, (C) parameter associated to FRET and (D)

limiting anisotropy r∞ for each cell condition.

tation takes place. This explains why its average value is that close to zero

and consistent across the cell conditions. Therefore, this parameter cannot de-

termine cluster size or environmental viscosity. The hindered rotation model

fit parameters are displayed in Table 2.10.

The FRET energy efficiency was calculated from the FRET parameter φ . The

results are presented in Figure 2.25. EFRET presents a very large span per

cell condition, creating an overlap among distinctive results. The highest

EFRET values are encountered in the live untreated and fixed three-minute

treated cells. Lower values are found in the fixed untreated and 20-minute

treated cells. These results suggest that the maximum FRET energy efficiency
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Figure 2.25: FRET energy efficiency calculated from the FRET parameter φ extracted
from the hindered rotational model, per cell condition.

occurs after three minutes of having treated the cells with Ad5FK, where the

the greatest number of proteins may be located. This contradicts the initial

dimerisation of the CAR protein (fixed untreated cells), where the greatest

transfer of energy via FRET is expected.

We conclude that these results are not reliable and additional measurements

must be taken.

2. Stretched exponential model

The stretched exponential model assumes a combination of different FRET

rate constants due to the transfer of FRET energy between donor and accep-

tors located at different positions. Figure 2.27 presents a summary of the fit

parameters r0 and γ . In Table 2.10 the stretched exponential fit parameters

are also presented.

The fit parameter r0, behaves identically to the initial anisotropy extracted

from the hindered rotation model, presenting consistency across the fixed

treated and untreated cells. The γ parameter behaves in an opposite way in

comparison to r0. Its lowest value is registered for the living cells control.

For the fixed cells, the control presents the highest value. It decreases for the

fixed three-minute treated cells and finally rises again for the fixed 20-minute
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treated cells.

Using γ , the FRET energy efficiency was calculated applying equation 2.14

(Figure 2.27A). This gave some insight about the interaction between units

via FRET. The higher γ is, the higher the depolarisation via FRET takes place,

which may imply more oligomeric CAR units are encountered within that

time position after the adenovirus Ad5FK uptake. This supports the disrup-

tion of the CAR oligomers once the adenovirus Ad5FH is intercepted by the

cell membrane followed by the reorganisation of the proteins to their initial

position at longer times.

Table 2.10: Average fit parameters and goodness of fit of hindered rotation and stretched
exponential models per cell condition.

Cell Condition Hindered rotation Stretched exponential
r0 φ (ns) r∞ χ2

R r0 γ χ2
R

Live Control 0.14 ± 0.04 6.54 ± 2.03 0.02 ± 0.04 1.19 0.17 ± 0.03 0.34 ± 0.13 1.22
Fixed Control 0.11 ± 0.04 3.07 ± 0.63 0.02 ± 0.05 1.19 0.15 ± 0.03 0.54 ± 0.25 1.20

3 min 0.13 ± 0.02 3.09 ± 0.70 0.05 ± 0.02 1.16 0.15 ± 0.02 0.33 ± 0.08 1.16
20 min 0.11 ± 0.03 2.38 ± 0.26 0.02 ± 0.03 1.18 0.14 ± 0.02 0.56 ± 0.25 1.20

Steady-state anisotropy results were also presented (Figure 2.27B), showing an ex-

cellent agreement with the results extracted from the application of the stretched

exponential model to fit the time-resolved fluorescence anisotropy data. However,

the large standard deviations associated to the stretched exponential fit parameters

indicates that additional measurements must be taken in order to confirm the results.
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Figure 2.26: (A) Representative parallel, perpendicular and anisotropy decays with fit -
stretched exponential model. This data corresponds to the batch of cells fixed 3 minutes
after the Ad5FK uptake. The fit parameters are: r0 = 0.131 ± 0.003, γ = 0.381 ± 0.016

with δ = 0.5. (B) Initial steady-state anisotropy and (C) γ parameters.

Figure 2.27: (A) EFRET extracted from the stretched exponential model per cell condition.
(B) Experimental steady-state fluorescence anisotropy per cell condition.
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2.5 Summary & Conclusion
The work presented in this chapter was split in two main sections that may be named

as follows:

1. Investigating the dynamics of EGFP monomers and dimers in varying

viscosity/refractive index solutions

2. Investigating the dynamics of GFP-CAR in live and fixed cells

1. The relationship between the EGFP monomer and dimer fluorescence life-

time and the environmental refractive index was proven to follow the Strickler-Berg

law. A small difference in fluorescence lifetime between monomer and dimer con-

structs per refractive index solution was observed and is probably related to the

presence of the linker and the other EGFP monomer. Experimental anisotropy stud-

ies demonstrated the ability to distinguish the EGFP monomers and dimers via the

observation of the beginning of the time-resolved fluorescence anisotropy decays.

The EGFP monomer time-resolved fluorescence anisotropy decays were success-

fully fitted with a single exponential model. From the anisotropy data and know-

ing the solution viscosity, the hydrodynamic radius of the EGFP monomer was

calculated, showing an excellent agreement with the literature. The EGFP dimer

time-resolved fluorescence anisotropy data was best fitted with a stretched expo-

nential model. FRAP studies revealed a slower translational diffusion coefficient

associated with the EGFP dimer construct, which is consistent as its gyration radius

is larger than the EGFP monomer’s. Spectrally resolved steady-state fluorescence

anisotropy measurements were conducted on the EGFP construct. An increase of

anisotropy was observed in the EGFP dimer near the red-edge of the excitation

range. This verifies the decrease in homo-FRET near the red-edge of the excitation

spectrum. The additional data provided by the MD simulations gave insight into the

protein’s dynamics, not able to be observed experimentally, and supported the use
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of the stretched exponential model for the interpretation of the dimer experimental

data. Also, the experimental rotational correlation time of the monomer construct

in water was shown to be in good agreement with the one extracted from the MD

simulations.

2. CAR proteins tagged with GFP were expressed in live human bronchial

epithelial cells and investigated through fluorescence lifetime and time-resolved

fluorescence anisotropy. A batch of these samples were kept alive, as a control.

The other batch of cells was fixed and divided in three different groups: control,

three-minute treated and 20-minute treated cells. The cells were treated with the

adenovirus Ad5FK. Via lifetime measurements, environmental refractive index in-

formation was extracted. The results suggest that the proteins may experience some

relocation, in terms of environmental refractive index, from Ad5FK uptake as dif-

ferent lifetimes were measured per cell condition. The fluorescence lifetime out-

come associated with the fixed untreated and 20-minute treated cells were found

to be almost identical, where the three-minute treated cells presented a higher flu-

orescence lifetime (lower environmental refractive index). This may mean that the

CAR proteins relocate themselves to their original position after the uptake of the

adenovirus Ad5FK. Time-resolved fluorescence anisotropy data was acquired and

the hindered rotation and stretched exponential models were applied and compared

for the interpretation of the anisotropy data. The stretched exponential model was

shown to present a better agreement with the steady-state fluorescence anisotropy

results, consistent with the dimer disruption. Note that these results are preliminary

results. Therefore, identical measurements must be taken in order to built up more

robust statistics and reconfirm the findings presented in this chapter.

Overall, two different techniques, polarisation measurements (with the appli-

cation of the stretched exponential model) and MD dynamic simulations, were

combined and presented to derive in a single outcome by adding complementary
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information in the study of the dynamics of two different EGFP standards in so-

lution. Lastly, the interpretation of the dimer disruption (CAR-GFP) given by the

stretched exponential model was shown to be consistent and in good agreement with

the steady-state fluorescence anisotropy results.



Chapter 3

Development of a Multi-Modal

Confocal Fluorescence Microscopy

Technique based on Time-Correlated

Single Photon Counting

3.1 Motivation

The work presented in this chapter arises from the idea of installing a multi-modal

fluorescence setup in the laboratory, previously developed in our group [201]. The

original idea was to explore the potential of the setup further in detail with the

ultimate goal of applying it to live cells. The setup is named F3 as three fluo-

rescence techniques are part of it: Fluorescence lifetime imaging (FLIM), time-

resolved fluorescence anisotropy imaging (tr-FAIM) and fluorescence recovery after

photobleaching (FRAP). The main advantage of F3 is the broad number of param-

eters closely related with each other that the user is provided with, from a limited

photon budget and in a single measurement, which is especially interesting for char-

acterising live cells. In short, having access to so much information just pressing

one button and the challenge of dealing with so much disparate data was one of the

132
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main driving forces that made this work happen.

3.2 Introduction

Fluorescence microscopy is a very attractive and popular tool for the imaging and

study of living cells. It allows obtaining information on the macromolecular dy-

namics, interactions, location and structure. The emission properties - fluorescence

spectrum, intensity, lifetime, polarisation and evolution in time of these parameters

- are environmentally sensitive and therefore provide a great deal of information

about the dynamics and intracellular environments surrounding the fluorescence

probe [74, 202, 203]. The dynamics of living cells happen on different timescales:

from picoseconds to up to hours, depending on the particular phenomenon tak-

ing place. Therefore, for each timescale, different information can be extracted.

For the shortest timescale processes related to conformational changes can be ob-

served, meanwhile on the largest timescale some chemical reactions occur [204].

This permits the use of different fluorescent microscopy techniques, each of them

predominant and/or relevant at some point of this wide timescale range. Some

examples of this are the following techniques: FRAP [83, 84, 98–100], which al-

lows observing processes happening on a timescale of seconds. On the other hand,

FLIM [60,202,203,205–209] and tr-FAIM [78,128,210,211] can go down to a time

resolution of picoseconds.

3.2.1 Combining FRAP, FLIM and tr-FAIM - F3 microscopy

The combination of the aforementioned techniques minimises potential damage to

a biological sample, which is especially relevant when studying living cells. Too

much light exposure of the sample can cause a modification of its morphology

and can lead to phototoxicity and photobleaching. Therefore, when dealing with

living cells we want to avoid their exposure to light as much as possible, so a si-

multaneous rather than a consecutive or sequential collection of data is preferred,
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maximising the information available from a limited photon budget [212]. Several

groups have reported results by using two of these techniques, either independently

or combined [213–216]. What we present here is a continuation of work [217]

previously undertaken in our group, where these three techniques - F3 - were simul-

taneously applied for the first time [201]. The experimental setup is based on an in-

verted confocal microscope combined with Time-Correlated Single Photon Count-

ing (TCSPC) detection with two hybrid GaAsP photomultipliers detectors. This

setup allows these three techniques to be performed simultaneously and different

information be extracted with no need of exposing the sample to the high intensity

light of the laser more than once. On top of that, one of the main advantages of the

setup is that the size of the targeted fluorophore can be inferred, in the case when

the system is isotropic and uniform, without having any previous knowledge about

the viscosity of the environment.

3.2.2 Structure and Biological Importance of Cell Membranes

Cell membranes (also known as plasma membrane) surround the cytoplasm of liv-

ing cells, creating a physical separation between the intracellular components and

the extracellular environment. This selective barrier regulates the substances getting

inside and outside of cells and organelles, thus facilitating the transport of materi-

als needed for survival. Therefore, it is selectively permeable to ions and organic

molecules [218]. It also helps maintain the shape of the cell by anchoring the cy-

toskeleton. Cell membrane consists mainly of lipids, proteins, and carbohydrates.

Its composition is not set but constantly changing and can vary during the different

cell stages of its development [219]. The membrane is held together by various

intermolecular forces, such as vaan der Waals and hydrogen bonds.

1. Lipids

Lipids can be of three different classes: phospholipids, glycolipids and

sterols, where in most cells, depending on the type, the most abundant lipids
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are the phospholipids, where they can constitute up to 50% of the total lipid

composition in plasma membranes [218, 220].

• Phospholipids

Phospholipids can form lipid bilayers due to their amphiphilic nature.

They generally consist of two hydrophobic carbon fatty acid tails and a

hydrophilic head consisting of a phosphate group. The latter ones face

the water within both the cytoplasm and extracellular space. The fatty

acid tails constitute the great majority of the lipid structure. Depending

on the degree of unsaturation of the tails, the fluidity of the membrane is

compromised. Therefore, if a kink is present along the chain, which in-

dicates lipids unsaturation (presence of a double bond), the lipids pack-

ing decreases, which has a direct impact on the melting temperature of

the membrane [221].

• Glycolipids

Glycolipids are carbohydrate-attached lipids by a glycosidic (covalent)

bond. The presence of a monosaccharide or oligosaccharide bound to a

lipid moiety is the essential feature of a glycolipid. The saccharides that

are attached to the polar head groups on the outside of the cell are the

ligand components of glycolipids. The role of the these lipids consists

of facilitating cellular recognition and maintaining the stability of the

cell membrane [221].

• Sterols

Sterols are important organic molecules and subgroup of the steroids,

where in animals can be present as cholesterol. These molecules play

an important role in the fluidity of the cell membrane, determined by the

degree of its dispersion. The presence of large quantities of cholesterol
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in between the hydrophobic fatty tails confers stiffness on the mem-

brane.

2. Proteins

The proteins encountered within the cell membrane, approximately accounts

for half its mass. This is due to their relevance in several biological activities

such as cell-cell interaction, signalling, transportation of substances across

the membrane, etc [218]. There are three main types of membrane proteins:

integral (transmembrane), peripheral and lipid-anchored proteins [218]. This

classification accounts for differences in regards to their function, location,

structure and interacting elements.

3. Carbohydrates

Carbohydrates or saccharides perform numerous roles in living organism. For

example, in eukaryote cells, they play an important role in the cell-cell recog-

nition. They are located on the surface of the cell and are able to recognise

host cells and share information. Also, saccharides and derivatives include

other important roles in fertilization, blood clotting and development, for in-

stance [219].

3.2.3 Artificial Cell Membranes - Single Lipid Bilayers (SLBs)

In an attempt to describe and understand the cell membrane itself, many mod-

els have been proposed throughout history. However, the only one that prevails

over time and that has been modernised in the current times with its basics re-

maining constant, is the fluid mosaic model of S. J. Singer and G. L. Nicolson

(1972) [222]. This model establishes that the biological membrane can be described

as a 2-dimensional liquid in which lipid and protein molecules diffuse more or less

easily. According to this model, different microdomains formed by a specific com-

position (elements mentioned in the previous section) are identified within the cell
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membrane, which are the so-called ’lipid rafts’. These domains confer the cell

membrane different properties such as fluidity and protein trafficking [223, 224].

In order to understand the physical behaviour of cell membranes and further

apply and validate F3, artificial lipid bilayers have been made, which resemble the

biological cell membrane. Single Lipid Bilayers (SLBs) were created by the de-

position of Small Unilamellar Vesicles (SUVs) on a hydrophilic substrate [225].

These samples are ideal for performing FRAP experiments as the system can be

considered as 2-dimensional, which means the translational diffusion occurs across

a plane, being also 2-dimensional. This implies straightforward equations for its

data analysis and no incompatibility with the high NA of the microscope objec-

tive [84, 93, 96]. Low NA objectives are mainly used for this technique in order

to avoid diffusion through the SLB plane. However, a 2-dimensional system like a

SLB implies no translational diffusion in z, which means a high NA objective may

be used. F3 has never been applied to study SLBs. Thus, this work presents for

the first time a new multi-modal microscopy technique F3 applied to these specific

systems.

3.2.4 F3 microscopy on SLBs

3.2.4.1 Lipid and Dye

The lipid is a phospholipid derivative that belongs to the subgroup of the phos-

phatidylcholines. More specifically, the lipid used in the laboratory is di-oleyl-

phosphatidycholine (DOPC). This unsaturated lipid is purchased from Avanti Polar

Lipids and needs to be stored in the freezer at - 20◦C for preservation. Its phase

transition temperature is - 16.5◦C [226], and therefore exists in the fluid like liquid

crystalline state at room temperature. Lipids containing the choline group moiety

are the most abundant in eukaryotic cells and therefore, DOPC is one of the most

common lipids used to model the biological cell membrane.
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The dye 2-di-butylaminonaphthylethylpyridinium propyl-2-hydroxy-3-dimethyl-

hydroxyethyl quaternary ammonium cation (di-4-ANEPPDHQ) was used to probe

the SLB microenvironments, sitting in between the lipids conforming the system.

It was purchased from Thermo Fisher Scientific and diluted in Dimethyl Sulfoxide

(DMSO). This dye is a fast-response probe that operates by change in its electronic

structure and was originally developed as a probe of membrane voltage [227].

Also, this dye is useful for visualising cholesterol-enriched lipid domains in model

membranes, sensing directly the membrane fluidity. It is also known that this

environmentally-sensitive membrane dye is able to distinguish between phases in

model membranes through a blueshift in the spectrum [228]. Among other proper-

ties, this dye shows high sensitivity to membrane lipid packing, a narrow emission

spectrum to avoid cross-talk with other dyes and high photostability [229, 230].

Moreover, di-4-ANEPPDHQ has unique properties due to the two positive charges

of its headgroup. The first one is a decrease on the rate of internalisation of the

dye within the bilayer. This is due to a delay triggered by the double positive

charge on the rate of flipping from the outer to the inner leaflet of the bilayer. The

second unique property is its water-solubility, which needs no detergents among

others [229]. All these properties together make this dye an ideal candidate for

advanced imaging of lateral plasma membrane heterogeneity [231].

Laurdan is another environmentally-sensitive membrane dye that has been

more widely studied in regards to its physical and chemical properties [232]. Un-

fortunately, Laurdan suffers from low phototostability, high internalisation and re-

quires phototoxic UV excitation [230]. The advantage of Laurdan is its ability

to distinguish between the plasma membrane and the nuclear membrane, that has

lower rigidity [233]. This dye is geometrically and biophysically similar to di-

4-ANEPPDHQ. Its radius is around 5 Å. The chemical structures of laurdan and

di-4-ANEPPDHQ are shown in Figure 3.1.
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Figure 3.1: Structures of the polarity-sensitive membrane dye (left) laurdan and (right)
di-4-ANEPPDHQ (adapted from reference [231, 234]).

The polarity these dyes are able to probe in their environment is related to the

performance of the push-pull mechanism they have in their structure. This push-

pull mechanism ensures that after light absorption, the charge is transferred from the

donor (nitrogen) to the acceptor (oxygen) group, creating a highly dipolar excited

state. Thus, the polarity these dyes sense will be determined by the extend of this

charge exchange [235].

3.2.5 Literature Review on the Study of Supported Lipid Bilay-

ers SLBs and other Similar Lipid Systems with Fluores-

cence Techniques & Environmentally-Sensitive Dyes

3.2.5.1 Fluorescence Lifetime and Spectral Measurements

Many studies on cell membranes have been undertaken in order to reveal informa-

tion about their packing, phase-order, hydration and polarity among others. The

main goal is understanding the cell membrane conformation and behaviour, funda-

mental entity of the entire organism. For this purpose, different environmentally-

sensitive dyes have been synthesised throughout all these years looking for the per-
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fect candidate that fulfils different aspects such as high photostability, optimal inter-

nalisation through live cells, narrow emission spectra that allows clear distinction

between different bands, etc. Some of these dyes that present advantages and disad-

vantages are for instance laurdan, derivative of prodan and di-4-ANEPPDHQ [230].

Fluorescence lifetime and spectral imaging/point measurements have been per-

formed with these dyes within artificial and/or biological cell membranes. Fluores-

cence lifetime measurements are not dependent on the dye concentration, which

implies no need of any initial calibration. Also, hydration information can be ex-

tracted from lifetime parameters, as some fluorescence quenching may occur with

the presence of water molecules, which yields a decrease on the probe’s fluores-

cence lifetime. On the contrary, spectral imaging requires prior calibration as it

depends on intensity parameters. Specifically, lifetime studies have been reported

to offer higher contrast between liquid-ordered and liquid-disordered phases when

using the dye di-4-ANEPPDHQ, whose spectral shift is just 60 nm [236].

Application examples of fluorescence lifetime or spectral imaging techniques

on different model and/or cell membrane types and with different environmentally-

sensitive dyes are presented below. One example is the work undertaken by Ulrich

et al. [226], where a phase diagram of the lipid DOPC is investigated by using differ-

ential scanning calorimetry ranging from -40◦C to 10◦C. As previously mentioned

in Section 3.2.4.1, Jin et al. [229] showed for the first time how di-4-ANEPPDHQ

was able to distinguish between phases by using ordered and disordered-phase

Large Unilamellar Vesicles (LUVs) with and without cholesterol depletion. Later

on in 2013, Kwiatek et al. [237] presented a new range of environmentally-sensitive

dyes (PY3304, PY3174 and PY3184) where a lipid order quantification was per-

formed by using both fluorescence lifetime studies and spectral measurements in

artificial bilayers and live cells. Generalised polarisation results are derived from

the emission spectra and reveals information in regards to the lipid packing. A year
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later, Segzin et al. [230] reported on different properties of a list of environmentally-

sensitive dyes, including di-4-ANEPPDHQ and laurdan, by performing emission

spectra measurements. The potency of the time-resolved fluorescence parameters

was investigated by Kilin et al. [238] using the dye F2N12S in cell and model

(LUVs) membranes. Also, the ordered and disordered phases were highly discrimi-

nated by using fluorescence lifetime imaging on Giant Unilamellar Vesicles (GUVs)

with this same dye. Two years later in 2017, Segzin et al. [231] assessed the poten-

tial of the dye di-4-ANEPPDHQ and other environmentally-sensitive dyes in stim-

ulated emission depletion (STED) microscopy to study membrane nano-domains.

This was carried out by doing some spectral measurements in cell-derived GUVs,

live Chinese hamster ovary (CHO) cells and Human Immunodeficiency Virus (HIV)

particles.

To the best of my knowledge, only three publications describe a dye/lipid sys-

tem investigated using FLIM at room temperature [236, 239, 240]. The first one is

the work undertaken by Owen et al. [236], where the lifetime maps of DOPC LUVs

and live cells are acquired with the di-4-ANEPPDHQ dye. A single exponential

model is applied for fitting the DOPC LUV lifetime data, where a peak of 1.850 ns

is detected. Another similar system is the one described by Le Marois et al. [239],

where an investigation of the lifetime parameters of di-4-ANEPPDHQ in model or-

dered and disordered-phase membranes (GUVs) was carried out. She reported an

average lifetime of 1.80 ns for the disordered-phase model. More recently, a paper

from Steele and coworkers [240] came out where a fluorescence lifetime of 2.22 ±

0.03 ns was reported for the dye di-4-ANEPPDHQ in DOPC liposomes at RT.

3.2.5.2 Time-Resolved Fluorescence Anisotropy Measurements

Anisotropy measurements are sensitive to the dipole orientation of the fluorophore,

reporting on its local environment, such as viscosity. It has been proven that some

dyes, such as the one used in this work, are sensitive to the environment, such
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as lipid phase (ordered or disordered) [231, 240, 241]. A wobble-in-a-cone model

(equation 3.7) is extensively used in order to reveal some information about its

packing and therefore membrane fluidity, when for instance the levels of cholesterol

are modified or the phase changes [241]. The packing parameter is given by [240]:

S2 =
r∞

r0
=

[
1
2

cos(φ)(1+ cos(φ))
]2

(3.1)

where φ is the semi-angle of a cone where the probe is free to wobble. At 0◦ the

probe is considered to be frozen and S2 = 1. S2 = 0 in the limit of unrestricted

motion.

Others before have studied similar systems to ours but not identical. For in-

stance, in 2010, Honigmann and coworkers [241] undertook different experiments

in SLBs at RT. with different membrane reporters - di-4-ANEPPDHQ was not one

of them. With time-resolved measurements, they applied the wobble-in-a-cone

model and found a rotational diffusion coefficient for pure DOPC membranes of

around 2.4×107 µm2s−1. Also, the ordered and disordered phases of these model

membranes were distinguished via steady-state measurements. In 2012, Aguilar et

al. [242] performed some time-resolved measurements with the dye laurdan (alike

in structure to ours) and reported the following anisotropy parameters for DOPC

GUVs at 22◦C: θ = 2.05± 0.02 ns, r0 = 0.33 and r∞ = 0.07. Time-resolved measure-

ments were also performed by Le Marois et al. [239] with di-4-ANEPPDHQ, where

a hindered rotational model was applied for the fit of the time-resolved anisotropy

measurements. She reported a rotational correlation time of 4.48 ns for DOPC

GUVs. And finally, a very recent work, reported on the time-resolved anisotropy

parameters when using the same dye as ours on DOPC liposomes at RT: θ = 3.32

ns, r0 = 0.276 and r∞ = 0.120. The lipid packing was also presented by calculating

the S2 parameter via equation 3.1 and found to be 0.44 ± 0.13 [240].
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3.2.5.3 Fluorescence Correlation Spectroscopy and Fluorescence

Recovery After Photobleaching

Fluorescence Correlation Spectroscopy (FCS) and FRAP have become two of the

most commonly used types of techniques to measure the rate of lipids and protein

lateral diffusion within biological membranes [85, 243], such as those of red blood

cells [244]. This is mainly due to its easy integration within a wide-field or confocal

microscope.

Previous FCS and FRAP work revealed a rather broad distribution of experi-

mental translational diffusion coefficients for DOPC lipids, due most likely to vari-

ations in experimental conditions between individual studies. For instance, Pincet

et al. reported a translational diffusion coefficient for 1,2-dioleoyl-sn-glycero-

3-phosphoethanolamine-N-(7-nitro-2-1,3-benzoxadiazol-4-yl) (ammonium salt)

(DOPE-NBD) and 1,2-dioleoyl-sn-glycero-3-phosphoethanolamine-N-(lissamine

rhodamine B sulfonyl) (ammonium salt) (DOPE-Rho) lipids in the outer monoloyer

of DOPC SLBs onto a glass support of 1.9 ± 0.3 µm2/s [88]. Other studies, re-

ported and compared FCS and FRAP results of DOPC SLBs with the headgroup-

labeled RhoPE (1,2-dimyristoyl-sn-glycero-3-phosphoethanolamine-N-(lissamine

rhodamine B sulfonyl) (ammonium salt)), supported on a glass surface. The found

values are as follows: Dt,FCS = 2.6 ± 0.2 µm2/s and Dt,FRAP = 4.0 ± 0.3 µm2/s.

An overstimation on the FRAP results is discussed and pointed out to be related

with the choice of the FRAP curve fit and the introduced uncertainty in the bleach

correction. It may also be due to the different time scales of the two techniques,

where there is a higher prominence of barriers hindering diffusion on longer scales

in those specific membranes. FRAP has low requirements on SNR, which is an

advantage over FCS, where high SNR data is needed. Also, additional unique

information from FRAP is able to be extracted, such as the immobile fraction of

fluorophores diffusing across the lipid structure [89]. Another example is given by
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Ladha et. al, where DOPC estable virtually solvent-free SLBs labelled with the flu-

orophore NBD-PE (N-(7-Nitrobenz-2-Oxa-1,3-Diazol-4-yl)-1,2-Dihexadecanoyl-

sn-Glycero-3-Phosphoethanolamine, Triethylammonium Salt) were investigated

with an optical and electrical chamber where FRAP measurements were performed.

The resultant translational diffusion coefficient was 13.4 ± 0.7 µm2/s [245].

Many studies have highlighted the influence of the nature of the substrate, on

where the lipid structure rests, on its lateral mobility [246, 247]. Its interaction

seems to have a direct impact on this experimental value. When the SLBs are made

and supported on glass or quartz, a thin film of water (10-20 Å) is created between

the lipids and the solid support [248,249], fundamental for a reliable measure of the

lateral diffusion. However, if any interaction between the hydrophilic substrate and

large integral membrane proteins within the lipid structure takes place, these pro-

teins get pinned to the substrate with their consequent immobilisation [250, 251].

On the other hand, another popular substrate used for the deposition of the SLBs is

mica, due to its flatness. However, it seems to facilitate the interaction between

the membrane and the support. Glass surfaces create a thicker water layer be-

tween both elements, although its roughness can cause a decrease in the lateral

diffusion [252, 253]. The overestimation of the lateral mobility of the bilayer has

been attributed to the contribution of friction forces between the inner and outer

leaflets of the bilayer when closely located to the solid substrate [88]. Therefore,

different tricks have been proposed and applied in order to solve these problems

by increasing the distance between the SLB and the solid. Some of them are the

polymer-cushioned bilayers. Renner et al. reported a 70-fold higher lateral diffu-

sion coefficient for the same SLBs on mica in comparison to on a polymer cushion.

They attributed this difference to a lower hydrophilicity of the polymer cushion,

which has an impact on the properties of the aqueous layer [254]. In other studies,

an identical translational diffusion coefficient in DOPC SLBs was encountered for
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different supporting solids [255]. A problem with the polymer cushion is that its

structure depends strongly on the method of preparation [246]. Another approach

was proposed and successfully tested by Wagner et al. introducing a newly designed

polyethylene glycol cushion, Polyethylene Glycol (PEG) between membrane and

substrate. This tethered polymer-supported lipid bilayer system was proven to in-

crease the mobile fraction of some membrane proteins. Its length provides a soft

support, the covalent linkage of the membrane to the supporting glass or quartz

substrates provides an increased stability and minimum interaction with the solid

support [246].

Another factor that contributes to the variation in the reported diffusion coef-

ficients is the dye being traced [88, 89, 247]. The fluorescence tracers used in lipid

membranes are usually photostable and bright, with similar physico-chemical and

structural properties to the membrane lipids. Different results were found by Chi-

antia et al., where different dyes were traced in SLBs/mica. This difference was

specially pronounced in the disordered-phase of the lipids and correlated with the

different electrostatic charge of the dye, creating a different electrostatic interaction

with the negatively charged mica surface [256]. Also, it has been demonstrated via

correlated FCS and molecular dynamic (MD) simulations the non-neutral role of the

dye-labeled lipids to report on the lateral mobility of the lipid bilayer, decreasing its

diffusion rate up to 20% with respect to the unlabeled species [257–259]. Besides,

the dye concentration and lipid bilayer composition have been shown to impact

directly on the diffusion measurements based on dye-label lipids. The diffusion co-

efficient of laurdan in DOPC GUVs was shown to increase with the concentration of

RHB (Rhodamine B linked to 1,2-dioleoyl-sn-3-phosphatidylehanolamine) [259].

Higher diffusion coefficients are reported for non-planar structures, such as

GUVs, giant liposomes and sponge phases. This is due to the lack of interaction

with the solid substrate, previously argued. Therefore, they can be considered free-
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standing membranes and mimic the biological membrane in a more accurate man-

ner. Also, when the dimensions of the lipid structure is big enough, the curvature

can be neglected and considered to be planar [88,247,259]. Still, the SLBs are very

attractive systems to study the lateral mobility of the lipids under different con-

ditions, where a high stability can be achieved by applying previously mentioned

approaches and its well-defined geometry facilitates its characterisation [247]. Fig-

ure 3.2 shows some graphical and experimental data of GUVs and SLBs with the

di-4-ANEPPDHQ dye.

Some studies where the lateral mobility of SLBs was measured via FCS, re-

ported that when the lipids system is created by the fusion of vesicles, such as

in our case, a single diffusion coefficient cannot describe the system satisfactory

[247, 260]. Previous work suggested this could be associated to some immobili-

sation of lipid molecules on the surface [261]. Others proposed this phenomenon

to be related to some interaction of the lipids with pore-like defects on the sub-

strate surface [262]. Chiantia et al. associated this slow diffusion with fluorophore

aggregates or vesicles onto the SLB surface [263, 264].

3.3 Materials & Methods

3.3.1 Samples preparation

3.3.1.1 Rhodamine 6G samples

Several solutions of Rhodamine 6G (R6G) in different viscosity mixtures of wa-

ter/glycerol were made, ranging from 90% to 100% glycerol, approximately. The

final concentration of R6G for each solution was 5 µM. The percentage of glycerol

was calculated via a comparison with the solution’s refractive index [265].
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3.3.1.2 Supported Lipid Bilayers

The materials and detailed protocol are specified in Appendix A. The SLBs protocol

is based on the one created by Yuji Zhu in August 2015 from the Moral-Mirabal

Research Group based in the Department of Chemistry and Chemical Biology at

McMaster University, Canada. This protocol was optimised and adapted to our

experiments by Augoustina Maria Economou.

Figure 3.2: Cartoon and fluorescence confocal image of (A) GUV and (B) SLB. The cell
membrane composition is DOPC and the used probe for visualisation purposes is

di-4-ANEPPDHQ.

3.3.2 F3 Setup & Acquisition Procedure

For performing F3, a pair of synchronised TCSPC cards (SPC-150 Becker & Hickl)

in combination with an inverted confocal microscope (Leica TCS SP2) was used.

A schematic of the setup is presented in Figure 3.3. For the pre-bleach and post-

bleach images, a picosecond diode laser (Hamamatsu PLP-10 470) at 467 nm was

used at a repetition rate of 20 MHz and low power (µW) in order to narrow down
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the Instrumental Response Function (IRF). For bleaching the sample, a solid-state

Continuous Wave (CW) laser at 473 nm was used, with an average power of around

5 mW. Using the time-lapse acquisition series wizard, we set 3 pre-bleach images

which were measured at a low excitation intensity. The next one corresponded to

the bleach scan, where the CW laser was used and the sample bleached using typ-

ically a zoom factor of 16 for the R6G samples, and of 8 for the SLBs. Finally, a

series of post-bleach images were recorded using the low intensity laser in order to

get the FRAP recovery curve. The fluorescence emission was spectrally filtered by

a 500 nm long-pass filter (Thorlabs 500LP) and separated into orthogonal polari-

sations by a beam splitter cube (Edmund Optics). The two orthogonally polarised

beams were sent onto two GaAsP hybrid detectors (Becker & Hickl HPM-100-

400). The detectors were protected from damage by excessive illumination by a

shutter automatically closing during the bleaching step involving higher laser power

(5 mW). The signal from the detectors was fed into the TCSPC cards in a PC run-

ning Windows 10. Time and polarisation-resolved images (128×128 pixels) were

recorded with 256 time channels in a time window of 50 ns. A 63× 1.2 NA water-

immersion objective was used to acquire the pair of polarised images. Around 250-

300 images (cycles) were recorded in order to get the whole FRAP recovery curve,

which required a total acquisition time of ∼ 5-10 min (for the R6G samples) and ∼

35-40 min (for the SLBs).

For comparison and to validate the F3 FRAP results, confocal FRAP was also

performed. The setup used for this purpose was the same as mentioned in Chapter

2 (Section 3.1.3). Also, the data analysis follows similar guidelines as the ones

described for the F3 FRAP data. The only difference is that the data acquisition

does not involve photon counting, as the signal is collected by the photomultiplier

located in the scanhead of the confocal microscope. Also, the spatial resolution of

the images is 512×512 pixels with a pixel size of 465.03 nm and a temporal spacing
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between images of half the encountered for the F3 FRAP data.

Figure 3.3: (A) F3 input and (B) output diagrams. The first diagram presents the involved
elements during the data acquisition. The second diagram displays the series of images

(parallel and perpendicular) acquired during the experiment. L1 and L2 refer to the pulsed
and CW lasers, respectively. D refers to detector, MD to module (electronic) and PBS to

polarising beam splitter. Figures adapted from reference [201].

3.3.3 F3 data analysis

The F3 data was analysed with a home-built MATLAB script. In order to analyse

the FLIM and FAIM data, the pair of polarised images were all summed, by compo-

nent. This gave rise to two images: a parallel and a perpendicular intensity image.

Adding the former ones according to Itot = I‖ + 2GI⊥, the total intensity map can

be obtained. G accounts for the efficiency ratio between detection paths, including

detectors. If G is equal to 1 it means that both detection paths are equally efficient.

I‖(t) and I⊥(t) are the parallel and perpendicular polarised emission signals, respec-

tively. The total intensity decay per pixel was deconvoluted by the IRF and the

resultant was fitted with a single-exponential model:

Itot(t) = IRF⊗ (I0e−t/τF +B) (3.2)

where I0 is the intensity amplitude, τF the fluorescence lifetime and B the back-

ground.
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Also, by the recombination of both images, a fluorescence anisotropy map was

reconstructed according to equation 3.3. Similarly, the steady-state fluorescence

anisotropy image can be produced by adding up all the photons per pixel and polar-

isation transient and applying the same equation.

r(t) =
I‖(t)−GI⊥(t)

I‖(t)+2GI⊥(t)
(3.3)

where the anisotropy is normalised by the total intensity detected.

For the dye R6G in water/glycerol solutions, the dye is assumed to rotate freely

and have a random distribution within the solution. This reconstruction has been

achieved by fitting pixel by pixel the generated time-resolved anisotropy decays

with the following expression:

r(t) = r0e−t/θ (3.4)

where r0 is the initial anisotropy determined by the relative orientation between the

excitation and emission dipole transition moments, and the distribution of the ori-

entation of the fluorophores. If the distribution is random and the dipole transition

moments are parallel to each other, r0 is equal to 0.4 when using single-photon ex-

citation [20]. The rotational correlation time is given by θ , which corresponds to

the time it takes the fluorophore to rotate 1 radian [20].

For the dye di-4-ANEPPDHQ in a DOPC SLB the fluorophore is considered

to have restricted mobility due to the presence of the bilayer lipids that act as bar-

riers. Therefore, a hindered rotation model is applied to its anisotropy data. This

means the probe is free to wobble within the semi-angle of a cone [20, 37, 38]. For

the extraction of the anisotropy parameters per pixel, parallel and perpendicular
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intensities per pixel were fitted according to the following equations [266]:

I‖(t) =
1
3

Itot(t)[1+2r(t)] (3.5)

I⊥(t) =
1
3

Itot(t)[1− r(t)] (3.6)

where Itot(t) corresponds to the total emission intensity being equal to I‖(t) + 2I⊥(t)

and r(t) is given by the following expression:

r(t) = (r0− r∞)e−t/θ + r∞ (3.7)

The limiting anisotropy value is given by r∞ and is the value to which the anisotropy

decays in time scales longer than the fluorophores lifetime and θ is the apparent

rotational correlation time [20].

To generate the rotational correlation time map, the I‖ and I⊥ decays per pixel

are recombined, according to equation 3.3, to generate the time-resolved anisotropy

decay. An initial binning of the two intensity images must be performed in order to

increase the number of counts per decay. If a binning of 5×5 is required to extract

the fluorescence lifetime parameters, at least a binning of m = n + 1 must be applied

for the reconstruction of the anisotropy decay per pixel. This is mainly due to the

fact that each polarised intensity decay obeys a double-exponential model, which

implies more degrees of freedom and therefore larger number of photons are needed

to obtain acceptable uncertainties.

A weighted fit was performed for the extraction of the anisotropy parameters

by applying the variance expression introduced by Lidke et al. [128]. A map for

the steady state anisotropy standard deviation was produced. The variance of the
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anisotropy is therefore given by the following equation [128]:

v(r) =
(1− r)(1+2r)(1− r+G(1+2r))

3Itot(t)
(3.8)

The standard deviation of r is given by sd(r)=
√

v(r).

If the polarised intensity components are arranged such as the denominator

of equation 3.3, the total intensity image is generated. According to equation 3.8,

the total intensity is inversely proportional to the steady-state anisotropy standard

deviation, which permits the clear visualisation of the bleach spot.

For R6G in water/glycerol solution, a single G-factor was measured. However,

for the dye di-4-ANEPPDHQ in a DOPC SLB, the G-factor matrix was calculated.

For this case, the ratio between parallel and perpendicular intensity decays of a

stock solution of FITC (∼ 5 µM) diluted in water was measured. Before dividing

both transients, the background per intensity decay must be corrected/subtracted

to account for the each of the detector’s background. Figure 3.4 shows the steps

needed to be taken in order to generate a G-factor matrix for the entire image on a

pixel-basis. This method is more accurate than the previous one (calibration with

R6G in water/glycerol solutions). However, its histogram presents a very homoge-

neous distribution, which seems to indicate that this approach is a good estimation.

Intensity images per component were binned in order to obtain a reasonable

amount of counts at the peak for successful fits. For FLIM and FAIM, a binning

of 3×3 pixels was used. Histograms of the FLIM and steady-state anisotropy maps

were also generated for every reconstructed image.

If all the pixels information is summed, the result is a total single decay per

polarisation. This is analogous to acquire a single decay per component by scan-
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Figure 3.4: Representative G-factor data correspondent to the pixel position (75,75). (A)
Parallel and perpendicular intensity decays after background subtraction. (B) G-factor
decay given by the ratio of the two polarisation intensity decays. A mean value for that
pixel position of 1.2408 in the selected range (within the magenta lines) is obtained. (C)

G-factor map. (D) G-factor histogram and fit with µ = 1.124 and σ = 0.075. Scale bar: 50
µm.

ning the entire field of view. By using this approach and the previously mentioned

equations, individual parameters for the fluorescence lifetime, rotational correlation

time and steady-state fluorescence anisotropy, for instance, are extracted. The in-

tegrated time-resolved fluorescence anisotropy decay for the labelled-lipid system

was fitted with equation 3.7 straightaway.
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3.3.4 Translational and Rotational Diffusion

In solution, assuming Stokes-Einstein-Debye behaviour, the rotational diffusion co-

efficient (Dr) can be calculated from the rotational correlation time θ :

Dr =
1

6θ
=

kBT
8ηπR3

h
(3.9)

where kB is the Boltzmann constant, T the absolute temperature, η the viscosity and

Rh the hydrodynamic radius of the fluorophore.

The FRAP data was also analysed with a MATLAB script. Every pair of po-

larised images per frame were summed, obtaining a total intensity image per frame.

The bleach region of interest (ROI) was automatically masked by introducing the

zoom factor as an input (×16 for R6G and ×8 for the SLBs experiments). For

every single image, the total amount of counts per ROI was added, giving rise to

the intensity recovery curve. The rest of the F3 FRAP data analysis is described in

Section 3.1.5 of Chapter 2. When confocal FRAP was performed, the entire FRAP

data analysis of Section 3.1.5 of Chapter 2 can be applied here.

For FRAP, a binning of 5×5 was applied and the final recovery curve smoothed

with a Gaussian Kernel filter, with σ = 2.

If both techniques, tr-FAIM and FRAP, are combined, the hydrodynamic radius

of the fluorophore can be inferred without having any previous knowledge about

the viscosity of the environment. This is possible by the rearrangement of the SDE

equations for rotational and translational diffusion mobilities. Let’s recall the SDE

equation that describes the translational diffusion coefficient of the probe:

Dt =
kBT

6ηπRh
(3.10)

Combining equations 3.9 and 3.10, the hydrodynamic radius of the probe is given
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by:

Rh =

√
3
4

Dt

Dr
=

√
9
2

m (3.11)

where m corresponds to the gradient of plotting Dt against 1
θ

(6Dr) and is equal to

4
18R2

h.

Figure 3.5: F3 data acquisition and analysis. The three steps performed during the data
acquisition and presented in Figure 3.3A are indicated by colours: pre-bleach in blue,

bleach in green and post-bleach in purple. The first raw corresponds to the parallel
intensity images per time data point, the second one to the perpendicular intensity images
and the last one to the total intensity images. From the former raw, the FRAP data analysis

is undertaken. An integration of all the parallel intensity images yields the total parallel
intensity one. The same happens with the perpendicular transient. The combination of

these two images gives rise to the anisotropy (steady-state and time-resolved) maps. The
last element of the last column is the total intensity image, which is the combination and
integration of the two previous ones. From this image, the fluorescence lifetime map is

calculated.

The Stokes-Einstein-Debye equations are applied to R6G in water/glycerol so-

lutions, where the dye rotates freely and is modelled as a sphere. However, this

approach considers the spherical molecule to be surrounded by a viscous liquid

medium, meanwhile the labelled-lipids are surrounded by the internal membrane

and also by the external one. The Stokes Paradox states that the effect of the ex-

ternal medium surrounding the membrane may imply a certain limitation in the
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translational diffusion coefficient of the probe. In order to overcome this limitation,

Saffman and Delbruck developed a model named after them to describe Brownian

motion (diffusion) in biological membranes [39]. The updated equations used to

characterise the rotational and translational diffusion consider the labelled-lipid to

have a cylindrical shape:

Dr =
kBT

4ηπR2
hh

(3.12)

Dt =
kBT

4ηπh

(
ln

ηh
η
′a
− γ

)
(3.13)

where η is the lipid viscosity, η
′
is the viscosity of the surrounding medium (water),

h is the thickness of the membrane, a stands for the radius of the dye and γ is the

Euler-Mascheroni constant, which is ∼ 0.577.

The hydrodynamic radius of the probe can be used by combining these two

models, as performed with the Einstein-Stokes-Debye equations. However, several

assumptions about the system must be made. We will assume the lipid bilayer

is free-standing, which means it is surrounded by aqueous phases on both sides,

although this is not exactly true as our SLBs are deposited onto a glass substrate,

where only a thin water layer exists between membrane and substrate. The size of

the system is considered as infinite. Saffman-Delbruck model applies to a thin layer

of viscous fluid surrounded by a less viscous fluid, which is water. Therefore, the

approximations done for a biological membrane are as follows: Rh ∼ h and η

η
′ ∼

102. The hydrodynamic radius is therefore given by the combination of equations

3.12 and 3.13:

Rh =

√
4.0280

Dt

Dr
= 4.9161

√
θDt (3.14)

For the SLB work, both models, Stokes-Einstein-Debye and Saffman-

Delbruck, are applied and compared.
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3.3.4.1 Refractive Index Measurements

The refractive index of each water/glycerol R6G solution was measured with the

help of an Abbe refractometer. A lamp (visible range) was used and the system was

calibrated with water, whose value is very well known (0.3 cP) [178]. The readings

were modified according to the reference given by the water refractive index and

were all taken at room temperature. For each solution, five readings were taken (up

to 4 decimals), yielding a final average along with a very low standard deviation.

The refractive index readings were converted into viscosity [265].

3.3.4.2 Excitation and Emission Spectra

As a reference, the emission spectra of the probe di-4-ANEPPDHQ in lipid solution

is measured by using a luminescence spectrometer (Perkin-Elemer LS-5) with a

quartz cuvette. The sample is excited at 485 nm and the emission i0

00

s recorded from 500 to 800 nm, in 2 nm steps.

The absorption spectrum is obtained by using an absorption spectrometer (Hi-

tachi U-4100 dual beam spectrometer), with a square-based quartz cuvette. The

absorption spectra are recorded from 350 to 600 nm in 2 nm steps and the solvent

response that accompany the dye is subtracted. Therefore, another identical mea-

surement is taken for the solvent itself, which in this case is the SLB buffer. In the

visible range, the absorption and excitation spectra are alike, so we can refer to it as

’excitation spectrum’.
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Figure 3.6: Emission and Excitation spectra of di-4-ANEPPDHQ in DOPC Lipid
Solution.

3.4 Results & Discussion

3.4.1 Setup Calibration with Rhodamine 6G

3.4.1.1 Fluorescence Lifetime Studies

We start the F3 setup calibration by assessing the R6G fluorescence lifetime re-

sponse in different refractive index (and viscosity) solutions. A total amount of 5

measurements per sample were taken. The main objective consists of validating the

Strickler-Berg relationship [25], which establishes that the fluorophore’s fluores-

cence lifetime is inversely proportional to the square of its environmental refractive

index [267]. A single exponential model was applied for the description of the total

intensity decay per pixel. The fit was performed with additional deconvolution of

the IRF as presented in equation 3.2, ensuring 1 < χ2
R < 1.5. In the case χ2

R was out

of this range, the outcome was not taken into account for the overall distribution,

which was found to be uniform, as expected for a dye in an homogeneous solution.

The IRF was measured by using a solution of FITC in water quenched by NaI. An

example of the intensity decays (parallel, perpendicular and total) encountered in

every image per pixel and after binning can be observed in Figure 3.7A. A repre-

sentative fit of each total intensity decay per pixel is given by Figure 3.7B. Finally,
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the last row of Figure 3.7 shows a representative fluorescence lifetime map and his-

togram. The histogram is fitted with a Gaussian distribution and from it the mean

fluorescence lifetime is extracted.

Figure 3.7: Representative fluorescence lifetime data of the R6G solution with 98.48 %
glycerol and 1.52 % water for 1 pixel. (A) Parallel, perpendicular and total intensity
decays. (B) Total intensity fit with parameters I0 = 245.9331, τF = 3.1507 and BG =

0.0347. (C) Fluorescence lifetime map with a pixel size of 1.8601 µm. (D) Fluorescence
lifetime map histogram and fit with µ = 3.25 and σ = 0.08 ns. Scale bar: 50 µm.

Figure 3.8 presents no correlation between τ
−1
F and n2, which means the

Strickler-Berg relationship is not followed by these two variables. The reason could

lie in the fact that the refractive indices of all the solutions with a certain glyc-

erol/water composition span a small range. This does not allow a clear distinction

between fluorescence lifetime responses, giving rise to almost identical answers.

All the fluorescence lifetime values are extracted from a Gaussian fit of the corre-

spondent fluorescence lifetime map histogram and finally averaged. A summary can
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be observed in Table 3.1, whose fluorescence lifetime values are in good agreement

with previously reported ones for rhodamine 6G in glycerol, with a similar molar

concentration and at room temperature [268].

Figure 3.8: Inverse of fluorescence lifetime per R6G solution against its quadratic
environmental refractive index.

Table 3.1: Refractive index and fluorescence lifetime per R6G glycerol-water solution.

% glycerol n ± 0.0005 n2 ± 0.0008 τF (ns) 1/τF (ns−1)
100.00 1.4735 2.1712 3.25 ± 0.01 0.308 ± 0.001
98.48 1.4710 2.1638 3.26 ± 0.02 0.306 ± 0.002
94.67 1.4650 2.1462 3.22 ± 0.08 0.311 ± 0.008
94.34 1.4640 2.1433 3.23 ± 0.05 0.310 ± 0.004
93.36 1.4630 2.1404 3.22 ± 0.04 0.311 ± 0.003
89.37 1.4570 2.1228 3.26 ± 0.08 0.307 ± 0.007

3.4.1.2 Steady-State Anisotropy

Representative data for a solution of rhodamine 6G in 98.48% glycerol and 1.52%

water is presented in this section. From the F3 data, the steady state anisotropy

and its standard deviation maps were generated as explained in Section 3.3.3. The

steady-state anisotropy map (Figure 3.9A) presents a slightly skewed distribution,

instead of a uniform one (Figure 3.9B). The steady-state anisotropy histogram was

fitted with a Gaussian function (µ = 0.27 and σ = 0.045). This skewed distribution
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is not expected as the solution is homogeneous (water/glycerol) and, apart from

molecular rotation, there are no additional depolarisation effects/pathways happen-

ing in any specific locations. The skewed distribution of the steady-state anisotropy

map may be related to a laser misalignment. A minimum misalignment in the ex-

citation laser may alter the ratio between the parallel and perpendicular intensity

decays per pixel. The calculated G-factor was obtained as a ratio between the paral-

lel and perpendicular intensity decays of the entire field of view instead of a pixel by

pixel-based acquisition data. The generation of a G-factor map would assign a pixel

by pixel G-factor value, which may amend the non-uniform steady-state anisotropy

map (Figure 3.9A).

The steady-state anisotropy standard deviation map (Figure 3.9C) presents a

consistent distribution such as the steady-state anisotropy map (Figure 3.9A), apart

from the central region where the intentional bleaching has taken place. A Gaussian

fit of Figure 3.9C gives rise to a mean value of 0.030 and a standard deviation of

0.001. Figure 3.10 shows similar representative data for the total intensity quan-

tity. The uniformity in the steady-state anisotropy standard deviation, apart from

the central area, means that the variance of each anisotropy data point is in the same

order of magnitude due to its strong dependence on the integrated total intensity,

whose values are of a much larger order of magnitude in comparison to the steady

state anisotropy ones (equation 3.8). In Table 3.2 all the mean results for each quan-

tity (steady state anisotropy, its standard deviation and total intensity) at different

R6G solution viscosities are recorded. The viscosity of each R6G solution is calcu-

lated by using the method developed by Nian-Sheng Cheng [190], which takes into

account the water/glycerol ratio of the solution and its temperature (T = 22◦). The

difference in viscosity among R6G solutions is big enough to observe a different

response in terms of steady state anisotropy, which increases with viscosity (Figure

3.11A). If the inverse of the steady-state anisotropy is plotted against the inverse of
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the solution’s viscosity, the inverse of the initial anisotropy r0 can be inferred from

the fit intercept, applying equations 3.9 and 3.15 (Figure 3.11A). The data is fitted

with a linear relationship, from where the gradient and intercepts are inferred: 262

± 67 cP and 3.3 ± 0.1. If the inverse of the intercept is calculated, the following

r0 is obtained: 0.30 ± 0.01. The steady-state anisotropy r increases with the solu-

tion’s viscosity due to the higher restriction in mobility the dye experiences, which

slows down its rotational correlation time. According to the Perrin equation (equa-

tion 3.15), if the fluorescence lifetime and the initial anisotropy remain constant, the

steady-state anisotropy increases with the viscosity [20].

r =
r0

1+ τ/θ
(3.15)

The fluorescence lifetime has been previously shown to remain constant (Figure 3.8

and Table 3.1) and further studies will show that this can also be translated to the

initial anisotropy value, as expected, as the only additional depolarisation pathway

is related to the NA of the objective, which is identical to all measurements.

The dependence of the standard deviation of the steady-state anisotropy on the

viscosity of the solution is also assessed. We have already mentioned that sd(r) does

depend very strongly on the total amount of photons Itot . According to equation 3.8,

sd(r) drops with the square root of Itot , for a fixed steady-state anisotropy r value.

In our case, r does vary within a limited range. However, this variation is that small

in comparison to the total amount of photons that the relationship between variables

seems to be followed anyways (Figure 3.11B and C).

3.4.1.3 Time-Resolved Fluorescence Anisotropy Studies

The dependence of the dye’s rotational correlation time θ on the viscosity of the

solvent is calculated by integrating all the counts by time bin and intensity decay

across the entire FOV (Table 3.3). The initial anisotropy values r0 per solution’s vis-
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Figure 3.9: Representative steady-state anisotropy and steady-state anisotropy standard
deviation data of the R6G solution with 98.48 % glycerol and 1.52 % water. (A,B)

Steady-state anisotropy map and histogram. The fit of the histogram gives arise to µ = 0.27
and σ = 0.045. (C,D) Steady-state anisotropy standard deviation map and histogram. The
fit of the histogram yields to the following parameters: µ = 0.03 and σ = 0.001. Scale bar:

50 µm.

cosity are also displayed in Table 3.3. These values are in good agreement with the

r0 extracted from the relationship of r−1 and η−1, for each solution’s viscosity (r0

= 0.30 ± 0.01). Representative intensity decays (parallel and perpendicular) along

its anisotropy decay of a R6G solution with 98.48% glycerol, is displayed in Figure

3.12. If the rotational correlation time is plotted against the solution viscosity, the

hydrodynamic radius of the dye can be calculated by using equation 3.9, where the

dye’s shape is modelled as a sphere. The result yields a hydrodynamic radius for

R6G of Rh,rot = 0.411 ± 0.001 nm.
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Figure 3.10: Representative intensity data for R6G solution with 98.48 % glycerol and
1.52 % water. (A) Intensity map. (B) Intensity histogram. The fit parameters are: µ = 1060

and σ = 75. Scale bar: 50 µm.

Table 3.2: Steady-state anisotropy, steady-state anisotropy standard deviation and intensity
per R6G water-glycerol solution.

% glycerol Viscosity (cP) r sd(r) I (counts)
100.00 1178.60 0.287 ± 0.009 0.0540 ± 0.0022 720 ± 26
98.48 911.02 0.276 ± 0.002 0.0451 ± 0.0006 1090 ± 41
94.67 500.34 0.266 ± 0.003 0.0427 ± 0.0004 1059 ± 17
94.34 476.41 0.263 ± 0.004 0.0425 ± 0.0009 1082 ± 70
93.36 473.81 0.254 ± 0.005 0.0492 ± 0.0031 770 ± 84
89.37 239.13 0.228 ± 0.008 0.0557 ± 0.0140 730 ± 180

A map of the rotational correlation time dependence on solvent viscosity is

calculated in order to visualise how consistent this quantity (θ ) is across the FOV.

Some representative data for R6G in a solution of 94.67% glycerol and rest

of water is presented in Figure 3.13. Figure 3.13A corresponds to the calculated

time-resolved fluorescence anisotropy decay of a single pixel along its fit. Figure

3.13B accounts for the rotational correlation time map and on its right hand side its

histogram is displayed (Figure 3.13C). It is worth to mention that the histogram of

the rotational correlation time is always encountered to present an unsymmetrical

distribution, with one side of the former slightly skewed. While the other quantities

(fluorescence lifetime, steady-state anisotropy and total intensity), exhibit a normal

distribution (or should exhibit a normal distribution if no laser misalignment issues
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Figure 3.11: (A) Inverse of steady-state anisotropy against inverse of R6G solution
viscosity. The data is fitted with a linear relationship, whose fit parameters are: gradient
(261.6 ± 66.9 cP) and intercept (3.294 ± 0.155). (B) Steady-state anisotropy standard

deviation against total number of counts per R6G solution. The values are extracted from
the fit parameters of the produced map histograms. (C) Enlarged view of (B).

were encountered), this parameter θ presents a different distribution. Question that

one might come up with are: Is it real? Does the theory predict this same behaviour

or is there any experimental uncertainty associated with the final result that may

justify the shape of its distribution? Does the distribution present this shape due

to the inefficiency and/or failure of the fits? Some inefficient fits may overestimate

the rotational correlation time and explain its uneven shape. The explanation of this

phenomenon is the subject of the following chapter.
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Figure 3.12: Representative time-resolved anisotropy data from the integration of all the
image pixels signal and for R6G solution in 98.48 % glycerol and 1.52 % water (η =

911.02 cP). (A) Parallel and perpendicular normalised intensity decays. (B) Time-resolved
anisotropy decay and fit. (C) Rotational correlation time against viscosity R6G solution,

with a gradient of 0.07 ± 0.01 ns/cP.

Table 3.3: Fit parameters of the integrated time-resolved anisotropy decay per R6G
water-glycerol solution.

% glycerol Viscosity (cP) r0 θ (ns)
100.00 1178.60 0.300 ± 0.008 77.3 ± 9.9
98.48 911.02 0.290 ± 0.001 67.5 ± 4.1
94.67 500.34 0.287 ± 0.003 48.0 ± 2.8
94.34 476.41 0.288 ± 0.003 39.7 ± 1.1
93.36 473.81 0.281 ± 0.006 28.3 ± 0.6
89.37 239.13 0.272 ± 0.009 15.9 ± 0.6

3.4.1.4 F3 and Confocal Translational Diffusion

The translational diffusion coefficient of the R6G dye in glycerol/water solutions of

varying viscosities was calculated. A total amount of five measurements for each
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Figure 3.13: (A) Time-resolved fluorescence anisotropy decay and fit, (B) rotational
correlation time map and (C) histogram for some representative R6G data (94.67%

glycerol). A binning of n = 3 (7×7 pixels) has been applied. The red dots displayed on the
map correspond to that rotational correlation time values beyond 200 ns, which was set as

a threshold. Scale bar: 50 µm.

sample.

Examples of some representative FRAP data for both techniques, F3 and con-

focal, are presented in Figures 3.14 and 3.16. In both figures, the upper graph (Fig-

ures 3.14A and 3.16A) correspond to a representative FRAP recovery curve fitted

with a double exponential model (equation 2.21). Figures 3.15 and 3.17 present the

bleach spot profile fit per technique, respectively. All the translational parameters

are displayed in Tables 3.4 and 3.5, for F3 and confocal FRAP, respectively. It is not

surprising that the F3 FRAP data (Figure 3.14) presents a lower signal-to-noise ra-

tio (SNR) in comparison to the confocal FRAP data (Figure 3.16), as its acquisition
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is based on time-resolved single photon detection, which makes the data analysis

more laborious. This is reflected in the large standard deviations associated with

the half-recovery time mean parameters (Table 3.4). Therefore, F3 data requires

additional spatial smoothing methods that allows the enhancement of the signal.

Figure 3.14: Representative data for R6G in 98.48% glycerol and 1.52% water. (A)
Corresponds to the FRAP recovery curve and (B) to the different angular-oriented bleach
spot profiles of the normalised first postbleach image. Each image has 128×128 pixels

with a pixel size of 1.9 µm. The scale colours for (A) and (B) images are false. The
dimensions of each frame is 238×238 µm2.

The hydrodynamic radius of R6G can be inferred from the slope of the plot of
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Figure 3.15: Profile data of the normalised first postbleach image with fit.

Table 3.4: Parameters extracted from the F3 FRAP data per R6G glycerol/water solution.

% glycerol Viscosity (cP) re (µm) τ1/2 (s) F3 DT (µm2/s)
100.00 1178.60 10.1 ± 0.2 67 ± 14 0.51 ± 0.23
98.48 911.02 14.4 ± 2.1 99 ± 28 0.50 ± 0.14
94.67 500.34 14.1 ± 0.4 44 ± 6 0.82 ± 0.15
94.34 476.41 15.3 ± 2.7 39 ± 7 0.99 ± 0.20
93.36 473.81 12.9 ± 2.0 26 ± 8 1.27 ± 0.19
89.37 239.13 13.0 ± 1.4 17 ± 3 2.09 ± 0.25

the translational diffusion coefficient Dt against the inverse viscosity of the solvent

for both F3 and confocal FRAP via equation 2.23 (Stokes-Einstein-Debye). The

viscosity and temperature must be known. The results are plotted in Figure 3.18

and the data is fitted with a polynomial equation of first order. The calculated hy-

drodynamic radii per technique are as follows: Rh,F3 = 0.43 ± 0.10 nm and Rh,Con f

= 0.36 ± 0.06 nm. Therefore, we demonstrated F3 FRAP against confocal FRAP.

3.4.1.5 F3 and Confocal Translational Diffusion against Rotational

Diffusion

If the translational and rotational information is combined, the hydrodynamic ra-

dius of the dye can be obtained straightaway, without any prior knowledge about

viscosity. This has been done by plotting the average translational diffusion co-

efficient per R6G glycerol/water solution against the inverse of its corresponding

rotational correlation time (Figure 3.19). Thus, for both FRAP techniques, the hy-
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Figure 3.16: Representative data for R6G in 94.67 % glycerol and 5.33 % water. (A)
Corresponds to the FRAP recovery curve and (B) to the different angular-oriented bleach
spot profiles of the normalised first postbleach image. Each image has 512×512 pixels
with a pixel size of 0.46 µm. The scale colours for (A) and (B) images are false. The

dimensions of each frame is 238×238 µm2.

drodynamic radius of R6G is calculated applying equation 3.11. The results for

each technique are presented in Table 3.6. The hydrodynamic radii are very similar

when the anisotropy and FRAP techniques are performed individually. Overall, the

hydrodynamic radius of the dye is in good agreement with the work presented by A.

J. Bain et al. [269], Müller et al. [270] and Gendron et al. [271] (Rh = 0.46, 0.53 and

0.51 nm, respectively). J. Bain and coworkers calculated the volume of the dye by

performing picosecond anisotropy studies in anisotropy media, while Müller and
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Figure 3.17: Profile data of the normalised first postbleach image with fit.

Table 3.5: Parameters extracted from the confocal FRAP data per R6G glycerol/water
solution.

% glycerol Viscosity (cP) re (µm) τ1/2 (s) Confocal DT (µm2/s)
100.00 1178.60 11.3 ± 0.6 75.6 ± 0.4 0.37 ± 0.03
98.48 911.02 11.9 ± 0.8 52.4 ± 5.0 0.61 ± 0.06
94.67 500.34 11.6 ± 0.1 35.0 ± 1.6 0.86 ± 0.07
93.36 473.81 11.3 ± 0.5 22.9 ± 0.7 1.27 ± 0.09
89.37 239.13 13.2 ± 0.8 17.2 ± 1.4 2.61 ± 0.33

Gendron calculated the translational diffusion coefficient of rhodamine 6G using

multi-colour dual-focus FCS and Pulsed Field Gradient–Nuclear Magnetic Reso-

nance in combination with FCS, respectively. Although our results are of the same

order or magnitude as the results presented in literature, they are smaller, which

may be most likely due to artefacts introduced by FRAP.

Table 3.6: Hydrodynamic radius of R6G extracted from the combination of the rotational
correlation time information and the confocal and F3 FRAP data.

FRAP Type Rh,FRAP&rot (nm)
Confocal 0.42 ± 0.04

F3 0.39 ± 0.08

3.4.2 F3 applied to Di-4-ANEPPDHQ in DOPC SLBs at RT

3.4.2.1 Fluorescence Lifetime Studies

In this work, we first investigated the fluorescence lifetime response of the dye di-

4-ANEPPDHQ in DOPC SLBs at room temperature (RT). Representative intensity
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Figure 3.18: (A) F3 and (B) confocal trasnlational diffusion coefficients against inverse of
R6G solution’s viscosity.

Figure 3.19: (A) F3 and (B) confocal translational diffusion coefficient against inverse of
rotational correlation time for R6G in varying water/glycerol viscosity solutions.

decays (I‖, I⊥ and Itot) per pixel and total intensity fit are displayed in Figure 3.20A

and B. Fluorescence lifetime maps per measurement were created and their cor-

responding histograms generated - Figure 3.20C and D. The average fluorescence

lifetime parameter per measurement was obtained by fitting each histogram distri-

bution with a Gaussian function. The overall average fluorescence lifetime is given

by τF = 2.10 ± 0.06 ns. Our results are in good agreement with the values reported

by Owen et al., Le Marois et al. and Steele et al. [236, 239, 240], although, as

previously pointed out, they studied systems that are not identical to ours, as their

membranes are not planar but in vesicle form. The investigation of the fluorescence
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lifetime τ of a lipid system provides information about its hydration and polarity.

Therefore, if the system is highly hydrated, a decrease on its fluorescence lifetime

via quenching is expected [272].

Figure 3.20: Representative fluorescence lifetime data of di-4-ANEPPDHQ in DOPC
SLB at RT. (A) Parallel, perpendicular and total intensity decays. (B) Total intensity fit

with τF = 2.0285 ± 0.0219 ns. (C) Fluorescence lifetime map. (D) Fluorescence lifetime
map histogram and fit with µ = 2.09 and σ = 0.05 ns. Scale bar: 50 µm.

3.4.2.2 Steady-State Anisotropy Studies

As a continuation of the FLIM data analysis, the FAIM results were also analysed.

The steady-state anisotropy images were built up as explained in Section 3.3.3. The

same G-factor used for the generation of the total intensity decays per pixel was also

applied here. A representative map along with its histogram is presented in Figure

3.21A and B. Its standard deviation is also presented along its corresponding total
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intensity image, where the bleach spot is clearly displayed in the middle of the field

of view (FOV) (Figure 3.21C and D). The steady-state anisotropy r is consistent

across the entire FOV (Figure 3.21A), so are the steady-state anisotropy r standard

deviation and the total intensity Itot , apart from the central region where the inten-

tional bleaching took place (Figure 3.21C and D). The reason for the consistency of

these parameters (r, sd(r) and Itot) across the FOV is related to the predisposition

of the fluorescence probe’s dipole to organise tangentially to the plane of the mem-

brane, between the lipids [239]. This probe’s arrangement across the sample yields

similar steady-state anisotropy information across the entire image. The same ar-

gument can be used to explain the uniform distribution of sd(r) and Itot across the

FOV (Figure 3.21C and D). A disagreement in uniformity of r, sd(r) and Itot across

the FOV can be attributed to excitation laser misalignment issues, as previously

suggested (Section 3.4.1.2).

3.4.2.3 Time-Resolved Fluorescence Anisotropy Studies

Time-resolved anisotropy results are also presented. An example of the integrated

time-resolved fluorescence anisotropy decay of one measurement is shown in Fig-

ure 3.23. The time-resolved fluorescence anisotropy decay is fitted with a hindered

rotational model, which yields the following anisotropy parameters: r0 = 0.09, θ =

2.17 ns and r∞ = 0.02. The low rotational correlation time θ and the presence of a

limiting anisotropy value r∞ indicate that the lipid bilayer constitutes an anisotropic

system, whose lipids restrict the rotational mobility of the fluorescence probe. In-

terestingly, a consensus on low values for the initial anisotropy r0 of the total time-

resolved fluorescence anisotropy decays across all the measurements, was found

(r0 = 0.11 ± 0.03). The reason for this low r0 may be due to the anisotropic

nature of the excitation laser. The excitation laser is polarised, which means its

electric field orientation is defined and fixed. When the excitation light illuminates

the sample (bilayer system), the polarisation of the electric field of the excitation



3.4. Results & Discussion 175

Figure 3.21: Representative steady state anisotropy data, its standard deviation and the
total amount of counts per pixel of di-4-ANEPPDHQ in DOPC SLB at RT. (A) Steady

state anisotropy map (binning with n = 1). (B) Fitted steady state anisotropy distribution
with µ = 0.029 and σ = 0.004. (C) total intensity and (D) δ r maps. Scale bar: 50 µm.

laser is arranged orthogonally to the lipids’ orientation. As the fluorescence probe

di-4-ANEPPDHQ organises tangentially to the plane of the membrane [239], its

orientation is expected to be very similar to the lipid one. This may reduce the

photoselection efficiency and therefore r0 (Figure 3.22). This depolarisation effect

along with that caused by the high numerical aperture NA of the objective, could

yield a low value for the initial anisotropy value r0 and explain the presented find-

ings. This argument assumes no Förster Resonance Energy Transfer (FRET) takes

places between fluorescence probes and the absorption and emission dipoles of the

fluorescence probes are identical. All the FLIM and FAIM parameters are presented

in Table 3.7.
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Figure 3.22: Representation of the supported lipid bilayer system onto the glass surface.
The oval shape in orange represents the fluorescence probe, whose dipole orientation goes

along its largest axis. The electric field of the excitation laser is shown below in blue.

Figure 3.23: Representative time-resolved anisotropy decay of di-4-ANEPPDHQ in
DOPC SLB at R.T extracted from the entire field of view. The decay is fitted with the
hindered rotation model. The fit parameters are: r0 = 0.09, θ = 2.17 ns and r∞ = 0.02.

As done for the R6G in water/glycerol solutions, the individual rotational cor-

relation times per pixel are presented in this work. In this case, the parallel and per-

pendicular intensity decays were fitted and the anisotropy parameters were extracted

(equations 3.5, 3.6 and 3.7). The construction of this map is more challenging due

to the presence of an additional parameter, r∞. Some representative data is presented

in Figure 3.24, where the fit of the individual intensity decays and of the resultant

time-resolved fluorescence anisotropy decay is presented in Figure 3.24A and B. In
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Figure 3.24C and D, the rotational correlation time map along its histogram is dis-

played. Once more, a skewed distribution for this parameter is encountered when

plotting its histogram.

As previously mentioned, a direct comparison between our results and others’

work is not possible as, to the best of our knowledge, no characterisation of an iden-

tical system to ours has been reported yet. However, we can find some similarities

with the results presented by Le Marois et al. and Steele et al. [239,240], where very

similar rotational correlation times are reported. Meanwhile Marois et al. reports

a rotational correlation time of θ = 4.48 ns in DOPC GUVs, Steele et al. reports a

bit lower one (θ = 3.32 ns) in DOPC liposomes. All these measurements were also

taken at RT. In our case, a good agreement with these results was found by reporting

an average rotational correlation time of 2.36± 0.26 ns. Interestingly, the rotational

correlation time of a related dye (laurdan) in DOPC GUVs at RT was found to be

very similar to ours (θ = 2.05 ± 0.02 ns) [242]. Also, a similar lipid packing to

ours, given by S2, was also reported in the work published by Steele et al. [240].

The trend of this dye to locate in the outer leaflet of the lipid membrane, may confer

it high mobility, which derives in a low rotational correlation time [238, 273].

Table 3.7: FLIM and FAIM parameters for di-4-ANEPPDHQ in DOPC SLB at RT.

τ̄F (ns) r̄ r̄0 r̄∞ θ̄ (ns) D̄r (ns−1) S̄2

2.10 ± 0.06 0.048 ± 0.007 0.11 ± 0.03 0.06 ± 0.01 2.36 ± 0.26 0.07 ± 0.01 0.44 ± 0.13

As laurdan and di-4-ANEPPDHQ are structurally and biophysically similar,

the viscosity of the lipid bilayer may be calculated by defining a hydrodynamic

radius for the dye of 5 Å and applying the Stokes-Einstein-Debye model (equa-

tion 3.9), which assumes an spherical shape for the dye, or the Saffman-Delbruck

model (equation 3.12), which applies for a free standing membrane. The assump-

tion of the thickness of the membrane h ∼ Rh (laurdan dye) is introduced in the

equation. The average local/micro-viscosity of the artificial membrane in the dye’s
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vicinity obtained with the Saffman-Delbruck and Stokes-Einstein-Debye models is

summarised in Table 3.8.

Table 3.8: Average viscosity values of DOPC SLB given by the di-4-ANEPPDHQ
rotational diffusion parameters (Table 3.7) and applying the Saffman-Delbruck and

Stokes-Einstein-Debye models (equations 3.12 and 3.9, respectively).

ηr,Sa f f man−Delbruck (cP) 37 ± 4
ηr,Stokes−Einstein−Debye (cP) 18 ± 2

Figure 3.24: Representative time-resolved anisotropy data of di-4-ANEPPDHQ in DOPC
SLB at RT for the pixel position (10,10). (A) Parallel and perpendicular intensity decays
with fit. The fit parameters are: τF,1 = 1.99 ns and τF,2 = 3.80 ns for the parallel intensity

component, and τF,1 = 2.14 ns and τF,2 = 3.96 ns for the perpendicular one. (B)
Time-resolved anisotropy decay with fit. The fit parameters are: r0 = 0.10 and θ = 17.47
ns. (C) Rotational correlation time map. The green dots correspond to NaN values. (D)

Rotational correlation time histogram. Scale bar: 50 µm.
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3.4.2.4 Translational Diffusion via F3 FRAP

The FRAP data from the F3-microscopy setup was extracted and analysed in a sim-

ilar manner as the R6G data in water/glycerol. Therefore, the data was normalised

and from the two normalisation methods (Siggia & Axelrod [84, 130]), the mobile

fraction M f and half-recovery time τ1/2 were extracted. From the normalised first

post-bleach image, the bleach spot profile was obtained and fitted with a Gaussian

function - results not presented. This yielded the effective bleach radius re and the

bleach depth. With all this information, the translational diffusion coefficient was

determined using the confocal equation (first term of equation 2.23). An example of

the FRAP recovery curve of one of the seven analysed FRAP data sets is presented

in Figure 3.25 along with a tile of representative total intensity images where the

three FRAP stages (pre-bleach, bleach and post-bleach) can be observed. On the

bottom, the summary of different FRAP parameters is shown. These are: mobile

fraction M f , half-recovery time τ1/2 and translational/lateral diffusion coefficient

Dt .

We found a translational diffusion coefficient of approximately one order of

magnitude below previously reported values in literature (Dt,exp = 0.15 ± 0.06

µm2/s). This suggests that the lateral mobility is clearly restricted. As in the case

of the calculation of the SLB micro-viscosity from anisotropy measurements, we

applied Saffman-Delbruck and Stokes-Einstein-Debye models to describe the trans-

lational diffusion with the objective of obtaining the macro-viscosity of the system

under investigation. For the Saffman-Delbruck model, several assumptions must be

done. The height of the lipid-fluorophore is assumed to be the same as its hydro-

dynamic radius (h ∼ Rh), laurdan’s (5 Å). Also, the ratio between the inside and

outside viscosities is reduced to 102 (η/η
′
= 102).

High values for the macro-viscosity may confirm an underestimation of the

translational diffusion coefficient due to a strong interaction between the solid sup-
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Figure 3.25: Representative FRAP recovery curve with fit of di-4-ANEPPDHQ in DOPC
SLB at RT along some representative F3 FRAP images (pixel size = 1.8601 µm). On the

bottom the extracted FRAP parameters are displayed.

Table 3.9: Average viscosity values of DOPC SLB given by the di-4-ANEPPDHQ
translational diffusion parameters (Table in Figure 3.25) and applying the

Saffman-Delbruck and Stokes-Einstein-Debye models (equation 3.13 and second term of
equation 2.23, respectively).

ηt,Sa f f man−Delbruck (cP) 15902 ± 5042
ηt,Stokes−Einstein−Debye (cP) 2640 ± 837

port and the outer leaflets of the model membrane. Due to the anisotropic nature

of the model membrane, given by the limiting anisotropy value r∞ extracted from

the time-resolved fluorescence anisotropy data, we may expect the lipid-probe feels

lower restriction in mobility during rotation than during its translation. This ex-

plains that the micro-viscosity given by the rotational diffusion coefficient models

are of several orders of magnitude lower than the ones reported via translation. The

more than apparent mismatch between viscosities, micro and macro (Tables 3.8

and 3.9, respectively), does not allow calculating the hydrodynamic radius by com-
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bining the rotational and translational diffusion coefficients, as done for the setup

calibration with the dye R6G in water/glycerol solutions.

The Dt extracted from the SLBs experiment is much lower than the one ob-

tained from the R6G data in water/glycerol solutions, which indicates that if their

hydrodynamic radii may be considered of comparable dimensions (5 Å), the diffu-

sion of the dye across the lipid bilayers is much slower than the one experienced by

the R6G dye in an homogeneous solution. This is apparent by assessing the half-

recovery times, where the calibration experiment ran for a maximum of 10 minutes,

meanwhile the SLBs needed a total acquisition time of 45 minutes to complete de

FRAP curve. The addition of a confocal correction via the calculation of re did

not change the initial diffusion coefficient in a great manner, which means that the

diffusion of the dye across the SLB during bleaching can be considered negligible.

Before acquiring the F3 data, some confocal imaging of the SLBs was per-

formed in order to assess the smoothness of its morphology. It has been reported

that addition of vesicles onto the SLB bilayer surface implies some restriction in

the lateral mobility of the model membrane. Via Atomic Force Microscopy (AFM)

the contribution of these vesicles was observed when removed, with a consequent

increase in the translational diffusion coefficient of the membrane [263, 264]. Dur-

ing the preparation of our samples, a thorough washing process was carried out,

which aided the acquisition of clean SLB confocal images, where very few vesicles

were observed. To make sure about the lipid bilayer structure, thickness, flatness,

etc. some AFM is more than advised to be performed, which has been extensively

used before by others to investigate similar samples [274, 275]. This technique al-

lows a high resolution that permits the observation of membrane structures and even

individual molecules.

Encountering high mobile fractions (98%) suggests that the SLBs tend towards

complete recovery in spite of its slow motion. This is indicative of free diffusion
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and has been already reported by others [245]. However, it is difficult to assess the

end of the FRAP curve, where a plateau in the data must be reached. This implies a

direct dependence between unintentional bleaching and acquisition time.

As previously mentioned and to the best of our knowledge, identical experi-

ments to ours have not been reported in literature so far. GUVs with laurdan have

been reported to present higher lateral mobility values than those encountered in

SLBs, so this technique could be applied on them and compared with the response

given by di-4-ANEPPDHQ, for instance. Another interesting and widely used ap-

proach, is the use of MD simulations [257–259] to calculate translational diffusion

coefficients. The interaction between membrane and glass surface could be assessed

by determining the lateral mobility of di-4-ANEPPDHQ within a DOPC SLB and

varying the distance between the solid support and the lipid bilayer. This could give

some insight in regards to the strength of these interactions and the role of the dye

within the model membrane.

3.5 Summary & Conclusion
The content of this chapter was split in two main sections:

1. Section 3.4.1: ’Setup Calibration with Rhodamine 6G’

2. Section 3.4.2: ’F3 applied to Di-4-ANEPPDHQ in DOPC SLBs at RT’

1. The F3 setup was calibrated with R6G in solutions of glycerol/water at

different weight percents and at RT. Firstly, the fluorescence lifetime of R6G in each

solution was calculated. Fluorescence lifetime maps per sample were generated

and from the histogram its mean value was extracted. Strickler-Berg relationship

[25] that links the probe’s fluorescence lifetime and the solution’s refractive index n

was investigated. No correlation was found, concluding that the observation of this

trend was challenging due to the range of n investigated. Our results were in good

agreement with previously reported values for R6G in glycerol at RT. [268].
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Via FAIM, steady-state anisotropy and its standard deviation maps were also

created. Average parameters per solution were extracted from their histograms.

As expected, the steady-state anisotropy of the fluorophore increased with the so-

lution’s viscosity and the bleach spot was represented in the sd(r) by its highest

values, according to the expression introduced by Lidke et al. [128]. The stan-

dard deviation sd(r) is high if the number of counts is low. This is the case in

the bleach spot. From the steady-state anisotropy and solution’s viscosity informa-

tion, the initial anisotropy r0 was calculated (r0 = 0.304 ± 0.014). This is in good

agreement with the r0 values that were a posteriori extracted from the time-resolved

fluorescence anisotropy decay fits. The overall rotational correlation time map per

solution was also calculated by applying a free rotation model (equation 3.4). The

grainy mess of the rotational correlation time map is possibly due to the presence of

noise. Differences in counts per pixel and the binning of the image may contribute

to the appearance of a patchy pattern across the FOV. The hydrodynamic radius of

the dye was obtained by plotting the probe’s rotational correlation time against the

solution’s viscosity. A value of Rh = 0.411 ± 0.001 nm was found. Confocal and

F3 FRAP were also performed and compared. This was the case in order to validate

the FRAP results given by F3. The lateral mobility of the dye across the aqueous

solution was assessed by calculating its translational diffusion coefficient. For both

approaches, these coefficients were plotted against the viscosity of the solution and

the hydrodynamic radius was again calculated, being: Rh,Con f ocal = 0.37 ± 0.06 nm

and Rh,F3 = 0.4 ± 0.1 nm, respectively.

Finally, the main purpose of the setup was addressed, which was gaining infor-

mation about the hydrodynamic radius of the fluorophore by combining rotational

and translational information and without any priori knowledge about the viscosity.

This was carried out and the results were as follows: Rh,Con f ocal,rot = 0.42± 0.04 nm

and Rh,F3,rot = 0.40 ± 0.08 nm. Results were in the expected order of magnitude,
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as most of these type of fluorophores have alike hydrodynamic radii and in good

agreement with previously reported values by others [269]. Table 3.10 summarises

all the calculated R6G hydrodynamic radii per technique/approach.

Table 3.10: Summary of the found R6G hydrodynamic radii Rh per technique and
approach.

Technique/Approach R6G Rh (nm)
Anisotropy/θ & η 0.411 ± 0.001
FRAP/Confocal Dt & η 0.37 ± 0.06
FRAP/F3 Dt & η 0.4 ± 0.1
FRAP & Anisotropy/Confocal Dt & η 0.42 ± 0.04
FRAP & Anisotropy/F3 Dt & η 0.40 ± 0.08

2. After a successful calibration with R6G, the setup was further tested

and applied to model membranes. Specifically, the fluorescence response of the

environmentally-sensitive dye di-4-ANEPPDHQ was studied within some planar

model membranes (DOPC SLBs). We investigated via FLIM the fluorescence life-

time response of the probe, which gave an average value of 2.10± 0.06 ns. This was

also obtained from the fitted fluorescence lifetime distributions per τ image. The

fluorescence lifetime of this dye in different model membranes was found in litera-

ture and in good agreement with our results, where 1.85, 1.80 and 2.22 ns were re-

ported [236,239,240]. For high levels of water molecules inserted in the membrane,

a decrease in the fluorescence lifetime τ via water quenching of the probe sensing

the lipid bilayer micro-environment is expected. This was found by Ma et al. when

measuring the fluorescence lifetime of the environmentally-sensitive dye laurdan

in small and large vesicles. The laurdan lifetime was reported to be shorter in the

smaller vesicles and suggested to be a consequence of a higher interaction with wa-

ter molecules due to the increase in membrane bending [272]. Therefore, changes

in this parameter can be employed to report on the membrane hydration, which

may be altered by variations in a dye’s local lipid environment, such as changes in

membrane curvature and enrichment in saturated lipids or cholesterol [276–278].
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Following the same previous guidelines, the steady-state anisotropy map was

calculated along its standard deviation, where a consistency across the FOV was

found and related to the fluorescence probe’s dipole predisposition to organise tan-

gentially to the plane of the membrane. A lower steady-state anisotropy standard

deviation response is found within the central bleached region, where the number

of counts is significantly reduced (equation 3.8). Discrepancies in homogeneous

maps, and therefore normal distributions, (apart from sd(r) and Itot at the bleach

spot) for these parameters were related to a minor laser misalignment.

The overall rotational correlation time of the probe was calculated by inte-

grating all the polarisation intensity decays per pixel. The hindered rotation model

(equation 3.7) was applied and the anisotropy parameters extracted. The mean ro-

tational correlation time was θ = 2.36 ± 0.26 ns. Le Marois et al. and Steele et

al. found similar responses of this same dye but in other lipid structures (4.48 and

3.32 ns, respectively) [239, 240]. A similar lipid packing (S2 = 0.44 ± 0.13) as the

reported by Steele et al. (S2 = 0.44± 0.03) was found, which may indicate the trend

of this dye to locate in the outer leaflet of the membrane, which provides the dye

high rotational mobility [240]. The rotational mobility of laurdan in DOPC GUVs

was also investigated by Aguilar et al. and found to be also very similar to our result

(2.05 ns) [242].

In the rhodamine 6G work, the solution’s viscosities were calculated. How-

ever, in the SLBs case, the micro-viscosity of the lipid bilayer is unknown. For

this reason, the hydrodynamic radius is assumed to be laurdan’s, for common fea-

tures with di-4-ANEPPDHQ, and the local viscosity was obtained by applying the

Stokes-Einstein-Debye and Saffman-Delbruck equations for the rotational Brown-

ian motion (eqs. 3.9 and 3.12). The results are presented in Table 3.8, where dif-

ferent outcomes are given by different approaches. This suggests that the spherical

approximation of the di-4-ANEPPDHQ probe’s volume is not a good estimation.
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Rotational correlation time maps were also produced, where the hindered ro-

tation model was applied for the assessment of the probe’s wobbling across the

sample but by fitting the parallel and perpendicular intensity decays per pixel (eqs.

3.5 and 3.6). As encountered in the construction of the rotational correlation time

map for R6G in water/glycerol solutions, a grainy mess was found across the FOV

and related to the presence of noise and the effect of the binning on its distribution

across the map.

FRAP information of the dye was also obtained and the FRAP curve was found

to recover very slowly. This gave rise to a lateral mobility (Dt,exp = 0.15 ± 0.06

µm2/s) of the dye across the SLB of at least one order of magnitude below pre-

viously reported values [88, 89, 245]. We argued that the underestimation of the

diffusion coefficient may be related to the interaction among the substrate and the

membrane, slowing down the lateral mobility of the dye. Very high values for

the membrane macro-viscosity were obtained in comparison to the micro-viscosity

extracted from the rotational Brownian motion (Tables 3.9 and 3.8), which may

confirm the strong interaction between substrate and membrane. Another reason

that may explain this disagreement lies in the anisotropic nature of the membrane.

When the probe moves laterally, such as it happens when FRAP is applied, it comes

across a bunch of lipids, which constitutes a great opposition to its lateral move-

ment to happen. However, the fluorescence probe spins very quickly, as we have

shown in this work, as it sits in between the lipids. Therefore, we can conclude that

the nature of the drag forces related to these two Brownian motions (rotational and

translation) is different and micro and macro- viscosities cannot be compared. This

did not allow the combination of the rotational and translational information in or-

der to infer the hydrodynamic radius of the environmentally-sensitive dye. In order

to assess the methodology and the data analysis approach, other model membranes

with other dyes can be measured in order to obtain a direct comparison, such as
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laurdan in DOPC GUVs [242], for instance.

The low Signal-to-Noise Ratio (SNR) of the data was another impediment to

assure a reliable result of the translational diffusion coefficient. We spatially binned

the FRAP data with the consequent loss in spatial resolution. More advanced ap-

proaches that reduce the noise may be considered in the future, with the application

of alternative algorithms to filter the present noise [279]. MD simulations were

also proposed to assess the degree of interaction between membrane and substrate

by measuring the lateral mobility of the dye across the lipid bilayer with varying

the distance between solid support and model membrane [257–259]. Finally, AFM

studies could broaden the knowledge of the sample by assessing its distribution,

thickness, uniformity, etc. in a nano-scale [263, 264, 274, 275]. The main parame-

ters provided by F3 are displayed in Table 3.11.

Table 3.11: Mean F3 parameters for the dye di-4-ANEPPDHQ in DOPC SLBs.

Parameter Result
τF (ns) 2.10 ± 0.06
r 0.048 ± 0.007
r0 0.11 ± 0.03
r∞ 0.06 ± 0.01
θ (ns) 2.36 ± 0.26
Dr,exp (ns−1) 0.07 ± 0.01
S2 0.44 ± 0.13
ηr,Sa f f man−Delbruck (cP) 37 ± 4
ηr,Stokes−Einstein−Debye (cP) 18 ± 2
ηt,Sa f f man−Delbruck (cP) 15902 ± 5042
ηt,Stokes−Einstein−Debye (cP) 2640 ± 837
Dt,exp (µm2/s) 0.15 ± 0.06

In summary, the calibration of the F3 setup with R6G in solutions of wa-

ter/glycerol at different weight percents has revealed that by combining FLIM,

FAIM and FRAP, the hydrodynamic radius of a dye in an isotropic media can be

inferred without any prior knowledge about the solution’s viscosity and with ex-

cellent agreement with the results obtained by using FRAP and FAIM individually.



3.5. Summary & Conclusion 188

On top of that, the same setup was applied to the enviromentally-sensitive dye di-

4-ANEPPDHQ in DOPC SLBs. Albeit this work is based on some preliminary

results, its outcome found to be promising but the results given by FRAP not fully

understood yet. The potential of F3 could be explored and applied to other het-

erogeneous systems, such as sol gels or other polymer network structures, in order

to obtain information about their micro and macro- viscosity, and its fluorescence

lifetime response.



Chapter 4

Investigation of the Rotational

Correlation Time Uncertainty and

Distribution from Time-Resolved

Fluorescence Anisotropy Data

4.1 Motivation
This theoretical and experimental work was mainly driven to give an answer to two

scientific questions:

1. How many photons are necessary for time-resolved fluorescence anisotropy

measurements?

2. What is the shape of the rotational correlation time distribution of an homo-

geneous solution?

4.2 Introduction
Time-correlated-Single Photon Counting (TCSPC) data obeys Poisson statistics

[280]. Poisson statistics in photon counting describe the probability of a photon

189
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to fall into a time channel bin. If N is the number of photons at one time bin po-

sition of the measured intensity decay histogram, the Poisson noise associated to

this quantity N is given by
√

N [280, 281]. Therefore, the longer the measurement

time, the more counts are accumulated and the smaller the uncertainty is. This

means that the Poisson noise scales up with the signal strength as
√

N, where the

signal-to-noise (SNR) also increases with
√

N.

The main goal of TCSPC is the estimation of the fluorescence lifetime param-

eter τ . Köllner et al. [282] presented and described for the first time an analytical

solution for determining its uncertainty with high accuracy as a function of the sig-

nal strength. This was based on a multinomial approach, equivalent to the Poisson-

based method, when the number of counts N is relatively large [280,281,283]. It has

also been shown that both approaches give the same parameter estimates when the

maximum likelihood fitting is used [284]. The multinomial approach was applied

in this work due to its mathematical rigour and because it leads to a straightforward

estimation of the lifetime variance for a certain signal strength. In this work, Köller

et al. estimated that 185 photons are needed to measure a fluorescence lifetime of

2.5 ns with an accuracy of 10% [282].

Time-resolved fluorescence polarisation (anisotropy) also relies on the TCSPC

principle, where two orthogonal-polarised intensity decays (I‖ and I⊥) are recorded

photon by photon. The time-resolved fluorescence anisotropy decay is derived

from these two transients, whose photon counts are distributed according to Poisson

statistics. When the fluorescence lifetime is estimated from the total intensity decay,

approaches such as the least-squares and maximum likelihood are applied and the

data is weighted according to the Poisson statistics, showing efficiency in the deliv-

ery of accurate parameter estimates. However, to the best of my knowledge, there is

no analytical expression that describes the counts distribution of the time-resolved

fluorescence anisotropy decay.
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The uncertainty associated to each anisotropy data point was derived and in-

troduced by Lidke et al. [128], by applying a standard propagation of errors for un-

correlated signals. This approach assumes no variance for the G-factor. Although

the statistics followed by the counts distribution of the time-resolved fluorescence

anisotropy decay are unknown, this expression can be applied to weight the time-

resolved fluorescence anisotropy data for the estimation of the rotational correlation

time θ .

In this chapter, in line with the work presented by Lidke et al. [128], the rota-

tional correlation time uncertainty is calculated making use of the Perrin equation

for a freely rotating probe (no r∞). A propagation of errors for the fluorescence

lifetime τ and the steady-state anisotropy r is applied, where the initial anisotropy

r0 is considered to be a constant. The found expression for the rotational correla-

tion time uncertainty is compared with the θ uncertainty inferred from a weighted

least-squares fitting and its magnitude is investigated under certain experimental

boundary conditions. The outcome of this research is presented in Section 4.3.

The Fluorescence lifetime imaging (FLIM) map of a probe in an homogeneous

and isotropic solution, presents a normal distribution as each pixel is expected to

deliver an almost identical answer. The fluorescence lifetime τ probability density

function pdf(τ) can be described mathematically by a Gaussian function and the

mean µ and standard deviation σ are extracted. If fluorescence anisotropy imaging

(FAIM) is applied to a sample with the same previously mentioned features, the

steady-state anisotropy map also displays a normal (Gaussian) distribution, from

which µ and σ are calculated. However, when the pdf(θ ) of an isotropic and ho-

mogeneous solution is investigated via means of time-resolved FAIM (tr-FAIM), it

differs significantly from a Gaussian distribution. The distribution of these parame-

ters (τ , r and θ ) was previously reported [179,201,285] and presented in Chapter 3

of this thesis. Since the sample is isotropic and homogeneous, it sounds reasonable
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to expect a normal distribution for this parameter (θ ). This problem becomes very

interesting from a mathematical point of view and its investigation is conducted in

section 4.4. The objective of section 4.4 is to conclude how real the distribution

is, or if, on the contrary, it presents an erroneous shape related to the performance

of the data analysis procedure, for instance. The problem is approached simulat-

ing normal distributions for τ and the steady-state anisotropy r, from where the θ

distribution is generated applying the Perrin equation for a freely rotating probe.

Therefore, two different cases will be studied in this chapter:

• Section 4.3: ’Estimation of the Rotational Correlation Time Uncertainty from

a Single Decay’.

• Section 4.4: ’Rotational Correlation Time Distribution from an Image’.

4.3 Estimation of the Rotational Correlation Time

Uncertainty from a Single Decay

4.3.1 Description of Theoretical Uncertainty Equations

The derivation of the theoretical uncertainty equations applied in this work are pre-

sented in the next three subsections.

4.3.1.1 Fluorescence Lifetime

The derivation of the fluorescence lifetime variance var(τ) starts from considering

a background-free mono-exponential decay with a fluorescence lifetime τ . The

probability a photon will fall into channel i will be given by pi, where Σpi = 1. The

probability pi is defined as follows [282]:

pi =
∫

∆t

d(t)dt (4.1)



4.3. Estimation of the Rotational Correlation Time Uncertainty from a Single Decay193

where ∆t is the temporal interval corresponding to channel i and d(t) is the proba-

bility density function of the mono-exponential decay. This is given by:

d(τ,T, t) =
1
τ

exp(−t/τ)
1

1− exp(−T/τ)
(4.2)

where T is the time window and the second term of the equation corresponds to its

normalisation to the finite time window T .

Integrating over t, the probabilities pi are given by:

pi(τ,T, t) =
∫ iT/k

(i−1)T/k
d(τ,T, t)dt = exp(−is/k)

exp(s/k)−1
1− exp(−s)

(4.3)

where s = T/τ is the number of lifetimes in the measurement time window T and

the channels are numbered from 1 to k.

The Fisher information matrix describes the amount of information data pro-

vides about an unknown parameter that an observable random variable carries. If yi

represents the average number of photons in channel i and its distribution is given

by an exponential function, the random variable will be the vector t that describes

the time domain and the unknown parameter will be the fluorescence lifetime τ .

The number of counts yi in (time) channel i is equal to N pi, where N is the total

number of photons. The Fisher-information matrix in terms of yi is given by [282]:

Fh j = ∑
i

1
yi

∂yi

∂αh

∂yi

∂α j
(4.4)

where αh and α j are the hth and jth unknown parameters α .

Knowing that yi = N pi and considering αh = α j = τ , equation 4.4 can be rewrit-

ten as follows:

Fτ,τ = ∑
i

1
N pi

∂N pi

∂τ

∂N pi

∂τ
= N ∑

i

1
pi

∂ 2 pi

∂τ2 (4.5)
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For this case the Fisher-information matrix is a number and the variance is

given by its inverse [282]:

varN(τ) = (Fτ,τ)
−1 =

1
N
[F(N = 1)]−1

τ,τ (4.6)

Combining equations 4.3, 4.5 and 4.6, the fluorescence lifetime variance is

given by the following expression [282, 286, 287]:

vN(τ,T,k) =
1
N

τ
2var1(s,k) (4.7)

where var1(s,k) is:

var1(s,k) =
k2

s2 [1− exp(−s)]×
(exp(s/k)[1− exp(−s)

[exp(s/k)−1]2
− k2

exp(s)−1

)−1
(4.8)

The relationship between var1(r,k)/τ2 and s = T/τ can be observed in Figure

4.1, where this dependence is presented for a different number of time channels

k [282].

From Figure 4.1 it can be seen that for each time resolution k, the normalised

lifetime variance is given by parabolas, where an optimal value exists and is given

by its minimum. It can also be observed that this minimum shifts to the right with

k, lowering its value till getting to a plateau case scenario, where a global minimum

for the normalised lifetime variance is found. Under ideal conditions (infinite, con-

tinuous measurement window) var1(r,k) is equal to 1, which happens when k and

T/τ are very large.

The fluorescence lifetime standard deviation will be given by the square root

of its variance:

sdN(τ,T,k) =
τ√
N

√
var1(s,k) (4.9)
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Figure 4.1: Normalised variance of τ against T/τ for different time resolutions. The
normalised variance decreases with the number of photons N. Figure adapted from

reference [282]

4.3.1.2 Steady-State Anisotropy

The steady-state anisotropy function is given by:

r =
I‖−GI⊥

I‖+ xNAGI⊥
(4.10)

where I‖ and I⊥ are the parallel and perpendicular polarised emission signals, re-

spectively. G corresponds to the efficiency ratio in between detectors and xNA is an

empirical correction factor that depends on the NA of the objective. If G is equal to

1 that means both detectors are equally efficient. The anisotropy is normalised by

the total intensity detected.

The total intensity for low-NA detection is given by I‖+2GI⊥, where xNA is

therefore equal to 2. This corresponds to the parallel-beam detection case. If the NA

of the objective is rather high, xNA will be in between 1 and 2. It is very important

to identify in which case the data is taken, thus the wrong r0 is avoided, so as the

wrong decay profile for r. While the experimentally observed r0 can be corrected
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through the adjustment of the G factor, the r shape cannot. In the work presented in

this chapter we consider as a good approximation xNA = 2.

By knowing that the photons collected follow a Poisson distribution, an ex-

pression for the anisotropy variance can be extracted by applying propagation of

errors for the two signals [128]:

var(r) =
(1− r)(1+2r)(1− r+G(1+2r))

3N
(4.11)

where N corresponds to the total emission intensity being equal to I‖ + 2I⊥.

Therefore, the standard deviation of r will be given by the square root of its

variance, such as:

sd(r) =
1√
3N

√
(1− r)(1+2r)(1− r+G(1+2r)) (4.12)

While the Poisson statistics are applied to weight the intensity decays to ex-

tract the lifetime parameters; this distribution is applied to weight the steady-state

anisotropy data.

4.3.1.3 Rotational Correlation Time

Depolarisation by rotational diffusion of spherical probes is described by the Perrin

equation [20]:

r =
r0

1+ τ

θ

(4.13)

where r is the observed anisotropy, r0 is the intrinsic anisotropy of the molecule, τ

is the fluorescence lifetime and θ is the rotational correlation time.

The degree of probe depolarisation depends on the relation between the rota-

tional correlation time θ and the fluorescence lifetime τ . If the rotational correlation

time is much shorter than the fluorescence lifetime (θ � τ), then the anisotropy is
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zero. On the other hand, if the rotational correlation time is much larger than the

fluorescence lifetime (θ � τ), then the measured anisotropy r is equal to the fun-

damental anisotropy r0.

Rearranging equation 4.13:

θ =
τ

r0
r −1

(4.14)

If we consider that τ and r are the only parameters statistically significant and

independent from each other, then the rotational correlation time uncertainty will

only depend on the fluorescence lifetime and steady-state anisotropy uncertainties.

Using propagation of errors, the rotational correlation time uncertainty will be given

by:

∆θ =

√(
∂θ

∂τ

)2

∆τ2 +

(
∂θ

∂ r

)2

∆r2 (4.15)

Therefore:

∆θ =

√√√√( 1
r0
r −1

)2

∆τ2 +

(
r0τ

(r0− r)2

)2

∆r2 (4.16)

If we consider ∆τ = sd(τ) (equation 4.9), ∆r = sd(r) (equation 4.12) and G = 1,

then equation 4.16 can be rewritten and simplified as:

∆θ =
θ

τ
√

N

√
τ2var1(s,k)+

θ 2r2
0

r4

[
r (1− r)+

2
3
(1− r3)

]
(4.17)

If we replace r by its equivalence, according to the Perrin equation (equation

4.13), ∆θ is given by:

∆θ =
θ

τ
√

N

√√√√τ2var1(s,k)+
θ 2

r0

(
1+

τ

θ

)3
[

2
3

r−1
0(

1+ τ

θ

)−1 +1− r0

1+ τ

θ

− 2
3

r2
0(

1+ τ

θ

)2

]
(4.18)

If the last term of the square root within the brackets is expressed as a sum, the
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result is as follows:

∆θ =
θ

τ
√

N

√√√√√√√√√√√√√√√
τ2var1(s,k)+

θ 2

r0

(
1+

τ

θ

)3
∑
n





+2
3 n =−1

+1 n = 0

−1 n =+1

−2
3 n =+2


(

r0

1+ τ

θ

)n

(4.19)

When the number of time bins is considered infinite, var1(s,k)→ 1 and equation

4.19 is modified as follows:

∆θ =
θ

τ
√

N

√√√√√√√√√√√√√√√
τ2 +

θ 2

r0

(
1+

τ

θ

)3
∑
n





+2
3 n =−1

+1 n = 0

−1 n =+1

−2
3 n =+2


(

r0

1+ τ

θ

)n

(4.20)

Equations 4.19 and 4.20 can be rewritten as follows:

∆θ

θ
=

1
τ
√

N

√√√√√√√√√√√√√√√
τ2var1(s,k)+

θ 2

r0

(
1+

τ

θ

)3
∑
n





+2
3 n =−1

+1 n = 0

−1 n =+1

−2
3 n =+2


(

r0

1+ τ

θ

)n

(4.21)
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∆θ

θ
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(4.22)

The last two equations (4.21 and 4.22) will be applied in the upcoming sections for

the investigation of the rotational correlation time uncertainty.

4.3.2 Materials & Methods

4.3.2.1 Simulation of Perrin Equation Parameters

In order to estimate the uncertainty associated with θ , an array of fluorescence life-

times and rotational correlation times was generated in MATLAB, ranging both

from 10−2 to 103 ns, and equation 4.21 was applied for N = 1. This means ∆θ/θ

was normalised with the number of photons N and ∆θ/θN=1 was plotted instead.

This was done for several time resolutions k and time windows T . The initial

anisotropy r0 was set to 0.4.

4.3.2.2 Fluorescence anisotropy imaging of FITC in water

Sample and Equipment

A µM solution of fluorescein (FITC) in water was made and measured at room

temperature in a 8-well coverslip-bottom plate (ibidi).

The setup used for measuring the sample is described in Chapter 2 (Section

3.2.1). The only difference is that instead of measuring single decays, images were

acquired with 512×512 pixels and 1024 time bins per intensity transient decay (I‖

and I⊥). A 500LP filter was placed in front of the hybrid GaAsP detectors (Becker

& Hickl HPM-100-40). Four FITC images were measured with different collec-

tion times each: 30, 90, 60 and 120 minutes. The instrument response function
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(IRF) collection was done by measuring a FITC sample in water/glycerol (90/10%)

quenched with sodium iodide (NaI) [108]. One IRF image was taken with an acqui-

sition time of 30 minutes, 512×512 pixels and 1024 time bins per intensity decay.

Data Analysis

• Fluorescence Lifetime

The total intensity decay Itot per pixel was reconstructed by summing the

parallel and perpendicular transient decays per pixel according to the denom-

inator of equation 4.10 with xNA = 2. The fluorescence lifetime was obtained

by weighted non-linear least squares fitting (Levenberg-Marquardt algorithm)

of the total intensity decay in each pixel. The data was weighted according to

the Poisson statistics and approximated by a model by minimising the square

of the difference between the model and the data, the so-called residuals (res2

or χ2). The model used for fitting the data was a single-exponential function:

Itot(t) = IRF⊗ (I0e−t/τF +B) (4.23)

where I0 is the intensity amplitude, τF the fluorescence lifetime and B the

background.

The standard deviation per fit parameter and pixel was obtained by calculating

the Jacobian matrix, which is a matrix that contains the partial derivatives

of the model function with respect to the fit parameters. If there are three

fit parameters and the data has 1024 data points, the size of the Jacobian

matrix will be n×m = 1024×3. Once the algorithm (Levenberg-Marquardt)

converged minimising res2, the fit parameters were found and the Jacobian

matrix was given as a numeric matrix. The covariance matrix was obtained

by calculating the inverse of the Jacobian matrix by its transpose and the
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standard deviation per fit parameter was obtained by applying the square root

on the diagonal of the covariance matrix. In this case, for three fit parameters,

the covariance matrix will have a size of m×m = 3×3. This data analysis was

undertaken for the four FITC data sets with varying total collection times.

• Time-resolved Fluorescence Anisotropy and Steady-State Anisotropy

In order to compare the experimental with the theoretical rotational correla-

tion time uncertainties, time-resolved anisotropy decays were reconstructed,

according to equation 4.10 and fitted with a free rotational model:

r(t) = r0e−t/θ (4.24)

where r0 is the initial anisotropy determined by the relative orientation be-

tween the excitation and emission dipole transition moments, and the distri-

bution of the orientation of the fluorophores. If the distribution is random

and the dipole transition moments are parallel to each other, r0 is equal to 0.4

when using single-photon excitation [20]. The rotational correlation time is

given by θ , which corresponds to the time it takes the fluorophore to rotate 1

radian [20].

The 120 minutes FAIM data set was used for this purpose. Different regions

of interest (ROI) with different number of pixels were selected and the par-

allel and perpendicular intensity decays integrated per time bin. From the

total parallel and perpendicular intensity decays, the time-resolved fluores-

cence anisotropy decay was reconstructed and fitted as previously stated by

equation 4.24. The fit parameter standard deviations were calculated using

the same method applied to the FLIM data with a weighting given by equa-

tion 4.11. For each ROI, the steady-state anisotropy data was also calculated

adding up all the photons per ROI pixel and polarisation transient and apply-
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ing equation 4.10. The steady-state anisotropy standard deviation is given by

equation 4.12. Finally, the fluorescence lifetime per ROI was calculated using

the Perrin equation 4.13 and equation 4.9 was applied to calculate its standard

deviation.

A G-factor map per FAIM data set was generated by dividing the parallel by the

perpendicular intensity decays per pixel within a fixed and low-noisy region at the

tail of the decays.

4.3.3 Results & Discussion

4.3.3.1 Simulated Data

Dependence of Rotational Correlation Time Uncertainty with Time Resolu-

tion: 3 and 2-dimensional Maps

According to equation 4.21, Figures 4.2 and 4.3 show the dependence of ∆θ/θN=1

with τ and θ for different time channels k, with a constant time window T = 50 ns.

The last plot of both figures corresponds to the ideal case where there is no depen-

dence on T nor on k (var1(s,k)→ 1) (equation 4.22). In Figure 4.3, a continuous

line of black dots indicates for which θ and τ values the minimum ∆θ/θN=1 takes

place. The red dashed line stands for equal values of θ and τ , with a gradient of 1.

According to equation 4.21 the magnitude of ∆θ/θ decreases with the total

amount of photons N. This means that a collection of more photons yields a de-

crease on ∆θ/θ .

The highest values of ∆θ/θN=1 are registered at low number of time channels k

(colour bar of Figures 4.2 and 4.3). When the number of time channels k decreases,

∆θ/θN=1 increases its magnitude as it triggers at short τ values. Meanwhile high

values of ∆θ/θN=1 take place for short lifetimes τ at low number of time channels k,

this trend changes its location when the number of time channels increases, showing

up at two extreme cases:



4.3. Estimation of the Rotational Correlation Time Uncertainty from a Single Decay203

1. Large τ and short θ .

2. Short τ and large θ .

If the minimum for ∆θ/θN=1 is calculated, it can be observed that for all the cases

this is located at very close positions to τ/θ = 1 (dashed red line of Figure 4.3).

However, while this is the behaviour found for the ideal case (no dependence on

T and k) and large number of time channels k, this is not the case at low time

resolutions when θ and τ are low. This is best observed in Figure 4.3, where a

clear deviation of the location of this minimum is spotted when the amount of time

channels k lowers. The more number of time channels are used, the lower this

deviation is and the closer the minimum position for ∆θ/θN=1 gets to the condition

τ/θ = 1. The most extreme case can be observed in the first plot of Figure 4.3,

where the number of time channels k consists of 8. The minimum ∆θ/θN=1 is

located at θ positions from θ ∼ 10−2 ns to θ = 1 ns and with τ ∼ 1 ns. It can also

be inferred from these graphs that from a certain time resolution (number of time

channels k), the position of this minimum shows no dependence with T and k and

it can be defined by a perfect straight line where τ/θ goes to 1. When this happens,

the approximation var1(s,k)→ 1 can be used and equation 4.22 must be applied.

This subsection gives a general idea of how the location of the minimum un-

certainty associated to θ varies with θ itself, τ , k and the time window T . However,

the next subsection will employ a more detailed data analysis by the visualisation

of multiple cross sections at fixed θ positions, where the magnitude of ∆θ/θN=1 is

investigated with k across the entire τ range, with T = 50 ns. This will allow us to

understand better the big picture of the problem.

Note that all these examples are referred to a time window of T = 50 ns, but

this could be expanded for different time windows.



4.3. Estimation of the Rotational Correlation Time Uncertainty from a Single Decay204

Figure 4.2: 3D plots showing the dependence of ∆θ/θN=1 with τ and θ for different time
resolutions k and constant time window T . The last case has no dependence with T and k.
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Figure 4.3: 2D representation of the dependence of ∆θ/θN=1 with τ and θ for different
time channels k and constant time window T . The last case has no dependence with T and
k. The minimum ∆θ/θ is found for every single combination of τ and θ and plotted along

the condition τ/θ = 1.
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Dependence of Rotational Correlation Time Uncertainty with Time Resolu-

tion: Cross Sections

A combination of multiple cross sections of Figure 4.2 at certain θ positions is

presented in Figure 4.4. The dependence of the minimum position of ∆θ/θN=1 and

its evolution with the number of time channels k is displayed at the following θ

positions: 10−2, 10−1, 100, 101, 102 and 103 ns.

From Figure 4.4, it can be observed that when the number of time channels k

is large enough, a common global minimum for ∆θ/θN=1 is reached over the entire

τ range at one specific θ position, where the ratio τ/θ is close to 1. If we focus on

the specific case of k = 16, the common minimum is reached when θ approaches

1. This allows a better visualisation of the initial deviation of the position of the

minimum ∆θ/θN=1 for θ ≤ 1 ns and low time resolutions k. The deviation of

the position of the minimum ∆θ/θN=1 within 10−2 ns ≤ θ ≤ 1 ns is reversed by

increasing the number of time channels k. For instance, at θ = 10−1 ns this is done

with a minimum number of 32 time channels, approximately. On the contrary, at

certain θ cross sections, the position of the minimum ∆θ/θN=1 does not vary with

k. For this specific case scenario, it happens from θ = 10 ns, where all the time

resolution curves fall onto the same global minimum. In Figures 4.2 and 4.3, this

happens from θ ∼ 1 ns, as the lowest number of time channels displayed is k = 8.

All these results suggest that in order to achieve the lowest experimental uncer-

tainty for θ when the time-resolved anisotropy decay is recorded, as a general trend,

one must choose a probe whose τ is equal or very close to θ [288]. For low time

resolutions, the lowest uncertainty associated with θ for a probe with a certain τ is

found at θ ≤ τ , approximately. While from Figures 4.2 and 4.3 it was not possible

to infer and compare the magnitude of the uncertainty associated with θ for short τ

and θ at low and high time resolutions (given by the number of time channels k),
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Figure 4.4: Dependence of minimum ∆θ/θN=1 with τ and k for a fixed θ and time
window T . This example is given for T = 50 ns.

Figure 4.4 is able to provide us with this information. The value of the optimal ∆θ

increases at these short ranges, where a higher time resolution k is necessary in or-

der to decrease the θ uncertainty. This makes sense if we think the entire rotation of

the probe is better visualised at the excited state when this happens faster than its τ

(θ ≤ τ). However, if θ is too short (very fast rotation) the recording of this rotation

will be more difficult and a higher time resolution will be needed for more accurate

results. The opposite case scenario would be difficult to explain, if the minimum

uncertainty for θ was located at θ ≥ τ for short τ and θ values and low time reso-

lution k. This would mean that an increase in the time resolution would be needed

in order to decrease the uncertainty of θ when the rotation of the probe happens in

a longer time scale in comparison to its excited state lifetime. This does not make

sense as an increase in the time resolution would not lead to any improvement in

the rotational correlation time uncertainty.

In this work, we have normalised ∆θ /θ to the number of photons N (∆θ /θN=1)

and its minimum has been located for a range of τ and θ . However, the problem

could be tackled the other way around. By knowing all the parameters, τ , θ , r0, k,
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T and the number of photons N, one can calculate what would be the uncertainty

associated with θ . Moreover, if all these parameters were known but N, one could

track the total number of photons needed to be collected during the time-resolved

anisotropy measurement for the desirable θ accuracy. The total amount of photons

N (signal strength) is given by:

N =
k

∑
i=1

Itot,i =
k

∑
i=1

I‖,i +2G
k

∑
i=1

I⊥,i (4.25)

where i goes from 1 to the total amount of time channels k.

Overall, the data analysis of this simulated data helps define optimal bound-

ary conditions in order to collect accurate values for θ , where the role the time

resolution k plays varies with T/τ .

This work refers to T = 50 ns but the dependence of ∆θ/θN=1 with τ , θ and

k for different time windows can also be investigated. Moreover, the same data

analysis can be undertaken by defining cross sections of plots alike Figure 4.2 at

certain fixed τ positions. This was done and presented in Appendix B.

4.3.3.2 Theoretical vs Experimental Fluorescence Lifetime Uncer-

tainties

In this subsection, the uncertainty associated with experimental fluorescence life-

time recordings will be compared with its theoretical uncertainty given by equation

4.9.

Representative FLIM maps are presented in Figure 4.5A and B, for the FAIM

data sets with acquisition times of 30 and 120 minutes, respectively. Inserted within

the FLIM maps, representative parallel and perpendicular intensity decays for one

pixel are displayed. From the FLIM maps per FAIM data set, the correspondent flu-

orescence lifetime histograms were generated (Figure 4.5C) and plotted together for

comparison. The same procedure was followed for the assessment of the fluores-
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cence lifetime standard deviation sd(τ) per pixel image. The results are presented

in Figure 4.5D.

From the inserted plots of Figure 4.5A and B, it can be observed that the num-

ber of photons N per pixel differs from one data set to the other, as they are taken

with different acquisition times. For the 30 minutes FAIM data set, the number of

counts of the presented representative I‖ and I⊥ decays at the peak is approximately

20, meanwhile for the 120 minutes FAIM data set is around 70. The lower SNR

present in the individual intensity decays for shorter acquisition times may lead to

an underestimation of the fit parameters when the total intensity decay is approx-

imated with a single-exponential model [289]. This τ shift is clearly observed in

Figure 4.5C, where the FLIM map histograms per FAIM data set are plotted and

fitted with a Gaussian distribution. The mean τ increases with the image time col-

lection, which increases with the total amount of photons N per pixel. Moreover, the

FLIM map distribution narrows down when the time collection increases, leading

to the true fluorescence lifetime τ and a reduced standard deviation of its normal fit.

The sd(τ) per pixel and FAIM data set is also investigated and presented in Figure

4.5C. As predicted by equation 4.9, this parameter decreases its magnitude with the

number of counts N (analogous to longer collection times). Therefore, a shift of

sd(τ) is observed among the FAIM data sets. The fluorescence lifetime standard

deviation sd(τ) map distributions are also fitted with a Gaussian function, which

narrow down with N and whose mean value decrease with the number of counts N.

The total amount of photons N per pixel and FAIM data set are presented in Table

4.1, so as the mean experimental fluorescence lifetime, extracted from the FLIM

map distribution fit, and its experimental and theoretical standard deviations. Al-

though the fluorescence lifetime is underestimated when the number of counts N is

low, the calculated fluorescence lifetime standard deviations are still valid as they

have a much stronger dependence on N than on the fluorescence lifetime itself.
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Figure 4.5: FLIM maps with representative parallel and perpendicular intensity decays for
the (A) 30 minutes and (B) 120 minutes FAIM data sets. (C,D) Fitted FLIM map and sd(τ)

histograms with a Gaussian distribution per FAIM data set. Map scale bars: 50 µm.

Table 4.1: Mean fluorescence lifetime parameters and standard deviations per FAIM data
set.

Time (min) N (photons) τexp (ns) sd(τ)exp (ns) sd(τ)th (ns)
30 3900 3.29 0.05 0.05
60 8000 3.55 0.04 0.04
90 12000 3.65 0.03 0.03

120 16000 3.71 0.03 0.03

Figure 4.6 presents the relationship between these two magnitudes, sd(τ)exp

and sd(τ)th. The data is fitted with a linear model that goes almost through zero,

with a gradient of 1.086 ± 0.377, an intercept of 0.002 ± 0.014 ns and a good-

ness of fit of R2 = 0.9807. This fit model with a very close gradient to 1 validates

equation 4.9 [282] and it is used with confidence in equations 4.21 and 4.22 for the
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investigation of the rotational correlation time uncertainty.

Figure 4.6: Theoretical fluorescence lifetime standard deviation sd(τ) plotted against the
experimental sd(τ) per FAIM data set. The data is fitted with a polynomial function of first

order: sd(τ)th = (1.08 ± 0.377)sd(τ)exp - (0.002 ± 0.014).

4.3.3.3 Theoretical vs Experimental Rotational Correlation Time

Uncertainties

In this subsection the experimental and theoretical θ uncertainties are compared for

several cases, where different amount of photons N are collected per case.

The time-resolved fluorescence anisotropy decay fit parameters per ROI with

varying N from the 120 minutes FAIM data set are presented in Table 4.2. The

χ2
R of the time-resolved fluorescence anisotropy fit, the G-factor, the steady-state

anisotropy and the fluorescence lifetime calculated from the Perrin equation (equa-

tion 4.13) and per ROI are also presented in Table 4.2. Representative intensity

decays (I‖ and I⊥) and fitted time-resolved fluorescence anisotropy decay, for a ROI

with N = 1.39×106 counts of the 120 minutes FAIM data set, are presented in Fig-

ure 4.7A and B, respectively. Figure 4.8 indicates where the mean experimental

data (τ = 3.91 ns and θ = 0.50 ns) is located within the plot given by Figure 4.3 (last

row, first column), where sd(θ)/θN=1 is calculated for an array of fluorescence life-
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times τ and rotational correlation times θ , with a time resolution k = 1024 and time

window T = 50 ns.

Figure 4.7: (A) Parallel and perpendicular decays for a ROI with N = 1.39×106 of the 120
minutes FAIM data set. (B) Time-resolved fluorescence anisotropy decay and fit of the

same ROI.

Figure 4.8: Location of experimental data within the simulated plots given by equation
4.21. The number of time channels k = 1024 and the time window is T = 50 ns.

Table 4.2: Experimental time-resolved fluorescence anisotropy, steady-state anisotropy
and fluorescence lifetime parameters per ROI of the 120 minutes FAIM data set.

N (photons) θexp (ns) sd(θ )exp (ns) r0,exp sd(r0)exp χ2
R r sd(r) G-factor τPerrin (ns) sd(τPerrin)th (ns)

1.1×106 0.51 0.04 0.104 0.007 1.076 0.0122 0.0008 1.149 3.876 0.003
1.4×106 0.50 0.03 0.109 0.007 1.063 0.0121 0.0007 1.151 3.985 0.003
1.7×106 0.50 0.03 0.112 0.006 1.107 0.0128 0.0006 1.149 3.830 0.003
2.1×106 0.50 0.03 0.111 0.006 1.152 0.0124 0.0006 1.152 3.939 0.003
3.4×106 0.54 0.03 0.109 0.005 1.450 0.0137 0.0005 1.148 3.726 0.002
3.9×106 0.53 0.03 0.109 0.005 1.527 0.0132 0.0004 1.149 3.847 0.002
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From the time-resolved fluorescence anisotropy decay fits, the experimental fit

parameters are obtained and from the rotational correlation time parameter and its

standard deviation, sd(θ)/θ can be calculated directly. This is presented in the third

column of Table 4.3. Equation 4.22 is applied to calculate the theoretical values for

sd(θ)/θN=1 and sd(θ)/θ , where G is considered to be 1. The results are displayed

in the first two columns of the Theoretical block of Table 4.3. For a comparison

with the real case, the experimental G-factor is introduced in the initial equation

4.16 and the approximation var1(s,k)→ 1 is applied, as the time resolution is large

enough to be able to consider this case (k = 1024). Overall, this yields the following

expression for the rotational correlation time uncertainty:

∆θ =
1√
N

√√√√
θ 2 +

(
r0τ

(r0− r)2

)2
(1+ r)(1+2r)(1− r+G(1+2r))

3
(4.26)

From this equation, the last two columns of Table 4.3 are generated, where the

steady-state anisotropy r and the G-factor appear explicitly in the equation.

Table 4.3: Experimental and theoretical sd(θ)/θ for Nexp and N = 1. The theoretical
results are divided in two columns, indicating which G-factor was used for getting the final

results.

Experimental Theoretical
G = 1 Experimental G

N (photons) θ (ns) sd(θ )/θ (sd(θ )/θ )N=1 sd(θ )/θ (sd(θ )/θ )N=1 sd(θ )/θ
1.1×106 0.51 0.08 76.44 0.07 79.29 0.08
1.4×106 0.50 0.07 76.59 0.06 79.48 0.07
1.7×106 0.49 0.06 72.68 0.05 75.39 0.06
2.1×106 0.50 0.06 74.82 0.05 77.65 0.05
3.4×106 0.54 0.05 68.87 0.04 71.42 0.04
3.9×106 0.53 0.05 71.07 0.04 73.72 0.04

Theoretical values of sd(θ)/θ (for G = 1 and G 6= 1) are plotted against the ex-

perimental sd(θ)/θ (Figure 4.9A). A linear relationship between variables is found,

for both G-factor cases. When G = 1, the fit gradient is given by 1.244 ± 0.387 and

the intercept is - 0.025 ± 0.025, with a goodness of fit of R2 = 0.9808. When the
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experimental G-factor is applied, the gradient of the fit is 1.290 ± 0.399 and the

intercept is - 0.026 ± 0.025, with R2 = 0.9804. The uncertainties of the intercepts

are of the same order of magnitude as the intercepts themselves. This indicates a

fit with intercept fixed to zero would be valid. The last two data points (Figure

4.9A), per G-factor case, that present the lowest sd(θ )/θ values are the correspon-

dent to the highest number of photons (N = 3.4×106 and 3.9×106 counts). When

the number of photons N increases, the time-resolved fluorescence anisotropy de-

cay fit gets worse, which is indicated by an increase on the χ2
R. Non-linearities in

the signal show up with more strength as the number of photons increases possibly

due to differential and/or integral non-linearities on the time to amplitude converter

(TAC) of the TCSPC electronic card. This effect is clearly observed on the last two

data points, where the time-resolved fluorescence anisotropy decays present a wavy

shape as they progressively decay to zero (Figure 4.7B). As a consequence, these

two data points are off the general trend and will not be considered for the final fits

(Figure 4.9B). The new fits have reduced gradients compared to the previous cases

and closer to 1. For G = 1, the gradient of the fit is 0.9545 ± 0.4317, the intercept

is - 0.0038 ± 0.0301 and the goodness of fit is given by R2 = 0.9789. When the

experimental G-factor is considered, the fit gradient and intercept are: 0.9892 ±

0.4102 and - 0.0039± 0.0282, respectively. The goodness of fit is R2 = 0.9802. For

the new fits, a better agreement between the theoretical and experimental results is

presented, specially when the experimental G-factor is used.

These results state that the equation that has been derived in this work for

estimating the uncertainty of the rotational correlation time (equation 4.21) is valid

and that in order to obtain optimal results, the G-factor must be exactly 1, otherwise

a different approach must be undertaken (equation 4.26).
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Figure 4.9: (A) Plot of the theoretical and experimental sd(θ )/θ values per 120 minutes
FAIM data set ROI. The data per G-factor is fitted with a first degree polynomial model.

(B) The second graph is an enlarged view of the first one.

4.4 Rotational Correlation Time Distribution from

Image

4.4.1 Materials & Methods

4.4.1.1 Analytic/Symbolic Approach

The rotational correlation time probability density function pd f (θ) is calculated

means of using the Perrin equation (equation 4.13). The probability density function

refers to a continuous distribution of a variable. The fluorescence lifetime τ and

steady-state anisotropy r are considered to be random, independent and continuous

variables. Therefore, the joint distribution for independent variables analysis will

be applied here to solve the pd f (θ).

We have seen that rearranging the Perrin equation, equation 4.13, the rotational

correlation time θ is given as follows:

θ =
τ

r0
r −1

(4.27)

The pdf of the two independent variables follows in this case a normalised Gaussian
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function, such as:

f (τ) =
1√

2πσ2
τ

e
− (τ−µτ )

2

2σ2
τ (4.28)

f (r) =
1√

2πσ2
r

e
− (r−µr)2

2σ2r (4.29)

The cumulative distribution of θ will be given as the integration of its proba-

bility density function pdf, dependent on τ and r:

F(θ) = F(τ,r) =
∫∫

θ

−∞

f (τ,r)dτ dr (4.30)

From the Perrin equation (4.13), the variable τ is expressed as a function of r and θ

and the determinant of the Jacobian of this transformation is introduced in equation

4.30.

τ = θ(r0/r−1) (4.31)

F(θ) =
∫ +∞

−∞

∫
θ

−∞

f (θ(r0/r−1),y)J(θ ,r)dθ dr (4.32)

The determinant of the Jacobian is calculated:

J(θ ,r) =

∣∣∣∣∣∣∣
∂τ

∂θ

∂τ

∂ r

∂ r
∂θ

∂ r
∂ r

∣∣∣∣∣∣∣=
∣∣∣∣∣∣∣

r0
r −1 r0τ

(τ+θ)2 − r0θ

r2

0 1

∣∣∣∣∣∣∣=
r0

r
−1 (4.33)

Equation 4.33 is rewritten as follows:

F(θ) =
∫ +∞

−∞

∫
θ

−∞

f (θ(r0/r−1),r)(r0/r−1)dθ dr (4.34)

By deriving the cumulative probability distribution F(θ) (equation 4.34) with re-

spect to θ , the probability distribution function f (θ) is given by:

f (θ) =
dF(θ)

dθ
=
∫ +∞

−∞

∫
θ

−∞

f (θ(r0/r−1),r)(r0/r−1)dr (4.35)
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If two random variables x and y are independent, the joint cumulative distribu-

tion satisfies:

F(x,y) = F(x)F(y) (4.36)

where F is the cumulative probability distribution.

Similarly, two continuous random variables are independent if:

f (x,y) = f (x) f (y) (4.37)

where f is the probability density function pd f .

Applying equation 4.37, equation 4.35 is modified as follows:

f (θ) =
∫ +∞

−∞

f (θ(r0/r−1)) f (r)(r0/r−1)dr (4.38)

The explicit probability density functions of τ and r (equations 4.28 and 4.29) are

introduced in equation 4.38:

f (θ) =
∫ +∞

−∞

1√
2πσ2

τ

e
−

(
θ

(
r0
r −1
)
−µτ

)2

2σ2
τ

1√
2πσ2

r
e
− (r−µr)2

2σ2r (r0/r−1)dr (4.39)

Equation 4.39 shows that the rotational correlation time distribution is given by a

combination of a Gaussian and a non-Gaussian function. However, as finding a

solution of this integral is not trivial, the problem will be approached in the next

section from a numerical point of view.

4.4.1.2 Numerical Approach

Simulation of Fluorescence Lifetime & Steady-State Anisotropy Distributions

Rotational correlation time distributions were simulated by defining a set of Gaus-

sian distributions for the fluorescence lifetime and the steady-state anisotropy in
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MATLAB and by applying equation 4.14. The initial anisotropy r0 was set to 0.4.

Each Gaussian distribution for τ and r was built up with 512×512 data points, sim-

ulating usual experimental images taken in the laboratory, with the same number

of pixels. Normal distributions of r, with a mean value µ ranging from 0.1 to 0.3

and with a standard deviation σ going from 0.005 to 0.1, were generated. Three

different mean values for the fluorescence lifetime distributions and three different

standard deviations per parameter were defined: 3.7 (± 0,001, 0.001, 0.1), 10 (±

0.001, 0.1, 1) and 100 (± 0.1, 1, 10) ns. So for each τ ± sd(τ), the rotational

correlation time distribution was calculated from all the combinations of r ± sd(r).

Mode & Skewness Distribution

The magnitude of the maximum θ within the rotational correlation time distribution

was obtained by computing its mode, which finds the most sampled value within the

distribution.

The asymmetry of the θ distribution around its mean was investigated by cal-

culating its skewness (SK). If the skewness is positive, it means the data are spread

out more to the right of the mean than to the left. If the skewness is negative, the data

are spread out more to the left. The skewness of a perfectly symmetric distribution

is zero. The skewness expression used in this work was the following:

SK =

1
n

n
∑

i=1
(xi−µ)3(√

1
n

n
∑

i=1
(xi−µ)2

)3 (4.40)

where x is the data of the distribution, µ is the mean value of x and n accounts for

the number of data points.

A skewness SK of 0 means that the distribution can be considered to be normal

or symmetric. If SK > 1 or SK < - 1, the distribution is considered to be highly
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skewed. If - 1 < SK < - 0.5 or 0.5 < SK < 1, the distribution is moderately skewed,

and if - 0.5 < SK < 0.5, the distribution is approximately symmetric.

Equation 4.40 relies on the mean value of the distribution. Large rotational

correlation time values off the general trend were discarded from the distribution

when the denominator of equation 4.14 gets close to 0. The criteria applied for

setting the histogram range was stopping the distribution when the number of events

at a certain θ was smaller or equal to 1% the registered number of events at the

peak position. This is analogous to consider a normal distribution with a standard

deviation close to 3σ .

4.4.2 Results & Discussion

All the results presented in the upcoming subsections correspond to simulated data.

4.4.2.1 Evolution of the Rotational Correlation Time Distribution

with the Steady-State Anisotropy Standard Deviation

An example of how the rotational correlation time distribution θ evolves with sd(r)

is presented in this subsection. This is given by Figure 4.10A, where the rotational

correlation time θ histogram is plotted for a range of steady-state standard devia-

tions sd(r).

A clear distinction between θ histograms corresponding to the first and last

cases (sd(r) = 0.005 and 0.1) are presented in Figure 4.10B and C, along their

rotational correlation time maps. From both plots, it can be observed that:

1. The magnitude of θ increases with sd(r) across the image.

2. The θ histogram evolves from a Gaussian distribution for low sd(r) to a non-

Gaussian distribution for high sd(r).

For the given example, the r normal distribution was defined around r = 0.3

and the fluorescence lifetime was defined as a Gaussian distribution with µ = 3.7
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ns and σ = 0.1 ns. The initial anisotropy was set to r0 = 0.4. Similar plots, with

varying τ and r normal distributions are presented in Appendix C.

Considering a single value for the initial anisotropy r0 is supported by the low

experimental uncertainties found for this parameter in Section 4.3.3.3 (Table 4.2).

Therefore, we do not expect any significant change in the rotational correlation time

distribution if a normal distribution for this parameter is defined. Nevertheless, this

is verified by defining a normal distribution for r0, with µ = 0.38 and σ = 0.02,

and comparing the resultant rotational correlation time distributions with the ones

obtained when r0 is set to 0.4. The results are presented in Appendix D.

Figure 4.10: (A) Evolution of the rotational correlation time distribution with sd(r) for r =
0.3, τ = 3.7 ± 0.1 ns and r0 = 0.4. Rotational correlation time maps and histograms for (B)

sd(r) = 0.005 and (C) sd(r) = 0.1. The map scale bars correspond to 25 pixels.
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A detailed numerical analysis of the impact of the different Perrin equation

parameters on the rotational correlation time distribution will be conducted in the

following sections.

4.4.2.2 Mode Dependence with the Fluorescence Lifetime Standard

Deviation

From Figure 4.10A, one can state with confidence that the θ distribution depends

on sd(r), as its histogram evolution with this parameter is evident. In order to

assess how the peak position of these distributions changes with sd(r) and assess

the impact of sd(τ) on it, θmax (mode) is calculated for each θ distribution. Three

different cases with τ = 3.7 ns are considered: sd(τ) = 0.1, 0.01 and 0.001 ns. The

steady-state anisotropy r is set to 0.1 and the initial anisotropy r0 to 0.4. This is

presented in Figure 4.11A, where the mode of θ is plotted against the steady-state

anisotropy standard deviation sd(r).

For all the sd(τ) cases, the maximum θ decreases with sd(r), which has a

clear impact on the magnitude and shape of the θ distribution. The three data sets

are fitted with a linear model, from where the gradients are extracted: - 9.48, - 8.87

and - 9.10 ns, for sd(τ) = 0.1, 0.01 and 0.001 ns, respectively. No correlation of

the gradient fit with sd(τ) is observed. Therefore, it can be concluded that for a

specific τ , r and r0, the magnitude of sd(τ) does not have any impact on the peak

position of the rotational correlation time θ distribution. The same data analysis

was undertaken for different fluorescence lifetimes and standard deviations: 10 ±

0.01, 0.1, 1 ns and 100 ± 0.1, 1, 10 ns (Appendix E).

4.4.2.3 Mode Dependence with the Steady-State Anisotropy

The dependence of the peak position of the rotational correlation time distribution

θmax with r was also investigated. Three different cases for r were taken into con-

sideration: 0.1, 0.2 and 0.3. For this example, θ was set to 3.7 ± 0.1 ns and r0 to
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0.4. The magnitude of θmax per r case was plotted against sd(r) (Figure 4.11B),

showing a progressive decrease of θmax with sd(r).

Figure 4.11: Dependence of the maximum value (θmax) of the rotational correlation time
distribution with sd(r) (A) for a fixed r and varying τ and sd(τ), and (B) for a fixed τ and

sd(τ) and varying r. All the data sets are fitted with a linear approximation.

The steepest slope of decrease of theta with increasing sd(r) was found at r = 0.3.

At r = 0.1, θ was nearly constant, independent of sd(r). The data was fitted by lin-

ear regression, giving progressively shallower slope with increasing r. For r = 0.3,

r = 0.2, and r = 0.1, the slopes of the linear regression model were −82.31 ns,

−21.38 ns, and −9.48 ns, respectively. Therefore, the gradient of the fit was cor-

related with the steady-state anisotropy r, which indicates the change in the peak

position with sd(r) is more evident for high values of r. Also, the magnitude of

θmax increased with r, as predicted by the Perrin equation (equation 4.13). The

highest intercept for the r = 0.3 data was a clear indication of this. Therefore, the

intercepts increased with r: 11.44 ns, 3.92 ns and 1.40 ns for r = 0.3, 0.2 and 0.1,

respectively. A similar data analysis with alike results was undertaken for τ = 10 ±

0.1 ns and 100 ± 0.1 ns (Appendix F).

4.4.2.4 Rotational Correlation Time Distribution Mode Map

The mode of the rotational correlation time distribution per r, sd(r), τ and sd(τ) is

investigated in this subsection.
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In Figure 4.12, an array of r and sd(r), ranging from 0.10 and 0.005 to 0.30

and 0.01, respectively, is defined. Three different fluorescence lifetimes with three

varying standard deviations are selected (3.7 ± 0.001, 0.01, 0.1 ns, 10 ± 0.01, 0.1,

1 ns and 100 ± 0.1, 1, 10 ns) and the corresponding rotational correlation time

distribution calculated. From each distribution, the maximum θ is computed and

plotted. Each row corresponds to one fluorescence lifetime τ and different sd(τ)

are located in different columns. The initial anisotropy r0 is 0.4. For each plot of

Figure 4.12: Rotational correlation time distribution mode per r, sd(r) and τ ± sd(τ).

Figure 4.12, an increase in the θmax is observed in a diagonal trend, from high sd(r)

and low r to low sd(r) and high r values. The magnitude of θmax scales up with the

fluorescence lifetime, in good agreement with the Perrin equation (equation 4.13).

The plots of each individual row can be considered as almost identical, where the

sd(τ) does not modify the final outcome, such as it was discussed in the previous

section (Section 4.4.2.2).
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4.4.2.5 Skewness Map of the Rotational Correlation Time Distribu-

tion

The study of how far a distribution deviates from normal is undertaken by calculat-

ing the skewness SK of such distribution. This was applied to the θ distributions

per r, sd(r), τ and sd(τ).

A similar array of r and sd(r) as described in Section 4.4.2.4 was generated

and the skewness of the resultant θ distributions was calculated according to equa-

tion 4.40. The results are presented in Figure 4.13 and classified by fluorescence

and standard deviation lifetimes. For all the τ cases, the SK of the θ distribution

Figure 4.13: Rotational correlation time distribution skewness SK per r, sd(r) and τ ±
sd(τ).

over sd(r) increases with a slower rate for small values of r, where in contrast for

higher values of r the SK magnitude achieves higher levels, for the same sd(r). This

indicates that the θ distribution evolves faster from a normal to a highly skewed dis-
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tribution for high r values. Also, for the same fluorescence lifetime τ , a change in

sd(τ) does not modify the SK trend or it is almost negligible. If the SK of the θ

distribution is compared across the three fluorescence lifetimes τ , a decrease on

magnitude of SK is observed at high r and sd(r) when τ increases. This is indicated

by the yellow dots located at the high r and sd(r) region of the first row of plots of

Figure 4.13 (lowest τ) and the lack of them at the last row of plots of Figure 4.13

(highest τ). This yields an increase in the SK bands magnitude at high sd(r) when

τ is larger.

4.5 Summary & Conclusion
This chapter was split in two different sections:

1. Section 4.3: ’Estimation of the Rotational Correlation Time Uncertainty from

a Single Decay’

2. Section 4.4: ’Rotational Correlation Time Distribution from an Image’

1. An expression for the uncertainty of the rotational correlation time (equation

4.21) was derived and applied in order to investigate which boundary conditions

should be established to optimise the uncertainty of θ . This was done making use

of a standard propagation of uncertainties of the parameters θ and r and the Perrin

equation for a freely rotating probe. The simulated data revealed that the minimum

θ uncertainty is located at θ = τ [288]. However, if the number of time channels k is

too low, the minimum θ is located at θ ≤ τ with an increase on its uncertainty. For

these cases, a higher time resolution is needed in order to measure with high accu-

racy the rotational correlation time θ of a probe that rotates fast(er) in comparison

to the lifetime τ of its excited state. Equation 4.21 allows the user to estimate how

many photons N are necessary to obtain a desired accuracy for θ , where τ , θ and r0

are known or must be estimated a priori. The theoretical expression for the fluores-

cence lifetime standard deviation was validated by comparison of its outcome with
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some experimental data with varying N. Once an agreement between theory and

experiment was shown, this equation was introduced with confidence in the expres-

sion derived in this chapter for sd(θ ). The experimental time-resolved fluorescence

anisotropy fit parameter θ and its uncertainty were calculated for varying N regions

and sd(θ )/θ was compared with its theoretical equivalence (equation 4.21). A good

agreement between theory and experiment was shown, and the importance of mea-

suring a G-factor equal to 1 or very close to 1 in order to correctly apply the derived

equation, was highlighted.

Since the initial goal of this section was to figure out how many photons are

needed for time-resolved fluorescence anisotropy measurements, we present in the

following table a real example of GFP in water, with the fluorescence lifetime τ =

2.5 ns, the rotational correlation time θ = 16 ns, the initial steady-state anisotropy r0

= 0.4, the number of time channels k = 1024, the experimental time window T = 50

ns and the G-factor G = 1. The number of photons N is isolated from equation 4.22

and the results for different rotational correlation time accuracies are as follows:

Table 4.4: Calculation of the number of photons N needed to achieve the different θ

accuracies in time-resolved fluorescence anisotropy.

θ accuracy (%) N (photons)
1 ' 4 × 106

5 ' 1.6 × 105

10 ' 4 × 104

20 ' 104

50 ' 1.6 × 103

2. The rotational correlation time distribution of a probe freely rotating in an

isotropic and homogeneous solution was studied. Although, an analytical expres-

sion for the probability density function of θ was presented in this work, a numer-

ical approach was applied for simplicity. The analytically derived equation 4.39

states that the pdf(θ ) is a combination of a Gaussian and a non-Gaussian distribu-

tion. From a numerical point of view, simulated data showed that the θ distribu-
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tion evolved from a Gaussian to a non-Gaussian distribution when the steady-state

anisotropy standard deviation sd(r) increased. Also, its peak position (mode) was

demonstrated to vary with r, sd(r) and the fluorescence lifetime τ , but no change

in the θ distribution mode was noticeable by varying the sd(τ) of a certain τ . The

mode was shown to scale up with r and τ , while decreasing with sd(r). The skew-

ness studies suggested that at low r and sd(r) values the θ distribution is minimally

skewed, while at high r and sd(r) values, the pdf(θ ) increases its skewness. This

transition between low and high skewness SK occurred in a faster rate for low r

values. The fluorescence lifetime and its standard deviation seemed to have no sig-

nificant impact on the pdf(θ ) skewness. For all these examples, only positive and

zero values for SK were found, indication of a right-located tail on the θ distribu-

tion.

Overall, this work was able to successfully address the two scientific questions

that had been asked in the Motivation section.



Chapter 5

Conclusions and future directions

Exploring the stretched exponential decay model as a FRET indi-

cator for EGFP dimers

As protein dimerisation triggers many biological processes, such as cell signalling,

the investigation of this phenomenon was the subject of the second chapter of this

thesis. The disruption of the transmembrane protein Coxsackievirus and Aden-

ovirus Receptor (CAR) dimers tagged with GFP was studied after infection with the

adenovirus Ad5 Fibre-knob (Ad5FK) in Human Bronchial Epithelial Cells (HBEC).

For this purpose, two EGFP standards, monomer and dimer, in buffer/glycerol so-

lutions were first characterised via fluorescence microscopy techniques and simu-

lation tools. The main objective consisted of comparing these two EGFP standards

with the response measured in cells to conclude with quantitative information about

the number of proteins CAR.

The fluorescence lifetime of each EGFP construct per buffer/glycerol solution

was correlated with its environmental refractive index according to the Strickler-

Berg relationship. Almost identical fluorescence lifetime values were reported for

both EGFP constructs in the same environmental conditions. However, a very small

increase in the fluorescence lifetime of the EGFP dimer in comparison to the EGFP

monomer was observed and related to the presence of the other EGFP monomer

and the flexible linker that holds the two proteins together. Experimental time-

228
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resolved fluorescence anisotropy measurements showed with high clarity the dif-

ference between EGFP constructs via the observation of the beginning of the de-

cay. While the EGFP monomer anisotropy decays were successfully fitted with

a single-exponential model, the EGFP dimer anisotropy decays needed additional

parameters for a proper fit. Two models were proposed for the fit: stretched expo-

nential and bi-exponential. The stretched exponential model was shown to fit best

the EGFP dimer anisotropy data, where the anisotropy depolarisation is assumed to

be exclusively due to homo-FRET. The bi-exponential model was automatically dis-

carded for the interpretation of the anisotropy data, as the results extracted from this

model stated that the EGFP dimer experienced a quicker tumbling in comparison to

the EGFP monomer, which makes no sense since its gyration radius is larger. When

the EGFP dimer solutions were investigated via spectrally resolved steady-state flu-

orescence anisotropy measurements, a decrease in homo-FRET near the red-edge

of the excitation spectrum was detected, consistent with the suppression of FRET

at that position. The lateral mobility of the two EGFP constructs was assessed via

FRAP, where a slower mobility was associated to the EGFP dimer in comparison to

the monomer construct. With the molecular dynamic (MD) simulations, the FRET

energy efficiency between proteins was calculated via the extraction of the distance

between EGFPs and their relative orientation. The FRET energy efficiency calcu-

lated from the MD simulations was compared with the experimental data, which

presented a good agreement with the results extracted from the application of the

stretched exponential model to the experimental anisotropy data. Simulated time-

resolved anisotropy decays were also generated for both EGFP constructs, where

rotational Brownian motion is the only cause of anisotropy depolarisation. The

results revealed that, in the absence of FRET, each monomer of the EGFP dimer

construct tumbles approximately twice as slowly as the EGFP monomer construct.

Moreover, the experimental and simulated rotational correlation times of the EGFP

monomer were shown to be in excellent agreement. Overall, two EGFP constructs
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(monomer and dimer) were characterised and clearly distinguished through experi-

mental techniques and simulation tools.

After the characterisation of these two EGFP standards, the disruption of the

CAR-GFP dimers was investigated via time-resolved and steady-state fluorescence

anisotropy. Treated cells with the adenovirus Ad5FK were fixed after three and

20 minutes of the adenovirus uptake by the cell. The fluorescence lifetime as-

sociated with the 20-minute treated cells was found to be almost identical to the

control’s, where the three-minute treated cells presented the highest fluorescence

lifetime response. If the GFP fluorescence lifetime is exclusively correlated with

the environmental refractive index, then the results may be interpreted as a relo-

cation of the CAR proteins to their original position after the dimer disruption by

the adenovirus. Consistent results were given by time-resolved and steady-state

fluorescence anisotropy. The time-resolved fluorescence anisotropy data was fitted

with two models: hindered rotation and stretched exponential. The FRET energy

efficiency calculated from the application of the stretched exponential model to the

anisotropy data was shown to be in good agreement with the fluorescence lifetime

and the steady-state fluorescence anisotropy results.

A continuation of the work presented in Chapter 2, in regards to the two EGFP

standards, involves further investigation of the effect of the environmental refrac-

tive index on the integral overlap between excitation and emission spectra via the

extinction coefficient of the molecule. This may explain why the molecule con-

centration is not consistent across the varying refractive index solutions. Another

parameter involved in the molecule concentration is the dipole orientation between

proteins, given by κ2. Although we expect this value to remain constant across the

varying refractive index and viscosity solutions, it may be worthwhile investigat-

ing its behaviour via further MD and/or Monte Carlo simulations. It may also be

interesting to make solution mixtures using a different solvent in combination with
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PBS(X1). The rotational correlation time of the EGFP dimer could be investigated

and compared with the experimental results presented in Chapter 2 at comparable

refractive index/viscosity values. This may give some insight about the effect of the

solvent on the protein dynamics.

The ultimate goal of Chapter 2 consisted of the study of protein dimerisation

in physiological conditions. Therefore, the next step would consist of tracking the

disruption of CAR dimers via the adenovirus Ad5FK in live cells through time-

resolved fluorescence anisotropy. In order to compare the response measured from

the two EGFP standards and the response obtained from the GFP-CAR samples,

the two EGFP standards need to be measured in a similar environment/structure.

For this reason, a more fair comparison may consist of preparing some homoge-

neates and measure the anisotropy response of the two EGFP standards to directly

compare with the results found in live cells.

Development of a Multi-Modal Confocal Fluorescence Mi-

croscopy Technique based on Time-Correlated Single Photon

Counting

The third chapter of this thesis presents the development of a multi-modal confocal

fluorescence microscopy setup based on time-correlated single photon counting

(TCSPC), named F3. The main advantage of this setup is the amount of infor-

mation that is collected from the sample, taking full advantage of the limited

photon budget. The techniques that conform this setup are: Fluorescence lifetime

imaging (FLIM), time-resolved fluorescence anisotropy imaging (tr-FAIM) and

fluorescence recovery after photobleaching (FRAP). A series of fluorescence pa-

rameters are measured in a single experiment and information about the probe’s

environment is gained. The setup was successfully calibrated with five solutions

of rhodamine 6G in glycerol/water and applied to single lipid bilayers (SLBs) with
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the environmentally-sensitive dye di-4-ANEPPDHQ. As an imaging setup, F3 was

able to generate FLIM, steady-state anisotropy, steady-state anisotropy standard

deviation, total intensity and rotational correlation time maps for each sample. The

grainy nature of the rotational correlation times maps was associated with the diffi-

culty of performing accurate anisotropy fits in the presence of high noise levels and

the binning effect.

The rhodamine 6G hydrodynamic radius (Rh,F3,rot = 0.3963 ± 0.0821 nm)

was calculated combining the rotational and translational information, without any

a priori knowledge about the viscosity. The results obtained in this work were

in good agreement with the previously reported in literature. As discussed in

Chapter 3, the anisotropic nature of the SLB did not permit the combination of

the rotational (related to micro-viscosity) and translational (associated with macro-

viscosity) information to calculate the hydrodynamic radius of di-4-ANEPPDHQ.

Macro- and micro-viscosities were shown to differ by more than one order of

magnitude and the low values extracted for the translational diffusion coefficient

(Dt,exp = 0.15± 0.06 µm2/s) were related to the interaction of the lipids with the

substrate, which may slow down the lateral mobility of the probe. Another explana-

tion for the mismatch between the two viscosities may lie in the fact that the probe,

sitting between the lipids, is able to rotate locally (θ = 2.36± 0.26 ns) at a different

speed in comparison to its lateral mobility, where the probe finds as an opposition

the lipids conforming the cell membrane. The low calculated rotational correlation

time reinforces the theory of the location of the probe in the outer leaflet of the

membrane, providing the dye high rotational mobility. This is consistent with the

obtained lipid packing (S2 = 0.44 ± 0.03). Fluorescence lifetime information was

also extracted, where an average value of 2.10 ± 0.06 ns was reported. Useful in-

formation can be extracted from this fluorescence parameter. Fluorescence lifetime

reports for instance on the membrane hydration. A probe’s fluorescence lifetime re-
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duction may be an indication of water quenching, and thus high levels of hydration

within the cell membrane. Moreover, an increase in the number of water molecules

surrounding the probe may suggest an incomplete insertion of the dye within the

cell membrane, consistent with the interpretation of the anisotropy data.

Future work on the topic presented in Chapter 3 may consist of a further study

of the interaction between the glass surface and the membrane. Via molecular

dynamic (MD) simulations one should be able to assess the lateral mobility of the

dye di-4-ANEPPDHQ within the cell membrane at varying distances between the

solid support and the lipid bilayer. To ensure about the experimental methodol-

ogy and data analysis approach, other popular model membranes with other dyes

can be measured, such as the dye laurdan in DOPC giant unilamellar vesicles

(GUVs). This would enable the direct comparison with findings reported by liter-

ature. Lastly, F3 may be explored with other model membranes and dyes to probe

different types of micro-environments with order parameters, such as membrane

curvature, charge, hydration, fluidity, etc. Temperature-controlled measurements

could also be acquired for this purpose and to investigate the model membrane

transition points.

Investigation of the Rotational Correlation Time Uncertainty and

Distribution from Time-Resolved Fluorescence Anisotropy Data

On the one hand, an expression for the uncertainty of the rotational correlation

time ∆θ was derived in Chapter 4. This expression permitted the investigation

of the boundary conditions that should be established to optimise the uncertainty

associated with the rotational correlation time via simulated data. Within the main

findings, we can highlight the following: in the great majority of the cases the

optimal rotational correlation time was found at θ = τ , such as established by We-

ber [288], and the time resolution given by the number of channels k was shown
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to act as a threshold in the optimisation of the rotational correlation time uncer-

tainty. The derived expression for ∆θ was applied to experimental data and was

demonstrated to highly correlate with the simulated data. On the other hand, the

distribution of the rotational correlation time across an homogeneous image was

investigated through simulated data. This was mainly driven by the experimental

observation of a non-Gaussian distribution for this parameter, θ . For this purpose,

an analytical expression for its distribution was derived, where the fluorescence

lifetime and steady-state anisotropy distributions were defined as Gaussian func-

tions. Due to its non-trivial solution, the problem was approached numerically.

The main conclusion of this study attributed a high dependence of the skewness

of the rotational correlation time histogram on the uncertainty of the steady-state

anisotropy distribution. The skewness of the rotational correlation time was found

to increase with the uncertainty associated with the steady-state anisotropy and to

remain almost invariant with any change in the fluorescence lifetime or its uncer-

tainty. Thus, we demonstrated that the distribution of the rotational correlation time

can present a Gaussian or non-Gaussian distribution, strongly dependent on the

steady-state anisotropy uncertainty.

A possible continuation of this work would consist of establishing a frame

of reference that helped the user to know the collection time for the parallel and

perpendicular intensity decays to achieve the desired rotational correlation time un-

certainty. Different factors should be taken into account: laser repetition rate, laser

power, time window, time resolution, objective NA, dimensions of field of view

if the sample is scanned, etc. In regards to the rotational correlation time distri-

bution, simulated and experimental data should be compared with a change in the

steady-state anisotropy uncertainty distribution via varying the number of photons

collected per image pixel.



Appendix A

Single Lipid Bilayers Preparation

1. Materials

• Dipalmitoylphosphatidylcholine (DOPC) Lipid Solution in Chloroform

• Fluorescence dye (Di-4-ANEPPDHQ) solution in Dimethyl Sulfoxide

(DMSO) or methanol

• Deionized water

• SLBs buffer

• Glass substrate and cover slip

• Extrusion set (Avanti Mini Extruder)

• Pipettes

• Desiccator

• Sonicator Bath

• Plasma Cleaner

• Glass spherical flask and vial

2. Protocol

(a) Single Lipid Bilayers (SLB) Buffer Preparation
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i. The buffer solution was made as previously described [290].

For the elaboration of the buffer we used the following con-

centrations: 100 mM NaCl (Sodium Chloride), 20 mM of N-2-

hydroxyethylpiperazine-N-2-ethanesulfonic acid (HEPES), and 2

mM CaCl2 (Calcium Chloride). Measure 290 mg of NaCl, 238

mg of HEPES, and 11.1 mg of CaCl2 using a high precision dig-

ital scale and add to 50 mL of purified water in a conical bottom

tube. The calcium ions facilitate the adhesion of the SUVs onto the

coverslip in the last stages of the SLB preparation.

ii. As a preservative, Sodium Azide (NaN3) is used. 15 µL of 0.5 M

NaN3 are added.

iii. The solution’s pH is adjusted to 7.4 with a pH meter, by adding

NaOH. Prior calibration is required.

iv. Ensure all solids have readily dissolved in the purified water by

placing conical bottom tube on vortex mixer. The buffer solution

should be kept refrigerated.

(b) Small Unilamellar Vesicles (SUVs) Preparation

i. DOPC (Molar mass: 734 g/mol) was the phospholipid used to pre-

pare the lipid bilayer solution. The lipids should be stored at -20◦C.

ii. 10 mg of DOPC are added into 1 mL of chloroform by using a

small glass vial that has been previously washed with chloroform.

The final lipid concentration is 13.6 mM.

iii. Add 100 µL of this mixture to the spherical flask. Make a stock

solution of the dye di-4-ANEPPDHQ at 5 mM in DMSO. Add 2 µL

of the dye solution to the lipid one. In this way, the ratio between

the dye and the lipid is 1/50.

iv. Evaporate the chloroform of the solution by rotating the flask under
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very gentle nitrogen flow. The dried lipid films should form on the

walls of the glass vial.

v. To ensure that the solvent has been completely removed, dry the

lipid films overnight in vacuum conditions (in a desiccator) to pre-

vent the sample from oxidising.

vi. The stock lipid vesicle solution used is typically 1 mM. Therefore,

and additional 1 ml of SLB buffer is added to the solution. This

yields to a final concentration of the stock lipid vesicle solution of

1.36 mM. Sonication (minimum: 1 hour) is performed in order to

achieve complete dilution. The sonication lasts till the lipid films

are totally resuspended and the solution is cloudy.

vii. To reduce the size of the SUVs to 100 nm diameter, load the solu-

tion into an extrusion syringe and extrude 10 times through a 100

nm nucleopore track-etch membrane, guarded between two filter

supports. After extrusion, the solution should be clear.

A. To assemble the extruder apparatus, prewet the two filter sup-

ports in buffer and place them on each of the two Teflon blocks.

Prewet the nucleopore membrane and center it on one of the

two blocks, ensuring that the inner part is intact. With the

two Teflon blocks facing each other and the membrane held

between them, seal the system using the hex nut.

B. Place the empty syringe on the one end of the extruder and

the filled one on the other. Gently push the filled syringe until

it is completely empty and its contents have transferred into

the other syringe. Repeat this process 10 times, with the final

extrusion filling the initially empty syringe.

C. The SUV solution should be stored at 4◦C and used within one
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week.

(c) Glass cover slip Preparation

i. To ensure that the glass cover slips are clean, sonicate with ethanol

and dry them using gentle nitrogen flow.

ii. Spread substrates on a petri dish without touching each other or

overlapping and place it on the flat surface inside the tube of the

plasma cleaner. Treat both sides of the substrates with air plasma

for two minutes per side.

(d) Supported Lipid Bilayers (SLBs) Formation

i. Place an orange squared sticker onto the back of a petri dish as a

reference and immediately after you affix the substrate on top of it.

Glue a black rubber ring on its surface using vacuum grease.

ii. Add 270 µL of the buffer solution to the treated substrate and 30 µL

of the SLB solution (1:9 dilution) such that it covers the entire sur-

face enclosed by the rubber ring. Incubate for 30 minutes (optional:

in a moisture box). DOPC can be incubated at room temperature.

iii. After incubation, wash the SLB by pipetting the buffer solution up

and down at least three times while adding fresh buffer after every

wash. It is crucial that the surface of the substrate never completely

dries or has gaps in its surface otherwise the SLB structures will

be destroyed. For that reason it is also important to not touch the

surface of the glass substrate with the pipette. Finally the coverslip

is placed on top of the black rubber ring which contains the final

lipid labelled solution.



Appendix B

Dependence of Rotational

Correlation Time Uncertainty with

Time Resolution: Cross Sections

Figure B.1: Dependence of minimum ∆θ/θN=1 with τ and k for a fixed θ and time
window T. This example is given for T = 10 ns.
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Figure B.2: Dependence of minimum ∆θ/θN=1 with τ and k for a fixed θ and time
window T. This example is given for T = 50 ns.

Figure B.3: Dependence of minimum ∆θ/θN=1 with τ and k for a fixed θ and time
window T. This example is given for T = 100 ns.
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Figure B.4: Dependence of minimum ∆θ/θN=1 with τ and k for a fixed θ and time
window T. This example is given for T = 200 ns.

Figure B.5: Dependence of minimum ∆θ/θN=1 with τ and k for a fixed θ and time
window T. This example is given for T = 500 ns.
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Figure B.6: Dependence of minimum ∆θ/θN=1 with τ and k for a fixed θ and time
window T. This example is given for T = 1000 ns.

Figure B.7: Dependence of minimum ∆θ/θN=1 with θ and k for a fixed τ and time
window T. This example is given for T = 10 ns.
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Figure B.8: Dependence of minimum ∆θ/θN=1 with θ and k for a fixed τ and time
window T. This example is given for T = 50 ns.

Figure B.9: Dependence of minimum ∆θ/θN=1 with θ and k for a fixed τ and time
window T. This example is given for T = 100 ns.
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Figure B.10: Dependence of minimum ∆θ/θN=1 with θ and k for a fixed τ and time
window T. This example is given for T = 200 ns.

Figure B.11: Dependence of minimum ∆θ/θN=1 with θ and k for a fixed τ and time
window T. This example is given for T = 500 ns.
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Figure B.12: Dependence of minimum ∆θ/θN=1 with θ and k for a fixed τ and time
window T. This example is given for T = 1000 ns.



Appendix C

Evolution of the Rotational

Correlation Time Distribution with

the Steady-State Anisotropy

Standard Deviation
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Figure C.1: Evolution of the rotational correlation time distribution with sd(r) for τ = 100
± (a) 0.1, (b) 1 and (c) 10 ns. The initial anisotropy r0 is set to 0.4.
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Figure C.2: Evolution of the rotational correlation time distribution with sd(r) for τ = 3.7
± 0.1 ns and for three different steady-state anisotropy values: (a) r = 0.1, (b) r = 0.2 and

(c) r = 0.3. The initial anisotropy r0 is set to 0.4.
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Figure C.3: Evolution of the rotational correlation time distribution with sd(r) for τ = 100
± 0.1 ns and for three different steady-state anisotropy values: (a) r = 0.1, (b) r = 0.2 and

(c) r = 0.3. The initial anisotropy r0 is set to 0.4.



Appendix D

Evolution of the Rotational

Correlation Time Distribution with

the Steady-State Anisotropy

Standard Deviation for a r0 Normal

Distribution
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Figure D.1: Evolution of the rotational correlation time distribution with sd(r) for τ = 3.7
± 0.1 ns and r = 0.1. The initial anisotropy r0 is set to (a) 0.4 and (b) 0.38 ± 0.02.



Appendix E

Mode Dependence with the

Fluorescence Lifetime Standard

Deviation

Figure E.1: Dependence of the maximum value (θmax) of the rotational correlation time
distribution with sd(r) for r = 0.1 and r0 = 0.4. Varying fluorescence lifetimes and standard
deviations are applied: (a) τ = 10 ± 0.01, 0.1 and 1 ns, and (b) τ = 100 ± 0.1, 1 and 10 ns.
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Appendix F

Mode Dependence with the

Steady-State Anisotropy

Figure F.1: Dependence of the maximum value (θmax) of the rotational correlation time
distribution with sd(r) for r = 0.1, 0.2 and 0.3. The fluorescence lifetime is: (a) τ = 10 ±

0.1 ns and (b) τ = 100 ± 0.1 ns. The initial anisotropy r0 is equal to 0.4
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proving the accuracy of fluorescence recovery after photobleaching analysis,”

Biophysical Journal, vol. 95, no. 11, pp. 5334–5348, 2008.

[95] H. Deschout, J. Hagman, S. Fransson, J. Jonasson, M. Rudemo, N. Loren,

and K. Braeckmans, “Straightforward FRAP for quantitative diffusion mea-

surements with a laser scanning microscope,” Optics Express, vol. 18, no. 22,

pp. 22886–22905, 2010.

[96] M. Kang, C. A. Day, A. K. Kenworthy, and E. DiBenedetto, “Simplified

equation to extract diffusion coefficients from confocal FRAP data,” Traffic,

vol. 13, no. 12, pp. 1589–1600, 2012.

[97] R. Xiong, R. E. Vandenbroucke, K. Broos, T. Brans, E. V. Wonterghem,

C. Libert, J. Demeester, S. C. D. Smedt, and K. Braeckmans, “Sizing nano-

materials in bio-fluids by CFRAP enables protein aggregation measurements

and diagnosis of bio-barrier permeability,” Nature Communications, no. 7,

p. 12982, 2016.

[98] D. E. Koppel, “Fluorescence redistribution after photobleaching. A new mul-

tipoint analysis of membrane translational dynamics,” Biophysical Journal,

vol. 28, no. 2, pp. 281–291, 1979.

[99] P. Wedekind, U. Kubitscheck, and R. Peters, “Scanning microphotolysis:

a new photobleaching technique based on fast intensity modulation of a



Bibliography 267

scanned laser beam and confocal imaging,” Journal of Microscopy, vol. 176,

no. 1, pp. 23–33, 1994.

[100] L. S. Cutts, P. A. Roberts, J. Adler, M. C. Davies, and C. D. Melia, “Determi-

nation of localized diffusion coefficients in gels using confocal scanning laser

microscopy,” Journal of Microscopy, vol. 180, no. 2, pp. 131–139, 1995.

[101] K. Braeckmans, L. Peeters, N. N. Sanders, S. C. De Smedt, and J. Demeester,

“Three-dimensional fluorescence recovery after photobleaching with the

confocal scanning laser microscope,” Biophysical Journal, vol. 85, no. 4,

pp. 2240–2252, 2003.

[102] M. Kang, C. A. Day, K. Drake, A. K. Kenworthy, and E. DiBenedetto,

“A generalization of theory for two-dimensional fluorescence recovery after

photobleaching applicable to confocal laser scanning microscopes,” Biophys-

ical Journal, vol. 97, no. 5, pp. 1501–1511, 2009.

[103] D. Mazza, K. Braeckmans, F. Cella, I. Testa, D. Vercauteren, J. Demeester,

S. S. De Smedt, and A. Diaspro, “A new FRAP/FRAPa method for three-

dimensional diffusion measurements based on multiphoton excitation mi-

croscopy,” Biophysical Journal, vol. 95, no. 7, pp. 3457–3469, 2008.

[104] S. Seiffert and W. Oppermann, “Systematic evaluation of FRAP experiments

performed in a confocal laser scanning microscope,” Journal of Microscopy,

vol. 220, no. 1, pp. 20–30.

[105] G. I. Hauser, S. Seiffert, and W. Oppermann, “Systematic evaluation of

FRAP experiments performed in a confocal laser scanning microscope - Part

II: multiple diffusion processes,” Journal of Microscopy, vol. 230, no. 3,

pp. 353–362.



Bibliography 268

[106] E. L. Elson, “Fluorescence correlation spectroscopy measures molecular

transport in cells,” Traffic (Copenhagen, Denmark), vol. 2, no. 11, pp. 789–

796, 2001.

[107] B. L. Sprague, R. L. Pego, D. A. Stavreva, and J. G. McNally, “Analysis of

binding reactions by fluorescence recovery after photobleaching,” Biophysi-

cal journal, vol. 86, no. 6, pp. 3473–95, 2004.

[108] M. Liu, M. Jia, H. Pan, L. Li, M. Chang, H. Ren, F. Argoul, S. Zhang,

and J. Xu, “Instrument response standard in time-resolved fluorescence spec-

troscopy at visible wavelength: quenched fluorescein sodium,” Applied spec-

troscopy, vol. 68, no. 5, pp. 577–583, 2014.

[109] M. Koshioka, K. Sasaki, and H. Masuhara, “Time-dependent fluorescence

depolarization analysis in three-dimensional microspectroscopy,” Applied

Spectroscopy, vol. 49, no. 2, pp. 224–228, 1995.

[110] J. J. Fisz, “Fluorescence polarization spectroscopy at combined high-aperture

excitation and detection: application to one-photon-excitation fluorescence

microscopy,” Journal of Physical Chemistry A, vol. 111, no. 35, pp. 8606–

8621, 2007.

[111] S. C. Warren, A. Margineanu, D. Alibhai, D. J. Kelly, C. Talbot, Y. Alexan-

drov, I. Munro, M. Katan, C. Dunsby, and P. M. W. French, “Rapid global fit-

ting of large fluorescence lifetime imaging microscopy datasets,” PLoS ONE,

vol. 8, no. 8, 2013.

[112] S. Pelet, M. J. R. Previte, L. H. Laiho, and P. T. C. So, “A fast global fit-

ting algorithm for fluorescence lifetime imaging microscopy based on image

segmentation,” Biophys J, vol. 87, no. 4, pp. 2807–2817, 2004.



Bibliography 269

[113] P. J. Verveer, A. Squire, and P. I. H. Bastiaens, “Global analysis of fluores-

cence lifetime imaging microscopy data,” Biophysical Journal, vol. 78, no. 4,

pp. 2127–2137, 2000.

[114] S.-c. Liao, Y. Sun, and U. Coskun, “FLIM analysis using the phasor plots,”

ISS Technical Note, no. 0, pp. 1–13, 2014.

[115] M. A. Digman, V. R. Caiolfa, M. Zamai, and E. Gratton, “The phasor

approach to fluorescence lifetime imaging analysis,” Biophysical Journal,

vol. 94, no. 2, pp. L14–L16, 2008.

[116] A. Le Marois, S. Labouesse, K. Suhling, and R. Heintzmann, “Noise-

corrected principal component analysis of fluorescence lifetime imaging

data,” Journal of Biophotonics, vol. 10, no. 9, pp. 1124–1133, 2017.

[117] R. Esposito, G. Mensitieri, and S. de Nicola, “Improved maximum entropy

method for the analysis of fluorescence spectroscopy data: evaluating zero-

time shift and assessing its effect on the determination of fluorescence life-

times,” Analyst, vol. 140, pp. 8138–8147, 2015.

[118] E. G. Novikov, V. V. Skakun, J. W. Borst, and A. J. W. G. Visser, “Maxi-

mum entropy analysis of polarized fluorescence decay of (E)GFP in aqueous

solution,” Methods and Applications in Fluorescence, vol. 6, no. 1, 2018.

[119] S. C. Warren, Development and application of multiplexed fluorescence

imaging to chemotaxis signalling pathways. PhD thesis, Imperial College

London, 2014.

[120] V. V. Anh, “Nonlinear least squares and maximum likelihood estimation of

a heteroscedastic regression model,” Stochastic Processes and their Applica-

tions, vol. 29, no. 2, pp. 317–333, 1988.



Bibliography 270

[121] M. Maus, M. Cotlet, J. Hofkens, T. Gensch, F. C. De Schryver, J. Schaffer,

and C. A. M. Seidel, “An experimental comparison of the maximum like-

lihood estimation and nonlinear least-squares fluorescence lifetime analysis

of single molecules,” Analytical Chemistry, vol. 73, no. 9, pp. 2078–2086,

2001.

[122] T. Hauschild and M. Jentschel, “Comparison of maximum likelihood esti-

mation and chi-square statistics applied to counting experiments,” vol. 457,

no. 1-2, pp. 384–401, 2001.

[123] J. Kim and J. Seok, “Statistical properties of amplitude and decay parameter

estimators for fluorescence lifetime imaging,” Optics Express, vol. 21, no. 5,

p. 6061, 2013.

[124] P. Barber, “Help for time-resolved analysis TRI2 version 2.4.”

http://users.ox.ac.uk/˜atdgroup/technicalnotes/

Time20resolved20analysis20help.pdf, 2010.

[125] M. I. Rowley, A. C. C. Coolen, B. Vojnovic, and P. R. Barber, “Estima-

tion, decay model selection and instrument response determination for low-

intensity FLIM imaging,” pp. 1–28, 2016.

[126] M. I. Rowley, P. R. Barber, A. C. C. Coolen, and B. Vojnovic, “Bayesian

analysis of fluorescence lifetime imaging data,” in Multiphoton Microscopy

in the Biomedical Sciences XI (A. Periasamy, K. König, and P. T. C. So, eds.),

vol. 7903, pp. 339 – 350, International Society for Optics and Photonics,

SPIE, 2011.

[127] P. Kapusta, R. Erdmann, U. Ortmann, and M. Wahl. https:

//www.picoquant.com/images/uploads/page/files/

7345/technote_ft100_anisotropy.pdf.

http://users.ox.ac.uk/~atdgroup/technicalnotes/Time 20resolved 20analysis 20help.pdf
http://users.ox.ac.uk/~atdgroup/technicalnotes/Time 20resolved 20analysis 20help.pdf
https://www.picoquant.com/images/uploads/page/files/7345/technote_ft100_anisotropy.pdf
https://www.picoquant.com/images/uploads/page/files/7345/technote_ft100_anisotropy.pdf
https://www.picoquant.com/images/uploads/page/files/7345/technote_ft100_anisotropy.pdf


Bibliography 271

[128] K. A. Lidke, B. Rieger, D. S. Lidke, and T. M. Jovin, “The role of pho-

ton statistics in fluorescence anisotropy imaging,” IEEE Trans. Img. Proc.,

vol. 14, no. 9, pp. 1237–1245, 2005.

[129] C. Kappel and R. Eils, “Fluorescence recovery after photobleaching with the

Leica TCS SP2,” Cancer Research, no. 18, 2004.

[130] E. D. Siggia, J. Lippincott-schwartz, and S. Bekiranov, “Diffusion in inho-

mogeneous media: theory and simulations applied to whole cell photobleach

recovery,” Biophysical Journal, vol. 79, no. 4, pp. 1761–1770, 2000.

[131] E. L. Snapp, N. Altan, and J. Lippincott-Schwartz, “Measuring protein mo-

bility by photobleaching GFP chimeras in living cells,” Current Protocols in

Cell Biology, vol. 19, no. 1, pp. 21.1.1–21.1.24, 2003.

[132] H. Deschout, J. Hagman, S. Fransson, J. Jonasson, M. Rudemo, N. Lorén,

and K. Braeckmans, “Straightforward FRAP for quantitative diffusion mea-

surements with a laser scanning microscope,” Optics Express, vol. 18, no. 22,

pp. 22886–22905, 2010.

[133] M. Weiss, “Challenges and artifacts in quantitative photobleaching experi-

ments,” Traffic, vol. 5, no. 9, pp. 662–671, 2004.

[134] T. T. Tsay and K. A. Jacobson, “Spatial Fourier analysis of video photo-

bleaching measurements. Principles and optimization,” Biophysical journal,

vol. 60, no. 2, pp. 360–368, 1991.

[135] D. A. Berk, F. Yuan, M. Leunig, and R. K. Jain, “Fluorescence photobleach-

ing with spatial Fourier analysis: measurement of diffusion in light-scattering

media,” Biophysical journal, vol. 65, no. 6, pp. 2428–36, 1993.

[136] M. Peter, S. M. Ameer-Beg, M. K. Hughes, M. D. Keppler, S. Prag,

M. Marsh, B. Vojnovic, and T. Ng, “Multiphoton-FLIM quantification of



Bibliography 272

the EGFP-mRFP1 FRET pair for localization of membrane receptor-kinase

interactions,” Biophysical Journal, vol. 88, no. 2, pp. 1224–1237, 2005.

[137] H. W. Ai, K. L. Hazelwood, M. W. Davidson, and R. E. Campbell, “Fluores-

cent protein FRET pairs for ratiometric imaging of dual biosensors,” Nature

Methods, vol. 5, no. 5, pp. 401–403, 2008.

[138] J. Schwarz, H. J Leopold, R. Leighton, R. C. Miller, C. P. Aplin, A. J.

Boersma, A. A. Heikal, and E. D. Sheets, “Macromolecular crowding effects

on energy transfer efficiency and donor-acceptor distance of hetero-FRET

sensors using time-resolved fluorescence,” Methods and applications in flu-

orescence, vol. 7, no. 2, p. 025002, 2019.

[139] A. N. Bader, E. G. Hofman, P. M. P. van Bergen en Henegouwen, and

H. C. Gerritsen, “Imaging of protein cluster sizes by means of confocal time-

gated fluorescence anisotropy microscopy,” Optics Express, vol. 15, no. 11,

p. 6934, 2007.

[140] E. K. Yeow and A. H. Clayton, “Enumeration of oligomerization states of

membrane proteins in living cells by homo-FRET spectroscopy and mi-

croscopy: theory and application,” Biophysical Journal, vol. 92, no. 9,

pp. 3098–3104, 2007.

[141] J.-c. Cossec, V. Devauges, C. Marquer, S. Le, C. Potier, E. Fort, K. Suhling,

and S. Le, “Homodimerization of amyloid precursor protein at the plasma

membrane : a homoFRET study by time-resolved fluorescence anisotropy

imaging,” vol. 7, no. 9, 2012.

[142] T. A. Nguyen, P. Sarkar, J. V. Veetil, S. V. Koushik, and S. S. Vogel, “Fluores-

cence polarization and fluctuation analysis monitors subunit proximity, sto-

ichiometry, and protein complex hydrodynamics,” PLoS ONE, vol. 7, no. 5,

2012.



Bibliography 273

[143] T. A. Nguyen, H. L. Puhl, A. K. Pham, and S. S. Vogel, “Auto-FPFA: an

automated microscope for characterizing genetically encoded biosensors,”

Scientific Reports, vol. 8, no. 1, pp. 1–17, 2018.

[144] J. Berrout, E. Kyriakopoulou, L. Moparthi, A. S. Hogea, L. Berrout, C. Ivan,

M. Lorger, J. Boyle, C. Peers, S. Muench, J. E. Gomez, X. Hu, C. Hurst,

T. Hall, S. Umamaheswaran, L. Wesley, M. Gagea, M. Shires, I. Manfield,

M. A. Knowles, S. Davies, K. Suhling, Y. Teijeiro-Gonzalez, N. Carragher,

K. Macleod, N. J. Abbott, G. A. Calin, N. Gamper, P. M. Zygmunt, and

Z. Timsah, “TRPA1-FGFR2 binding event is a regulatory oncogenic driver

modulated by miRNA-142-3p,” Nature Communications, vol. 8, no. 1, 2017.

[145] D. Llères, J. James, S. Swift, D. G. Norman, and A. I. Lamond, “Quantitative

analysis of chromatin compaction in living cells using FLIM-FRET,” Journal

of Cell Biology, vol. 187, no. 4, pp. 481–496, 2009.

[146] A. S. Belmont, S. Dietzel, A. C. Nye, Y. G. Strukov, and T. Tumbar, “Large-

scale chromatin structure and function,” Current Opinion in Cell Biology,

vol. 11, no. 3, pp. 307–311, 1999.

[147] K. Luger and J. C. Hansen, “Nucleosome and chromatin fiber dynamics,”

Current Opinion in Structural Biology, vol. 15, no. 2, pp. 188–196, 2005.

[148] N. S. Caron, L. N. Munsie, J. W. Keillor, and R. Truant, “Using FLIM-FRET

to measure conformational changes of transglutaminase type 2 in live cells,”

PLoS ONE, vol. 7, no. 8, 2012.

[149] T. Ng, D. Shima, A. Squire, P. I. Bastiaens, S. Gschmeissner, M. J.

Humphries, and P. J. Parker, “PKCα regulates β1 integrin-dependent cell

motility through association and control of integrin traffic,” EMBO Journal,

vol. 18, no. 14, pp. 3909–3923, 1999.



Bibliography 274

[150] I. Ziomkiewicz, A. Loman, R. Klement, C. Fritsch, A. S. Klymchenko,

G. Bunt, T. M. Jovin, and D. J. Arndt-Jovin, “Dynamic conformational tran-

sitions of the EGF receptor in living mammalian cells determined by FRET

and fluorescence lifetime imaging microscopy,” Cytometry Part A, vol. 83,

no. 9, pp. 794–805, 2013.

[151] B. J. Bacskai, J. Skoch, G. A. Hickey, R. Allen, and B. T. Hyman, “Flu-

orescence resonance energy transfer determinations using multiphoton fluo-

rescence lifetime imaging microscopy to characterize amyloid-beta plaques,”

Journal of Biomedical Optics, vol. 8, no. 3, p. 368, 2003.

[152] M. Elangovan, R. N. Day, and A. Periasamy, “Nanosecond fluorescence res-

onance energy transfer-fluorescence lifetime imaging microscopy to local-

ize the protein interactions in a single living cell,” Journal of Microscopy,

vol. 205, no. 1, pp. 3–14, 2002.

[153] Y. Chen, J. D. Mills, and A. Periasamy, “Protein localization in living

cells and tissues using FRET and FLIM,” Differentiation, vol. 71, no. 9-10,

pp. 528–541, 2003.

[154] R. Y. Tsien, “The green fluorescent protein,” Annual Review of Biochemistry,

vol. 67, no. 1, pp. 509–544, 1998.

[155] F. H. Johnson, O. Shimomura, Y. Saiga, L. C. Gershman, G. T. Reynolds, and

J. R. Waters, “Quantum efficiency of cypridina luminescence, with a note on

that of aequorea,” Journal of Cellular and Comparative Physiology, vol. 60,

no. 1, pp. 85–103, 1962.

[156] J. G. Morin and J. W. Hastings, “Energy transfer in a bioluminescent system,”

Journal of Cellular Physiology, vol. 77, no. 3, pp. 313–318.



Bibliography 275

[157] R. Heim, D. C. Prasher, and R. Y. Tsien, “Wavelength mutations and post-

translational autoxidation of green fluorescent protein,” Proceedings of the

National Academy of Sciences, vol. 91, no. 26, pp. 12501–12504, 1994.

[158] M. Cotlet, J. Hofkens, M. Maus, T. Gensch, M. Van der Auweraer,

J. Michiels, G. Dirix, M. Van Guyse, J. Vanderleyden, A. J. W. G. Visser, and

F. C. De Schryver, “Excited-state dynamics in the enhanced green fluores-

cent protein mutant probed by picosecond time-resolved single photon count-

ing spectroscopy,” The Journal of Physical Chemistry B, vol. 105, no. 21,

pp. 4999–5006, 2001.
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“How to determine diffusion coefficients in planar phospholipid systems by

confocal fluorescence correlation spectroscopy,” Langmuir, vol. 19, no. 10,

pp. 4120–4126, 2003.

[256] S. Chiantia, J. Ries, and P. Schwille, “Fluorescence correlation spectroscopy

in membrane structure elucidation,” Biochimica et Biophysica Acta (BBA) -

Biomembranes, vol. 1788, no. 1, pp. 225 – 233, 2009.

[257] M. Jan Akhunzada, B. Chandramouli, N. Bhattacharjee, S. Macchi, F. Car-

darelli, and G. Brancato, “The role of Tat peptide self-aggregation in mem-

brane pore stabilization: insights from a computational study,” Physical

Chemistry Chemical Physics, vol. 19, no. 40, pp. 27603–27610, 2017.

[258] S. Macchi, R. Nifosı̀, G. Signore, S. Di Pietro, C. Boccardi, F. D’Autilia,

F. Beltram, and F. Cardarelli, “Self-aggregation propensity of the Tat peptide

revealed by UV-Vis, NMR and MD analyses,” Physical Chemistry Chemical

Physics, vol. 19, no. 35, pp. 23910–23914, 2017.



Bibliography 289

[259] M. Jan Akhunzada, F. D’Autilia, B. Chandramouli, N. Bhattacharjee,

A. Catte, R. Di Rienzo, F. Cardarelli, and G. Brancato, “Interplay between

lipid lateral diffusion, dye concentration and membrane permeability un-

veiled by a combined spectroscopic and computational study of a model lipid

bilayer,” Scientific Reports, vol. 9, no. 1, pp. 1–12, 2019.
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