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Abstract 
 

Community acquired pneumonia (CAP) is one of the most common infectious 

conditions managed in primary care. CAP may complicate simple respiratory tract 

infections (RTIs) but there is limited evidence available to inform general 

practitioners (GPs)of the characteristics of RTI patients who may be at the risk of 

pneumonia. The purpose of this thesis was to analyse the clinical profile of adult RTI 

patients to identify variables associated with development of pneumonia within 30 

days through a prediction modelling study. 
 

The thesis reports a series of inter-related research studies that analysed electronic 

health records data from the Clinical Practice Research Datalink (CPRD). The 

research addressed four inter-related objectives. The wider antimicrobial stewardship 

context was explored through an analysis of antibiotic prescribing records from 

English general practices participating CPRD from 2014 to 2017. Antibiotic 

prescriptions for the main groups of common infections managed in the community 

including respiratory infections, genito-urinary infections (GUTI), infectious skin 

conditions, eye infections were evaluated. An annual relative reduction rate (RRR) of 

6.9% for total antibiotic prescription was detected during the four-year period in the 

English primary care. Respiratory conditions remained to be the most frequent 

indications for antibiotic prescriptions among informatively coded consultations, also 

showed the greatest reduction in prescription rates.  
 

Next, secular trends in the incidence of clinically-diagnosed CAP, clinically-

suspected CAP, influenza and pleural infections were evaluated using CPRD data 

from 2002 to 2017. Clinically-diagnosed CAP incidence was found to increase over 

time with an accelerated trend after 2010. For clinically-suspected CAP, an overall 

contemporaneous trend with an average increasing rate being 3.8% from 2002 to 

2008 whereas a faster decline rate of 4.9% thereafter until 2017. Study results 

together with previous research findings suggested that antibiotic prescribing practice 

and clinically coding behaviour partly contributed to the apparent increase in 

clinically-diagnosed CAP in primary care settings.  
 

A systematic review of current evidence of prognostic factors for CAP was 

conducted to identify candidate predictors for the prediction modelling study. 33 
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prognostic factors for CAP were identified which could be categorized into six 

groups: patients’ demographic characteristics, lifestyle, environmental exposures, 

health conditions, medication prescriptions, disease prevention interventions, clinical 

management and clinical investigations.  
 

Based on previous study findings, prediction modelling study was conducted with an 

inclusive approach for possible candidate predictors generated from CPRD data from 

2002 to 2017. Analysis included 108,842 patients who consulted for RTIs of whom 

16,289 patients re-consulted with pneumonia within 30 days after the RTI index date. 

Data were analysed using machine learning algorithms for variable selection. 

Variable selection employed and compared random forest, simple logistic regression, 

and penalized regression models (Lasso, Ridge and Elastic net). Prediction models 

were developed using the classification and regression tree (CART) approach, as 

well as simple logistic regression. Internal and temporal validation were performed. 

Older age, comorbidity and initial presentation with lower respiratory tract infections 

(LRTIs) were identified as the main predictors of pneumonia diagnosis. Among 

patients presented with LRTIs, patients older than 85 remained at higher risk of 

pneumonia re-consultation despite antibiotic prescriptions were offered; those age 

between 76 and 85 with two or more comorbidities risk of pneumonia re-consultation 

persisted even if antibiotic prescriptions were issued. LRTI patients younger than 65 

without asthma drug or immunosuppressants treatments appeared to have higher risk 

of pneumonia re-consultation if clinical discretion did not lead to antibiotic 

treatment. However, cautions are needed when interpreting such counter-intuitive 

findings as allocation to antibiotic treatment as well as other disease management 

procedures were not randomized and confounding by disease indications. Therefore, 

disease pattern identified among LRTI patients indicated that more attention should 

be paid to subgroup of LRTI patients to investigate the underlying reasons of primary 

onset of clinical conditions. 
 

Machine learning techniques may allow the identification of novel disease pattern 

comparing to conventional modelling approaches, which could be deployed to 

generate research hypothesis, individualized research designs for inventory clinical 

trials or provide insights for health policy development.  
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Chapter One : Introduction 
 

1.1 The changing role of pneumonia  
 

Since 2009, November 12th has been marked as World Pneumonia Day, with the aim 

of increasing awareness that pneumonia continues to be a global clinical and public 

health concern (WHO, 2018b). Despite the availability of effective treatments and 

prevention interventions, pneumonia claims more young lives than other infectious 

diseases, and is  the leading infectious killer of children under 5-years old (WHO, 

2016b). According to the Global Burden of Disease (GBD), Injury, and Risk Factors 

Study 2015, lower respiratory tract infections (LRTIs) were responsible for more 

than 2.7 million deaths and affected 291.8 million people of all ages worldwide 

(GBD 2015 LRI Collaborators, 2017). Pneumococcal pneumonia is by far the single 

largest cause of death among all LRTIs, accounting for 55.4% of LRTI mortality 

(Aliberti et al., 2019, GBD 2015 LRI Collaborators, 2017). However, even this 

overwhelming death toll does not arouse public attention (Wardlaw et al., 2006); on 

the contrary, pneumonia has been overshadowed as a priority on the global health 

agenda. 

 

The misalignment between the perceived and actual severity of pneumonia 

represents a triumph of the antibiotic era, which has exerted a monumental impact in 

medical history as well as influencing the disease profile of pneumonia. The initial 

fear of pneumonia was derived from its case fatality rate of 30% to 40%; pneumonia 

was referred to as the ‘captain of the men of death’ during the pre-antibiotic era 

(Podolsky, 2006). After the introduction of the first sulphonamide drug during the 

1930s and more importantly penicillin in the 1940s, pneumonia, which might 

previously have been life threatening, could be treated effectively with antibiotics. 

The discovery and synthesis of further new antibiotics enriched the pipeline of anti-

microbial treatment resulting in a great difference in the implications of pneumonia 

for medical professionals and the general public between the pre and post antibiotic 

eras (Aliberti et al., 2019). The stark contrast has made the public perception of the 

possible consequences of pneumonia less concerning. It may also have been reflected 

in the undesirably low uptake of influenza and pneumococcal vaccinations as main 
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prevention strategies for pneumonia (Örtqvist, 2001, Lim et al., 2001a). In the field 

of medical research, funding for pneumonia research remains at a low level relative 

to the burden of disease. For example, funding from the National Institutes of Health 

(NIH) for pneumonia research was 12% of that for acquired immune deficiency 

syndrome (AIDS) even though the incidence of pneumonia is 30 times higher (Lim, 

2015, Head et al., 2014). Although research investment may not be the only driving 

force in science innovation, it appears that no important advances in terms of clinical 

diagnosis, treatment or medical evidence for pneumonia have been observed during 

the past two decades (Woodhead et al., 2011a, Mandell et al., 2007). For instance, 

there were no substantial updates noted in the key recommendations in the British 

Thoracic Society (BTS) guidelines for adult pneumonia management between 2009 

and 2015 (Lim et al., 2015). 

 

The perception that pneumonia is not a severe condition may result from other 

advances in medical technology. More severe cases, that would not have been 

successfully treated in the past, can now be managed effectively. Pneumonia may 

sometimes have been relegated from principal to secondary or accompanying 

diagnosis in hospital records. This has resulted in a reduction in hospitalization rates 

with pneumonia being the primary reason for admission but with a contemporaneous 

increase when pneumonia was grouped into a related principal diagnosis such as 

respiratory failure or sepsis (Lindenauer et al., 2012). Also, recent evidence has 

shown that there has been no obvious decrease in the pneumonia fatality rate since 

the 1950s (Aliberti et al., 2019). 

 

1.2 Epidemiology and microbiology of community acquired 

pneumonia (CAP) 
 

CAP is one of the most common causes of morbidity and mortality globally and 

regionally (Mandell et al., 2007, Musher and Thorner, 2014). Pneumonia incidences 

has been estimated to lie between 1.5 and 14 per 1000 person years depending on the 

region, season and demographic variables of the population (Millett et al., 2013, 

Ochoa-Gondar et al., 2008, File Jr and Marrie, 2010). Medical professionals ranging 

from general practitioners (GPs) to specialists may encounter pneumonia at some 
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point. For example, neurologists have to treat aspiration pneumonia among stroke 

patients and orthopaedic surgeons manage hypostatic pneumonia for hip fracture 

patients (Weingarten et al., 2002). In most healthcare systems, CAP is a frequent 

cause of emergency hospital visits and admission for hospital management 

(Schappert and Burt, 2006, Weiss et al., 2006). In the USA for instance, hospital 

stays due to CAP were only surpassed by livebirth (Pfuntner et al., 2006) with recent 

annual incidence of hospital admission relating to pneumonia among the adult 

population reported to be more than 24.8 cases per 10,000. The highest of these rates 

were observed among the older population (63.0 per 10,000 adults for 65 to 79 age 

group and 164.3 per 10,000 adults for those 80 and above) (Jain et al., 2015a). 

Recently increasing trends for CAP hospitalization have been noticed in the UK, 

especially among the older population (Quan et al., 2016c, Trotter et al., 2008). 

 

The concept of CAP was initially introduced by the American Thoracic Society 

(ATS) in 1993, emphasising the pneumonia acquisition environment and linking it 

directly to possible causative microbial organisms to guide initial empirical 

antimicrobial treatment (Ewig et al., 2010, Falcone et al., 2011, Niederman, 1998, 

ATS, 1993). More than just a classification, CAP represents a clinical concept that 

provides insight into an antibiotic treatment plan which would cover the majority of 

pneumonia episodes in community settings. Although most CAP patients respond 

well to standard empirical management, researchers have noted the heterogeneity and 

changing patterns of CAP aetiology (Torres et al., 2014, Prina et al., 2015). 

Streptococcus pneumoniae (S. pneumoniae) has been confirmed as the predominant 

pathogen responsible for CAP regionally and globally across all age groups usually 

followed by Haemophilus influenzae (Lim et al., 2001b, Welte et al., 2012, 

Drijkoningen and Rohde, 2014, Howard et al., 2005). However, a trend towards 

declining S. pneumoniae incidence was noticed with the increased isolation of 

respiratory viruses and, antibiotic resistant serotypes like Methicillin-resistant 

Staphylococcus aureus (MRSA) as well as atypical bacteria such as Mycoplasma, 

Chlamydia and Legionella spp (Ruuskanen et al., 2011, Arnold et al., 2007, Principi 

and Esposito, 2012). The proportion of CAP cases caused by atypical bacterial 

pathogens was estimated to be 22% and is closely associated with high mortality 

(Arnold et al., 2007, Prina et al., 2015). The evolving CAP causal pathogen profile 
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has implications for non-typical or latent clinical presentations, even the need for a 

refined treatment plan among subgroup of patients. 

 

1.3 Clinical presentation of community acquired pneumonia, 

differential diagnosis and complications 
 

CAP may be considered as a broad term for a group of common disorders with great 

variation in clinical manifestations ranging from mild pneumonia presenting with 

signs of LRTI without other obvious causes to severe cases that are potentially life 

threatening. A definite diagnosis of CAP is established based on clinically suspected 

pneumonia commonly presenting with acute respiratory infection symptoms and new 

infiltrate confirmed via chest x-rays (Prina et al., 2015, Mandell et al., 2007, Lim et 

al., 2009a, Eccles et al., 2014). However, a pneumonia diagnosis is not always 

straightforward. The clinical and radiological findings contributing to pneumonia 

diagnosis may be inconsistent, low inter-observer agreement was reported among 

radiologists as final arbiters in terms of CAP ascertainment (Albaum et al., 1996, 

Hopstaken et al., 2004). Importantly, X-rays are often not readily available in 

primary care settings (Cherryman, 2006, ESR and WONCA, 2010); pneumonia 

diagnosis in the community largely relies on clinical symptoms, medical history and 

thorough physical evaluation. Classic pneumonia symptoms include cough, 

dyspnoea, sputum production, fever and positive physical findings of pulmonary 

consolidation (Musher and Thorner, 2014, Prina et al., 2015, Lim et al., 2009a, 

Eccles et al., 2014). In subgroups such as older patients, less typical symptoms could 

be presented such as confusion, loss of appetite and even absence of fever. For some 

atypical pathogens, extrapulmonary symptoms are generally the initial onset of 

pneumonia. Pneumonia caused by Mycoplasma pneumoniae can present with otitis, 

pharyngitis, skin disorders (Stevens-Johnson like syndrome) and even anaemia 

(Cunha, 2006). 

 

The differential diagnosis of pneumonia varies from common respiratory infectious 

conditions to non-infectious diseases as many diseases have clinical manifestations 

that mimic pneumonia (Metlay and Fine, 2003, Maskell, 2010). Common pneumonia 

symptoms are non-specific but are shared with many respiratory and non-respiratory 
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conditions. Generally, for mild to moderate CAP, the main differential diagnosis is 

upper respiratory tract infections (URTIs), whereas for severe CAP, the pneumonia 

diagnosis in itself is less complicated but lies in the differentiation of other life-

threatening conditions such as pulmonary embolism and heart failure (Mangini et al., 

2013, Musher and Thorner, 2014). In patients with repeated onset of pneumonia or 

non-resolved pneumonia within 6 weeks for example, alternative causes should be 

considered including lung cancer, malignancy, non-infectious pneumonitis or other 

underlying immunological conditions (Kuru and Lynch III, 1999, Prina et al., 2015). 

 

Most CAP patients respond to appropriate antibiotic treatment (Niederman et al., 

2001, McCabe et al., 2009), but some progress to undesirable clinical outcomes or 

death. The reasons for complications arising from the initial infection such as 

empyema, lung abscess, endocarditis, sepsis or respiratory failure could be 

multifactorial. In some cases, a weakened immune system could contribute to the 

onset of infectious complications despite appropriate antibiotic treatment; the initial 

empirical antibiotic regimen does not cover atypical or drug resistant causal 

pathogens. In other cases, complications simply arise from incorrect or delayed 

diagnosis (Wunderink and Waterer, 2017, Prina et al., 2015). Apart from infectious 

or respiratory complications, both acute and long-term cardiac events as common 

comorbid complications have been observed to have close associations with 

pneumonia. These include myocardial infarction (MI), cardiac arrhythmias, 

congestive heart failure, pulmonary embolism, and stroke (Corrales-Medina et al., 

2012, Corrales-Medina et al., 2013, Violi et al., 2017, Eurich et al., 2017). Such 

increased recognition is shifting the view of CAP from incident infectious disease 

confined to the pulmonary system to a systematic process involving multiple 

extrapulmonary adverse health consequences. This has implications for the CAP care 

bundle as well as informing cautious antibiotic selection. For example, macrolides 

have been reported to increase the risk of cardiac arrhythmia and cardiac arrest 

(Schembri et al., 2013, Mortensen et al., 2014). In addition, it has provided more 

comprehensive perspectives for medical research in pneumonia.  
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1.4 Antibiotic and respiratory tract infections (RTIs) among the 

adult population in the UK primary care settings 
 

RTIs represent some of the most common conditions managed by GPs in the UK 

(Ashworth et al., 2005). Empirical antibiotic treatment is a cornerstone of RTI 

management in primary care especially when bacterial infection is likely, or patients 

are at high risks of developing infectious complications (NICE, 2008a). In UK 

primary care settings, RTIs among adults are generally classified into three main 

groups for clinical management purpose: self-limiting RTIs, chest infection and 

pneumonia (NICE, 2019c, NICE, 2014, NICE, 2015, NICE, 2008a). These are not 

distinct definitions based on aetiology, rather represents classifications developed 

with different emphasis on antibiotic prescribing strategies and overlapping clinical 

concepts.  

 

Self-limiting RTIs, also referred to as uncomplicated respiratory infections have a 

predominantly viral aetiology for which an antibiotic therapy is not generally 

indicated. Common self-limiting RTIs, including acute otitis media, acute sore 

throat/acute pharyngitis/acute tonsillitis, common cold, acute rhinosinusitis together 

with acute cough/acute bronchitis are grouped into this category. Delayed or 

immediate antibiotic prescription is only recommended for patients with suspected 

purulent infections or at risk of developing severe infectious complications including 

pneumonia, mastoiditis, peritonsillar abscess, peritonsillar cellulitis, intraorbital or 

intracranial complications (NICE, 2008a). Pneumonia is the most common severe 

complication from an RTI (Gulliford et al., 2016) and delayed antibiotic treatment 

was found to increase the risk of death (Metlay and Fine, 2003).  

 

Chest infection mainly comprises two scenarios: acute bronchitis and CAP. For acute 

bronchitis, antibiotic treatment is generally not indicated unless patients are 

systematically unwell or have increased risk of complications (NICE, 2015). If 

clinical assessment leads to a pneumonia diagnosis, then clinical management 

follows the recommendations for CAP (NICE, 2015, NICE, 2014). For acute cough, 

which is also a frequent respiratory reason for antibiotic prescription (Gulliford et al., 

2014a), the prescribing strategy for adult patients follows clinical guidelines either 
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for self-limiting RTIs or CAP if the acute cough is considered to be associate with an 

RTI (NICE, 2019b). 

 

1.5 Current challenges of RTI management in primary care 
 

During the initial clinical management of RTI patients in primary care, clinical 

discretion involves answering diagnostic as well as prognostic questions. Each 

question corresponds to a specific clinical decision-making process. If clinical 

findings, medical history and physical examination indicate that RTI should be 

considered for medical management, the first diagnostic question ‘Is it of bacterial 

origin?’ informs the decision on whether antibiotics should be prescribed. If bacterial 

infection is suggested, the next question would be ‘Which antibiotic(s) should be 

given to the patients or place of treatment (community vs hospital settings) based on 

an assessment of severity?’ Even if a concrete infectious diagnosis is not well 

established, for patients at high risk of complications, the prognostic question ‘Is the 

patient more likely to develop complications that is antibiotic responsive?’ 

corresponds to antibiotic prescribing strategy at the point of care. All of these 

decisions emphasize the importance of timely correct diagnosis and accurate 

prognosis leading to prompt treatment and to the holding back of unnecessary 

medication which eventually result in better health outcomes.  

 

In primary care settings, the concrete differentiation between infectious and non-

infectious conditions is usually challenging as near patient tests like C-reactive 

protein (CRP) testing are not routinely performed in UK primary care settings 

(Cooke et al., 2015, Huddy et al., 2016). If clinical symptoms strongly indicate 

infection, effective treatment for infectious conditions based on the determination of 

probable causes may be beneficial. However, antibiotic treatment for most RTI s in 

primary care settings remain empirical (Wunderink and Waterer, 2017, Lim et al., 

2009a). This raises another concern: does one remedy fits all? The apparent answer 

is no, and even when patients respond well to the same treatment plan, they may not 

necessarily share the same cause of disease. Given that current microbiological tests 

do not allow rapid determination of causal pathogens in most clinical settings, it has 

been suggested that underlying reasons responsible for the onset of RTI symptoms 
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are usually not fully investigated (Metlay and Fine, 2003). Therefore, additional 

information on the possible causes or patient characteristics that may be associated 

with unfavourable health events still contribute to better treatment decisions. This is 

consistent with clinical guideline recommendations that proactive antibiotic 

treatment or clinical investigations should be given to RTI patients at higher risks of 

complications (NICE, 2019b, NICE, 2008a).  

 

However, the risk factors mentioned in guidelines Table 1.1 may not be practical for 

routine care. For example, the first point ‘systemically very unwell’ is not tangible as 

clinicians with different training or practicing backgrounds may not always reach to 

consensus about the general ill health status of the same patients. Also, for the 

second point, if the patient’s symptoms already suggest severe infectious 

complications and would eventually result in antibiotic prescriptions in such a 

clinical scenario, why would clinicians label the patients as having RTI? For the third 

recommendation, the pre-existing comorbidities listed are not generic for the 

susceptibility of infectious conditions. Evidence for pneumonia after acute cough/ 

acute bronchitis as shown by the fourth recommendation was derived from a 

prognostic study conducted in the Netherlands among older LRTI patients (≥65 

years) with the endpoint being 30 day hospitalization or death (Bont et al., 2007), in 

a region where antibiotic prescription rates were much lower than in the UK. This 

potentially suggested that more severe cases were included, and the validity of the 

study results may not apply to a young adult cohort. Also, the study was not 

primarily designed to predict the onset of infectious complications, for which 

secondary care is not always needed. Therefore, its clinical implications for UK adult 

RTI patients in terms of developing complications may not be pertinent. 
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Table 1.1: National Institute for Health and Care Excellence (NICE) guideline 

recommendations for immediate antibiotic treatment or investigation for RTI 

patients (NICE, 2008a) 

Offer immediate antibiotics or further investigation/management for patients, who: 
 
are systemically very unwell 

 
have symptoms and signs suggestive of serious illness and/or complications (particularly 

pneumonia, mastoiditis, peritonsillar abscess, peritonsillar cellulitis, intraorbital or 

intracranial complications 

 

are at high risk of serious complications because of pre-existing comorbidity. This includes 

patients with significant heart, lung, renal, liver or neuromuscular disease, 

immunosuppression, cystic fibrosis, and young children who were born prematurely. 

 
are older than 65 years with acute cough and two or more of the following, or older than 

80 years with acute cough and one or more of the following: 

Ø hospitalisation in previous year 

Ø type 1 or type 2 diabetes 

Ø history of congestive heart failure 

Ø current use of oral glucocorticoids 
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1.6 Rationale for the thesis 
 

1.6.1 Predicting incident pneumonia subsequent to RTIs within 30 days in 

primary care settings 

 

Pneumonia is one of the most frequent severe infectious complications subsequent to 

RTIs (Gulliford et al., 2016). In primary care settings, a substantial proportion of 

pneumonia cases are identified from patients presenting with RTI symptoms 

(Lieberman et al., 2003). Therefore, pneumonia subsequent to RTIs could be due to 

delayed diagnosis, untimely treatment, suboptimal medical management or 

unresolved underlying medical conditions. The onset of pneumonia after incident 

RTI could be multifactorial, such as diagnosis uncertainty mentioned above; recent 

changes in host immunity due to wide spread use of immunosuppressant drugs and 

an aging population; prolonged duration between onset of pneumonia symptoms and 

clinical pneumonia diagnosis which has been observed among non-severe pneumonia 

patients under immunosuppressant treatment, heavy alcohol consumption and a 

priori antibiotic treatment (Sanz et al., 2014b). 

 

In the light of these clinical challenges, it is important to identify risk factors, 

especially modifiable risk factors, to allow early clinical investigation or prompt 

treatment to be initiated to decrease the risk of a new episode of pneumonia and 

facilitate timely preventive interventions. Such preventive procedures will reduce the 

risk of worsening pre-existing medical condition like COPD or triggering un-

identified ill health like cardiac arrhythmias. Meanwhile clinical investigation tests 

issued based on identified risk factors could offer additional information on 

undiagnosed conditions such as pulmonary thromboembolism (PTE) or 

hypersensitivity pneumonitis that would cloud pneumonia diagnosis. To date, risk 

factors for RTI patients managed in primary care setting who then reconsulted with 

pneumonia have not been well quantified using primary care data. Existing research 

based on hospital data does not bear enough validity to outline the pattern in primary 

care settings. Studies using primary care data alone, or in combination with 

secondary care data with main measurement being hospitalization due to pneumonia, 

cannot provide sufficient information to distinguish risk factors affecting patient 
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hospitalization from those contributing to the onset of pneumonia (Millett et al., 

2015).  

 

Atypical pneumonia with early onset being extrapulmonary symptoms is not 

included in this prognostic study as the diagnosis of this group of pneumonias 

depend heavily on clinical tests routinely available in hospital settings which go 

beyond the scope of primary care management. Further, the repeated onset of 

pneumonia within a predefined time period after an RTI suggests diseases like lung 

cancer, which is beyond the scope of the main research question for this study.  

 

A time interval of 30 days was chosen to define incident case based on the natural 

course of common RTIs (NICE, 2008a, NICE, 2019b) after considering the average 

waiting time for a GP appointment in the UK, and the ease of conventional 

understanding of infectious complications in the respiratory field.  

 

1.6.2 Inclusive approach for RTI conditions  

 

Both upper and lower RTI conditions together with cough will be included in the 

adult participant selection since they share similar patient’s chief complaints, clinical 

presentations, clinical investigations and clinical treatment principles in primary care 

(NICE, 2015, NICE, 2019b, NICE, 2019c). For example, cough has been the leading 

indication for antibiotic prescriptions among RTI patients (Hawker et al., 2014, 

Metlay et al., 1998, Little et al., 2017), which could be closely associated with, but 

not confined to, a single RTI condition. This inclusive selection is intended to reflect 

daily primary care practice. Additionally, diagnosis drift between subgroups of RTIs 

has been reported in epidemiological studies in primary care settings (Ashworth et 

al., 2006, Stocks and Fahey, 2002); therefore, an inclusive selection of target medical 

conditions will be used to capture the majority of the patient cohort and thus 

minimize selection bias in the very early stages of the study. Included RTI conditions 

of the thesis are illustrated in Figure 1.1. 
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Figure 1.1: Illustration of major RTIs included in this thesis 

 

1.6.3 Study population being adult population 

 

Pneumonia disproportionally affects the young and the elderly; this is primarily 

determined by the interactions between the host and disease-causal pathogens 

(Davies et al., 2013, Troeger et al., 2017). In the early stages of life, a child’s 

immune system is not fully developed making them susceptible to many infectious 

agents (Lewis and Swirsky, 2001, Bradley et al., 2011, Jain et al., 2015b). During 

adulthood, behavioural factors exert greater influence on the onset and development 

of infectious diseases; then in the later stages of life, chronic conditions and medical 

treatments tend to contribute more to the overall outcomes of infection management 

(Davies et al., 2013, Vinogradova et al., 2009). Also, during daily general medical 

practice, the clinical features, research evidence and management plans for RTI 

conditions vary between child and adult groups (Bradley et al., 2011, Jain et al., 

2015b, Choi et al., 2013). Research evidence using primary care data for adult 

pneumonia cases, especially subsequent to RTI among young adult patients in the 

community settings is limited. Thus, it is hoped that development of a prediction 

model which follows a life course approach and focuses on the adult age group will 

provide answers to the research questions for this thesis. 

RTI conditions listed here 
were derived from NICE 

guidelines.

For ARTI conditions, 
classification conventionally is 

based on the anatomy 
structure of respiraory system.

This classification is mainly 
based on disease progression 
and clinical natural course.

Respiratory Tract Infections 
(RTIs) are any infection of the 

sinuses, throat, airway or 
lungs. 

RTIs
(Respiratory Tract 

Infections)

ARTIs
(Acute Respiratory 

Infections)

AURTIs
(Acute Upper 

Respiratory Tract 
Infections)

Self-limiting RTIs 
except acute bronchitis

ALRTIs
(Acute Lower 

Respiratory Tract 
Infections)

Acute bronchitis, 
bronchiolitis, tracheitis, 

pneumonia

CRTIs
(Chronic Respiratory 

Tract Infections)

i.e. Chronic bronchitis
Tracheitis

Tracheobronchitis
Lung abscess
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1.6.4 Context of the thesis 

 

This thesis was conducted in the routine clinical primary care settings where most 

RTI patients were managed in the community settings. The endpoint of prediction 

modelling was set at the onset on CAP within predefined time period (30 days) 

irrespective of the severity of the condition or the intensity of treatment. CAP in 

thesis referred to clinical diagnosed pneumonia in community settings as 

confirmative chest X-ray are not routinely performed in UK primary care settings. 

Most predictors were sorted based on clinical guidelines of NICE which provide 

clinical management reference for medical professionals in the UK. When detailed 

medical information for certain candidate predictors are not well documented, for 

example when diabetic patients were identified but the control status of blood sugar 

was not available or largely missing among patient cohort, data processing for this 

type of predictors stopped at categorization to gauge the interpretability of study 

results at the expense of preciseness. 
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Chapter Two : Thesis research question, aim, objectives 

and scope 
 

2.1 Research question 
 

What are the characteristics of adult RTI patients managed in primary care settings 

who reconsulted with pneumonia in 30 days following consultation? 

 

2.2 Research aim 
 

To develop a clinical prediction model for adult RTI patients presenting in the UK 

primary care settings who reconsulted with pneumonia within 30 days. 

 

2.3 Research objectives  
 

The specific objectives of the thesis are to: 

 

1. Describe and analyse overall antibiotic prescriptions using patient level electronic 

health records (EHRs) from a subset of participant English general practices from 

Clinical Practice Research Datalink (CPRD) from 2014 to 2017. Research results 

served to update existing evidence of antibiotic prescription in the English 

primary care system, meanwhile provide comparable information to English 

surveillance programme for antimicrobial utilisation and resistance (ESPAUR) 

firstly reported in 2014. Antibiotic prescriptions for common infectious 

conditions managed in primary care including respiratory infections, genito-

urinary infections (GUTI), infectious skin conditions, eye infections were 

evaluated to provide a wide context for the thesis and for data inspection 

purposes. Also, antibiotics as the major treatment for respiratory infectious 

conditions managed in the community were investigated from disease 

management point of view.  
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2. Conduct a systematic review of previous prediction modelling studies to identify 

candidate risk factors for pneumonia in community settings. Risk factors 

identified served to inform variable selection during prognostic model 

development, and existing prediction modelling methodologies for included 

studies contributed to inform statistical modelling approaches of the thesis.  

 

3. Conduct an epidemiology study of pneumonia managed in primary care settings 

in the UK using CPRD data from 2002 to 2017 to map the trajectory of 

pneumonia incidence and related respiratory conditions. Baseline information on 

pneumonia and related respiratory conditions in the community contributed to the 

prognostic study design and interpretation of study results. 

 

4.  Develop and validate a clinical prediction model for adult RTI patients who 

reconsulted with pneumonia within 30 days after their initial consultations. Data 

source for model development employed CPRD data from 2002 to 2017. 

Supervised machine learning approaches were adopted to explore possible 

predictive variables documented in CPRD for the final model. Classification and 

regression tree (CART), random forest as well as penalized regression methods 

were examined. Model discrimination performance was assessed using area 

under receiver operating curve (AUROC), and model calibration capability was 

examined by Hosmer–Lemeshow test (H-L test) as well. Cross validation was 

used for internal validation of the final model; temporal validation was performed 

on the most recent 25% subset of CPRD data. 

 

2.4 Research scope  
 

This research was confined to an adult RTI patient cohort that was managed in 

primary care settings in the UK. Initial RTI consultations that were not managed 

during daily routine community care, i.e. out of hours services, private practices, 

walk in centres and emergency healthcare settings were not explored in this study. 

Incident pneumonia within predefined time period (30 days) was adopted as the 

endpoint for prediction modelling; neither repeated pneumonia events after RTI 

consultation nor pneumonia severity were included in this study. Given that full 
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external validation and clinical impact studies of prediction model should be 

delivered by different investigators, prognostic research for this thesis stopped at 

temporal validation.  

 

This PhD thesis contributed to a wider project on ‘Safety of reducing antibiotic 

prescribing in primary care: New evidence from electronic health records’ (NIHR 

award ID: 16/116/46) with CPRD GOLD being the only research data source. 

Therefore, electronic health records (EHRs) from CPRD GOLD were deployed as 

main study data for the whole thesis.  

 

2.5 Structure of the thesis 
 

The thesis is structured in the form of several inter-linked chapters. In chapter three, 

we define the term ‘electronic health records’ and discuss the strengths and 

limitations of electronic health records for healthcare research. In chapter four, 

antibiotic prescription in the English primary care was evaluated, which served to 

understand respiratory conditions managed in the community from disease treatment 

point of view. In chapter five, the secular trend in the incidence of CAP together with 

its three related respiratory conditions were investigated. Chapter six reported a 

systematic review which aimed to have a scope view of possible candidate 

prognostic factors for incident CAP to inform model development. Chapter seven 

provided contextual information of prediction modelling methodology deployed in 

this thesis followed by chapter eight which detailed and discussed prediction model 

development as well as model performances. Finally, an overall discussion of study 

findings of the whole thesis together with reflections gaining through this PhD 

project were reported.   
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Chapter Three : Understanding electronic health records 

(EHRs) and clinical practice research datalink (CPRD) 
 

This chapter presents the overview of EHRs, including their roles in medical research 

and in primary care research in particular. This is followed by key information 

concerning the study data set together with details of coding of respiratory conditions 

for this thesis. The recoding process and results partly contributed to one original 

research publication (Liang et al., 2018). 

 

3.1 Overview of electronic health records (EHRs) 
 

In medical literature, there is no universally agreed definition of electronic health 

records (EHRs) with the meaning of the concept varying over time (Häyrinen et al., 

2008). The technical definition of EHRs was developed by the International 

Organization for Standardization (ISO) (Schloeffel, 2004). The key concept is that an 

EHR is a type of digital data repository with patient healthcare information being the 

main content, which can be directly accessed by authorized users including 

healthcare professionals. Retrospective, concurrent and prospective healthcare data 

can be documented in EHRs and the primary objective for any type of EHR is to 

document and support healthcare delivery by facilitating quality, efficiency and 

continuity. Given that EHRs include patient information, data privacy and security 

considerations should be taken into consideration during construction. Information 

archived in EHRs are often in the form of unstructured free text, coded data based on 

standardized terminologies, numerical measurements and test results, or medical 

images. EHRs have been widely adopted across many healthcare systems during 

health service delivery but there is often a lack of consistency and interoperability 

between health systems and levels of care. EHRs may be broadly classified into 

primary care, secondary care and tertiary care based on the type of healthcare 

providers with documented information largely reflects the characteristics of 

corresponding healthcare system, clinical setting, patient cohort, intended users.  
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3.2 EHRs in medical research 
 

With the advent of ‘big data’ era, an increasing number of medical research studies 

have been implemented using EHRs with the primary objective of translating clinical 

data into better medical knowledge to improve healthcare quality. Big data denotes 

the large scale of information in terms of volume (scale of sheer volume), velocity 

(speed of incoming data being generated), variety (different forms of data and data 

sources), variability (changing nature of these data) and veracity (uncertainty in 

terms of the accuracy and trustworthiness of the data) (Beam and Kohane, 2018, 

Rehman and Batool, 2015). EHRs may be considered as big data, not just because of 

the massive amount of patient data available for analysis but also the broad 

dimensions of healthcare information being stored (Ross et al., 2014). The amount 

and complexity of medical information in EHRs sometimes may exceed human 

capabilities in terms of data collection, processing, and depth of understanding. 

Novel statistical and data science methodologies, like machine learning, that rely on 

computationally intensive techniques have been adopted for data mining, 

manipulation, analysis, interpretation and pattern recognition (Wagholikar et al., 

2012, Payne et al., 2010). Given that the primary aim of EHRs is to serve healthcare 

delivery, documentation of medical information alongside with the provision of 

healthcare service could be regarded as the main data collection process from 

research point of view. This enables the secondary use of EHR data for medical 

research, which may be naturally integrated into EHR systems. However, researchers 

need to maintain awareness that any factor that potentially affects data recording 

could exert a consequential influence on data completeness, accuracy, complexity or 

bias often to an important extent (Hripcsak and Albers, 2012).  

 

In contrast to conventional research approaches where data collection is performed 

after the research hypothesis or questions have been specified and data definitions 

agreed, EHRs represent either pre-existing or ongoing collections of medical data 

produced during routine care. Thus, EHRs are also referred to as ‘real life’ or ‘real 

world’ data and are considered to provide a description of the patients phenotype 

(Jensen et al., 2012, Sullivan and Goldmann, 2011).  
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EHRs differ from research data in several important respects. First, data collection 

for many prospective medical studies is restricted to the period of the research. It is 

unlikely that this will provide sufficient longitudinal information to map the complex 

interaction and dynamic nature of human diseases. EHRs offer the potential that 

multiple measurements of the same trait could be recorded for single individual 

patients over sufficient timescales to capture chronological trends and better reflect 

the characteristics of evolving conditions. For example, a recent genome-wide 

analysis found that the variance in both systolic and diastolic blood pressure that 

could be explained by single nucleotide polymorphisms (SNPs) was doubled through 

use multiple measurements of blood pressure from EHRs (Hoffmann et al., 2017).  

 

Secondly, even though population-based registries exist for certain diseases, enabling 

data collection to be consistent over time, it is not feasible to develop data collection 

schemes that provide comprehensive coverage of all conditions for patient cohorts or 

geographic regions, but this is achievable through EHRs (Glicksberg et al., 2018). 

EHRs might be considered to have better representativeness of actual daily clinical 

care than disease-specific registries and primary research studies that may have 

specific inclusion and exclusion criteria. But caution is needed when interpreting the 

results of studies generated from EHRs, taking into account the real-life 

circumstances of data collection and avoiding drawing conclusions out of context.  

 

Thirdly, in contrast to purposely collected data, EHRs have the potential to enable 

discovery of unanticipated associations between variables that do not obviously seem 

to be related. It is difficult for researchers to investigate underlying associations if 

relevant information was not included in data collection schemes during trial design 

for example. For rare conditions, EHRs also offer the possibility to allow precise 

estimation given quantity of meaningful information contained in the data set. 

However, it is equally important to be aware of potential false positive findings or 

analytical results that lack reproducibility generated from analysis of such big 

datasets (Ioannidis, 2005, Begley and Ioannidis, 2015). 
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3.2.1 General considerations for EHRs in medical research 

 

Given that EHRs primarily support for care delivery, these basically include ‘stream 

of consciousness writing’ or a ‘diary’ of healthcare service delivery. From the first 

contact with patients, to the recording information into EHRs, factors involved in the 

whole process have the potential to affect and be reflected in the data. Therefore, 

EHRs are not necessarily direct reflections of patient’s physiological status but are 

influenced by the complexity of health care process (Tao et al., 2011, Hripcsak and 

Albers, 2012). This makes it challenging to use EHRs to address medical questions 

directly. Important issues relating to EHR data research quality include accuracy, 

completeness, complexity and bias.  

 

Accuracy refers to errors which could be introduced anywhere in the process from 

first-hand medical information gathering to extracting key information from the raw 

data, to depositing the information into dataset. Some errors are systematic which 

introduce bias, as when a better reimbursed diagnosis tends to be more frequently 

recorded, whereas some errors are random in nature. There are also problems 

concerning the use of medical concepts, particularly in structured coded data. Even 

where EHRs function in much the same way as traditional paper medical records that 

are written manually by individual clinicians, they may not always offer similar 

consistency between the retrospective interpretation of medical terms and the true 

intention of the health professional completing the record. This is not because of the 

recall bias that all retrospective studies may be subject to, irrespective of which type 

of medical records were used, but standardized clinical terminology systems and 

ontologies cannot always guarantee that all clinical concepts are coded in the same 

way as might be expressed in free text information. For example, a question mark in 

medical notes usually indicates a possible diagnosis based on a doctor’s impressions 

about patient’s presentations and known medical history. Such uncertainty may not 

be properly coded, and possible diagnosis could be interpreted as confirmed 

diagnosis during research, if no additional information is recorded to indicate the 

level of uncertainty. In addition, there are misalignments between coded concepts 

and applicable definitions and obvious misuse may occur. For example, 2% of 

patients with one eye missing were labelled as being ‘equal pupils’ by commonly 
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used acronym PERRLA in EHRs having ‘pupils equal, round, and reactive to light 

and accommodation’ (Hripcsak and Albers, 2012). Such apparent misuse of medical 

term may not always indicate sub-standard health care service: opticians may only 

perform clinical examination for one eye and default to presuming the other eye’s 

function is the same, but the interface of structured EHR may not always allow this 

minority condition to fit into any coded terms.  

 

The Completeness of EHR data is generally referred as missingness, but this may 

not be equivalent to the missing data discussed by statisticians. The main categories 

of statistical missingness are: missing completely at random (MCAR), there are no 

systematic differences between missing values and observed values i.e. a 

measurement was not recorded simply because of computer breakdown; missing at 

random (MAR), differences between missing and observed values could be 

explained by observed values i.e. missing blood pressure is expected to be lower than 

that of observed individuals because younger people may be more likely to miss out 

blood pressure measurements; and missing not at random (MNAR), systematic 

differences persist between missing and observed values which could not be 

explained by observed data i.e. hypertension patients miss out clinical appointments 

because of exacerbation of the condition like severe headache (Sterne et al., 2009b, 

Altman and Bland, 2007). Several approaches have been proposed to deal with 

missing data such as complete case analysis, missing indicator, single and multiple 

imputation analysis (Groenwold et al., 2012a). Generally multiple imputation might 

be recommended for data even when MNAR as this reduces bias compared to other 

methods (Kontopantelis et al., 2017).  

 

For EHRs, data are missing largely not at random for several reasons. Since EHRs 

mainly contain information relating the episodes of care, information that goes 

beyond the capture of dataset or data linkage are unlikely to be documented. For 

example, if patients move between clinical settings during health-seeking process 

where EHRs are not linked with each other, then EHRs are fragmented due to 

insufficient clinical information exchange. Also, incident medical episodes mainly 

depend on patients actively seeking healthcare rather than being followed up. There 

might be initial onset of certain mild symptoms but recording EHRs is only triggered 
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when patients present to health care settings. If patients do not attend for medical 

consultations, then any relevant medical information would not be explicitly 

recorded before the healthcare episode. In addition, it is possible that items were 

recorded in error or information was not considered important enough to be 

documented but might have been of research value.  

 

Complexity is in the nature of healthcare. This makes EHRs data highly complex, 

including comprehensive individual health information from physical, mental and 

social well-being aspects, as well as tests and imaging results, and details of the 

organisational aspects of care. Great efforts are being made to create standardized, 

hierarchical structured clinical terminology to define clinical data. Such as SNOMED 

CT (Systematized Nomenclature of Medicine Clinical Terms) which has been 

deployed in English primary care systems since April 2018 (NHS Digital, 2019b). 

SNOMED includes more than 300,000 active medical concepts archived under 19 

top-level hierarchies (He et al., 2015, Andrews et al., 2007).  

 

Adopting standardized clinical terminology facilitates fast yet large scale healthcare 

research, however, regional, chronological and temporal variations have been noticed 

in the use of same clinical terminology system (Pryor and Hripcsak, 1993, Hripcsak 

et al., 1998, Hripcsak et al., 2005). Apart from coded records, substantial amounts of 

narrative information, that may contain meaningful information, are stored in the free 

text of unstructured EHRs. Data documented in the free text may include information 

on patient symptoms, clinical discretion process, sensitive topic like metal health 

issues and patient privacy. These narrative records might offer more value for 

research than coded data, especially for specific research questions but these require 

natural language processing techniques to extract essential elements (Sevenster et al., 

2015, Perotte et al., 2015). Complexity also arises when data are combined from 

different forms, different settings, across different regions or health care systems 

(Uddin and Gupta, 2014, Alexander and Wang, 2017). 

 

The concept of Bias is important to any type of research data, and especially applies 

to EHRs. Research studies using EHRs naively, without evaluation of data biases and 

their magnitudes, may generate research findings that contradict rudimentary and 
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‘common-sense’ understanding of healthcare outcomes. For example, a study using 

EHRs to replicate a prediction study for CAP found higher mortality rates among 

apparently healthier patient than that in sicker participants (Fine et al., 1997, 

Hripcsak et al., 2011). Because CAP patients with rapid progression of disease 

severity died quickly, fewer symptoms were recorded in EHRs which made them 

appear to be healthier than was truly the case. Another large study evaluating 

healthcare process impact on the predictive value of EHRs showed that the time at 

which clinical laboratory tests were ordered predicted survival rates better than the 

actual laboratory results (Agniel et al., 2018). Such research results are less intuitive, 

but understandable after factoring in healthcare process: doctors are more likely to 

order clinical tests for less well or more unstable patients during night shifts, which 

explain the study results that patients with normal white blood cell (WBC) counts at 

4am have lower survival chance than those with abnormal WBC counts at 4pm. 

Therefore, the nature of EHRs as a composite outcome of various set of healthcare 

processes introduces the possibility of bias (Boustani et al., 2010).  

 

EHRs contain rich information for medical research but the challenges mentioned 

above require researchers using EHRs data to have good understanding of the study 

topic, routine healthcare delivery in that field and to perform thorough data 

inspection before performing analysis. If uncertainty, inaccuracy, incompleteness and 

bias of the data are detected, the researcher must determine to what extent this may 

possibly affect the validity of the study estimates and how study results should be 

interpreted while recognizing their limitations to ensure the rigour in research. Other 

practical considerations such as the cost to access a national EHR resource like 

CPRD should be factored in when conceiving or designing healthcare studies. 

Because such cost is generally associated with study sample size requested as well as 

the type of patient information deployed.  

 

3.2.2 Potential usefulness of EHRs in medical research 

 

For the potential usefulness of EHRs, as well as other type of big data in medical 

research, generally there are four dimensions for consideration. First, EHRs could be 

used for sketching the outline of disease patterns in population-based study design. 
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This might lead to two-step approach: using EHRs for variable selection or 

phenotyping adopting a heuristic, iterative approach to translate raw EHRs data into 

clinically relevant curated rules; then datasets with more detailed and accurate 

information with mapping or linkage could be matched to these preliminary rules to 

facilitate precision medicine. Biomedical studies based on biobanks coupled with 

EHRs have generated promising results for arrhythmogenic right ventricular 

cardiomyopathy (ARVC) patients which could be easily diagnosed through 

electrocardiogram but without notable symptoms (Haggerty et al., 2017, Van Driest 

et al., 2016). Also, these types of data resources bear the potential to shorten the 

traditional lengthy drug discovery process by offering novel drug development or 

repurposing targets (Yao et al., 2011, Shameer et al., 2017, Shameer et al., 2018, 

Johnson et al., 2017). For example, metformin was suggested to be a potential 

chemotherapeutic drug contributing to cancer mortality reduction by analysing large 

EHR data from Vanderbilt University Medical Centre and Mayo Clinic (Xu et al., 

2014).  

 

Secondly, data mining of the enriched data resources could allow the identification of 

underlying medical questions without a research hypothesis being a pre-condition. 

For example, unsupervised machine learning techniques are able to cluster the data 

into groups that provide indicative information to inform relevant research questions 

and service planning. A research study using EHR records following data-mining 

approach has shown that proton pump inhibitors (PPIs) may be associated with 

increased risk of cardiac events among the general population (Shah et al., 2015). 

This type of widely prescribed drug may not necessarily be a causative factor for 

heart attack but the finding in itself has shown the feasibility and promising utility of 

analyses in unveiling non-obvious biomedical associations which could be validated 

by hypothesis-testing studies. Another recent study conducted among type 2 diabetes 

(T2DM) patients using data from CPRD and the Index of Multiple Deprivation 

(IMD) data sets has generated informative results through agglomerative hierarchical 

clustering analysis, even if the IMD data only reflects deprivation information of 

patient’s residential area at LSOA (Lower Layer Super Output Area) level 

(Nowakowska et al., 2019, CPRD, 2021). The Index of Multiple Deprivation (IMD) 

combines information from seven domains, including income, employment, 
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education, health, crime, housing and living environment, to produce an overall 

deprivation measure. The study identified the healthcare needs for multi-comorbid 

T2DM patients and highlighted the increasing trends of mental health burden among 

study population especially the most deprived cohort (Nowakowska et al., 2019).  

 

Thirdly, in addition to outlined disease pattern, specific interventions could be 

applied to certain modifiable factors of specific healthcare service delivery process 

and evaluate the corresponding effects promptly. Recently, several studies have 

provided evidence that computer information algorithms developed through 

automated techniques like machine learning using quality big EHRs data may 

outperform medical professionals and be leveraged to improve care (Honeyford et 

al., 2019, Rajkomar et al., 2018).  

 

Fourthly, information documented in EHRs open the possibilities of certain studies 

for pragmatic purposes. For example, strong associations after thorough evaluations 

of confounding variable effects using ample data with comprehensive coverage of 

possible covariates could function as surrogates of causal relationships especially 

when novel ground-breaking findings to back up causation are unlikely to be 

discovered in the near future but expedite decisions have to be done based on current 

available evidence. One of the most classic example of this kind is the Master 

Settlement Agreement with the tobacco industry in 1998 (Schroeder, 2004), which 

has adopted extensive research information to address the strong associations 

between smoking and its related illnesses to support jurisdiction. 

 

3.3 EHRs in UK primary care research 
 

Properly implemented and well tested electronic health record systems constitute an 

essential component of electronic health information exchange (HIE) initiative which 

benefits healthcare delivery from various aspects, further, offering great potential for 

medical research. Efficient information exchange between healthcare providers 

improves the safety of service delivery through rapid oversight of reliable 

consistently recorded medical histories by medical professionals (Kaelber and Bates, 

2007). The accuracy and consistency of population healthcare information with 
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satisfactory coverage entail the research value of EHR data comparing to segmented 

or self-reported patient data. In addition, healthcare information exchange backed up 

by EHRs has potential to empower patients for better joint medical decision making, 

optimize healthcare resource efficiency as well as continual service improvement 

through learning heath systems (Tang et al., 2006, Payne et al., 2010, Pagliari et al., 

2007, Abernethy et al., 2010, Deeny and Steventon, 2015). EHR system could enable 

studies with patient involvement to be conducted efficiently at large scales.  

 

During the past five decades, one of the major achievements of national-scale health 

informatics investment in the UK is that almost 100% of the primary care system is 

now covered by EHRs (Payne et al., 2010), at a time when only a small fraction (10-

30%) of ambulatory care clinicians in north American (the US and Canada) were 

using EHR routinely (Jha et al., 2008). Such computerisation subsidised by 

government investment has become the prerequisite of a number of healthcare 

delivery frameworks to enhance primary care system performance and research like 

the Quality and Outcomes Framework (QOF) (NHS Digital, 2021). 

 

The research value of EHR in UK primary care is endorsed by the universal health 

coverage system (Rivett, 2014) where 98% of the population is registered with a 

general practice and GP visits under the National Health Service (NHS) are free of 

charge (Herrett et al., 2015). These imply the representativeness of the data as well as 

minimization of healthcare insurance reimbursement impact during healthcare 

delivery. Another possible benefit is that better interoperability of healthcare 

information exchange could be achieved under such a healthcare system where major 

barriers introduced by fragmented services delivery model i.e. in the US due to 

insurance-based health-care processes could be avoided (Blumenthal and Dixon, 

2012). Additionally, the so called ‘from cradle to grave’ healthcare service in the 

UK, where a unique NHS number (its equivalent being the Community Health Index 

(CHI) Number in Scotland) is assigned to individual patients, offered both clinical 

and research value (Boyd et al., 2018, NHS Research, 2020). Such unique patient 

identifier enables consistent documentation of distinct patient healthcare information 

within the UK’s health and social care system and data linkage establishment, which 

is of particular research value for longitudinal population study in the community.  
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Information documented in primary care EHRs shares different characteristics from 

secondary healthcare data. Hospital EHRs cover accurate and granular information of 

episodic albeit intense clinical treatment, whereas patient information maintained in 

primary care EHRs comprise comprehensive patient information ranging from social, 

demographic and lifestyle information to disease management records. Despite the 

debate around the quality of primary care data in comparison with hospital EHRs as 

well as other conventional medical data i.e. disease specific registry and laboratory 

data, the longitudinal life span health care information contained within these EHR 

systems in themselves demonstrate the research value that may seldom be rivalled by 

other medical data of any kind (Johnson et al., 2014). Recent research evidence has 

demonstrated that primary care medical records could provide complementary 

information to hospital care data. A recent prognostic study conducted among 

intensive care units (ICUs) patients in Denmark using EHR data showed that a 

machine learning model generated from aggregated clinical data: including 

longitudinal disease history before admission from primary care data and real-time 

physiological measurement from hospital data, outperformed existing mortality 

prediction rules as well as the ones derived from any individual type of data alone. 

Even previous clinical diagnoses dated back to 10 years before ICU admission has 

shown to retain predictive value (Nielsen et al., 2019). Therefore, primary care data 

here have provided independent information much like stable baseline descriptions 

of patient health conditions, which assisted to differentiate underlying reasons even if 

similar acute physiological statements were presented, further, to inform clinical 

treatment and outcome prediction. An analogy of research values offered by primary 

and secondary care data in medical research is to contrast studies about regional 

climate and weather of individual days. Therefore, primary care data and secondary 

care data could be suitable for many research purposes individually but bridging 

primary and secondary care data could exploit routinely collected healthcare data to 

address certain types of specific research questions with enhanced cost-effectiveness.  

 

Apart from top-down initiatives, software and hardware vendors also played an 

essential role during successful implementation of EHRs in the UK primary care 

(Johnson et al., 2014). In England, there are mainly three GP EHR systems: Vision, 
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EMIS and SystmOne (NHS, 2016, Kontopantelis et al., 2018). Each GP IT system 

possesses individual clinical coding classification systems which should be taken 

into consideration when multiple datasets were merged for data aggregation. For 

example, both the Clinical Practice Research Datalink (CPRD) Gold database and 

the Health Improvement Network (THIN) database collect data from general practice 

using Vison, whereas general practices contributing data to CPRD Aurum adopted 

EMIS system (Wolf et al., 2019, Franklin and Thorn, 2019). Awareness should be 

given to possibilities that variability in coding styles may persist between and within 

GP IT systems. For example, the documentation of mortality events, a clinical code 

could be applied in one EHR system, but same information may be stored in a 

sperate specific field under another system. Further, the deployment of EHR systems 

has shown to be geographically clustered with appreciable regional variability in the 

English primary care (Kontopantelis et al., 2018). Therefore, the representativeness 

of EHR data generated from a single GP IT system should be considered when 

attempting to generalize study results.  

 

3.4 The clinical practice research datalink (CPRD) Gold 
 

3.4.1 Description of CPRD Gold 

 

The data source for this thesis were obtained from the UK CPRD GOLD dataset 

which contains anonymised EHRs data from primary care. The database was 

originally constructed in London in 1987, known as the small Value Added Medical 

Products (VAMP) dataset and expended into General Practice Database (GPRD) in 

1993 (Kousoulis et al., 2015, Williams et al., 2012). In 2012, with the allowance of 

linkage to secondary care data and incorporation of more mortality together with 

demographic data, the dataset was referred as clinical practice research datalink 

(CPRD). Due to its wide geographic coverage (England, Wales, Scotland and 

Northern Ireland) and ongoing data collection since 1987, CPRD became the largest 

primary care EHR dataset of longitudinal medical records in the world with 5.1 years 

follow-up duration on average (Herrett et al., 2015). A subset of participant English 

practices (approximately 75%, accounting for 58% of all UK CPRD practices) 

consent to contribute data to the CPRD linkage scheme. Currently available linkages 
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include Hospital Episode Statistics (HES) (secondary care data) , Office for National 

Statistics (ONS) (mortality and cause of mortality data), Index of Multiple 

Deprivation (IMD), Townsend scores and Carstairs Index (deprivation data), Mental 

Health Dataset (MHDS) (mental health data) and disease registries like the cancer 

registry, data from Public Health England (PHE). For other available linked data as 

well as planned linkage, relevant information can be accessed via 

https://www.cprd.com/linked-data (CPRD, 2019a). Recently, a decreasing number of 

GP practices participating CPRD has been noted due to the declining use of Vision 

system. In October 2017, CPRD started a new dataset named CPRD Aurum 

collecting data from consenting GP practice from England and Northern Ireland (data 

from Northern Ireland is available from 2019) using EMIS system (Wolf et al., 

2019). Previous CPRD dataset with primary care data from Vision system is then 

referred as CPRD Gold (CPRD, 2019b). Given that primary care data sources for this 

thesis were derived from CPRD Gold or subset of CPRD Gold, the dataset will be 

referred to as CPRD for the remainder of the thesis.  

 

3.4.2 Main data files of CPRD and data quality 

 

The CPRD is one of the largest primary care databases worldwide with ongoing 

collection of anonymised medical records from approximately 700 general practices 

covering more than 11.3 million patients. There were 4.4 million active patients 

whose data met quality criteria contributing data to the dataset (Herrett et al., 2015). 

CPRD comprises comprehensive information on patients’ demographics, medical 

conditions, medication prescription, clinical management, clinical investigation tests, 

referrals and clinical findings as shown in Table 3.1.  

 

Given that 98% of the UK population is registered with a general practice and CPRD 

includes about 6.9% of the UK population (Herrett et al., 2015), the population 

coverage of the dataset was broadly considered to be representative in terms of age, 

sex, ethnicity and geographical distributions (Herrett et al., 2015, Van Staa et al., 

2001).  
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Internal data quality measurements were carried out at both patient and practice 

level. Such internal data quality assessment efforts aimed to ensure data quality meet 

satisfactory level within its subsets of UK practices (Williams et al., 2012). 

Individual patient data were checked against a list of key variables indicating data 

validity, so that patients’ data labelled as ‘acceptable’ were recommended for 

research purpose. Practice level assessment was manifested by the ‘up-to-standard’ 

(UTS) status based on two essential concepts: consistent data documentation and 

mortality rates within acceptable range (Williams et al., 2012, Jick et al., 1992). It 

has been noted that more rigorous data quality assessment rules are warrantied to 

characterise the strength and weakness of primary care data for research, since 

influential regulatory incentives like Quality Outcome Framework (QOF) rules have 

changed the data recording practice which may not be captured by UTS parameters 

(Vamos et al., 2011, Tate et al., 2011).  

 

The validity of research evidence from CPRD has been extensively studied 

especially for diagnosis and drug prescription. The majority of these studies 

examined data validity with reference to external research data sources such as GP 

questionnaire, Office for National Statistics (ONS), GP data documentation 

requirements (Harshfield et al., 2017, Williams et al., 2012). A systematic review 

including 212 publications from CPRD showed high estimates of validity with a 

median of 89% cases being confirmed (Herrett et al., 2010). Similarly, less than 1% 

difference in smoking prevalence was reported between CPRD and Health Survey 

for England (Booth et al., 2013). However, minor discrepancies of death recording 

between CPRD and ONS data were reported (Harshfield et al., 2017, Delmestri and 

Prieto-Alhambra, 2020) and misclassification in body mass index (BMI) (Bhaskaran 

et al., 2013) have been identified suggesting variance in data validity may occur 

when specific research questions are intended to be addressed using CPRD data. The 

quality of CPRD data must be reconsidered from the perspective of each new study. 
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Table 3.1: Main data files of CPRD (CPRD, 2017) 

File Content 

Patient file Basic patient demographics and patient registration details for the 
patients 

Practice file  Details of each practice, including region and collection information 

Staff file Practice staff details with one record per member of staff 

Consultation file Information relating to the type of consultation as entered by the GP 
from a pre-determined list. Consultations can be linked to the events 
that occur as part of the consultation via the consultation identifier 
(consid) 

Clinical file Medical history events. This file contains all the 
medical history data entered on the GP system, including symptoms, 
signs and diagnoses. This can be used to identify any clinical 
diagnoses, and deaths. Patients may have more than one row of 
data. The data is coded using Read codes, which allow linkage of 
codes to the medical terms provided. 

Additional 
Clinical file 

Information entered in the structured data areas in the GP’s software. 
Patients may have more than one row of data. Data 
in this file is linked to events in the clinical file through the additional 
details identifier (adid). 

Referral file Referral details recorded on the GP system. These 
files contain information involving patient referrals to external care 
centres (normally to secondary care locations such as hospitals for 
inpatient or outpatient care), and include speciality and referral type 

Immunisation 
file 

Details of immunisation records on the GP system 

Test file  Records of test data on the GP system. The data is coded 
using a Read code, chosen by the GP, which will generally identify 
the type of test used. The test name is identified via the Entity Type, a 
numerical code, which is determined by the test 
result item chosen by the GP at source. There are three types of test 
records, involving 4, 7 or 8 data fields (data1 - data8). The data must 
be managed according to which sort of test record it is. Data can 
denote either qualitative text-based results (for example 'Normal' or 
Abnormal') or quantitative results involving a numeric value. 

Therapy file Details of all prescriptions on the GP system. This file contains data 
relating to all prescriptions (for drugs and appliances) issued by the 
GP. Patients may have more than one row of data. Drug products 
and appliances are recorded by the GP using the Gemscript product 
code system. 
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3.5 Recoding of RTI, chest infection, pneumonia and pleural 

infection 
 

Clinical terminology is an essential element for EHR research especially when coded 

data are employed as the main study resource. Understanding the context of code 

selection and how clinical information were documented under structured 

classification systems relates to case definition and further data extraction based on 

refined code lists (Gulliford et al., 2009b). Code lists are the starting point for many 

epidemiological studies using EHRs, as without knowing the baseline for certain 

medical conditions, any further analysis would be built up without a solid 

foundation. Code list identification for this thesis started off with comparisons 

between clinical terminology/ disease classification systems followed by finalization 

of RTI, pneumonia and plural infection code lists.  

 

3.5.1. Comparisons between major diseases classification systems  

 

The comparisons being made in this section aimed for formulizing a general 

framework to tailor code lists to thesis research objectives and providing contextual 

information for critical appraisal EHR study results from various clinical 

terminologies in similar filed. Read code and International Classification of Primary 

Care (ICPC) were adopted to illustrate primary care terminologies whereas ICD-10 

was adopted to illustrate that of secondary care. Other disease classification systems 

for primary or ambulatory care such as International Classification of Diseases, 

Tenth Revision, Clinical Modification (ICD-10-CM) adopted in insurance-based 

healthcare systems like the US (CDC, 2020) were not included in this thesis. 

Comparison results are presented in ((A refers to Appendix) Table A 1, Table A 2 

and Table A 3). 

 

GPs in the UK recorded medical events to structured EHRs formerly using the 

Oxford Medical Information System (OXMIS) (Gulliford et al., 2009b), latterly the 

Read code system (Williams et al., 2012), then moved onto SNOMED CT since 

April 2018. During the transition time before SNOMED CT is mandated by 1st April 

2020, Read code remains to be held in clinical IT systems together with SNOMED 
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CT as dual coding which allows existing clinical and research to continue (NHS 

Digital, 2019c). Read code version 2 (5-byte READ) was one of the standard clinical 

terminologies being used in the UK primary care settings during study period with 

mapping to SNOMED CT and ICD-10 (NHS Digital, 2019a, NHS Digital, 2015). 

Read code follows a semi-hierarchical structure with more than 100,000 codes to 

document routine clinical consultations. These codes were mapped onto ‘medical 

codes’ as documented in CPRD for the identification of medical events, diagnoses, 

referral events and certain treatment issued. Clinical section of 5-byte version was a 

hierarchy list of 5-digit codes with 0-9 and A-Z (except I, O, V and W) in the first 

place and 0-9 in the remain four places and plus up to four trailing period ‘.’ 

characters. The relative position of individual code to another is indicated by itself: 

[H….] is the common ancestor of respiratory system diseases with ‘H’ being the first 

character, and [H0…] in turn the common ancestor of all acute respiratory infections 

begins with ‘H0’. 

 

The International Classification of Primary Care Second edition (ICPC-2) is another 

classification system (WHO, 2020) applied to general practice in countries like 

Australia (Faculty of Health Sciences, 2018). It has 17chapters, 15 out of which 

represent the localization of the complains and/or diseases for body systems with the 

remaining two chapters being unspecified conditions and social problems. This 

allows health care providers to use with ease by allocating the episodes to relevant 

categories. Each chapter is structured by seven components which mainly deal with 

consultation reasons for encounter, clinical investigation and findings, interventions 

or procedures in the disease management process. The taxonomy is based on three-

digit alphanumeric codes with the first letter representing the organ or body system 

defined by those 17 chapters followed by two digits of numerical codes representing 

information relating to the seven components for each chapter. Such coding system 

would allow the capture of episodes of care (EoC) over time and consistent 

documentation of clinical information by coding all the consultation episodes relate 

to the same condition (WONCA, 2016). In this case, ICPC does not have a separate 

section for general symptoms which have already incorporated in each episode of 

disease management. Whereas, for read codes the medical history, clinical 

symptoms, disease diagnosis and clinical investigations are separately documented in 
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the system which would allow the analysis of various aspects in the medical industry 

of public or clinical importance in contrast with that of ICPC. 

ICD is a standard clinical diagnostic terminology developed by WHO designed to 

serve the needs for hospital care, health management and epidemiological purpose 

(WHO, 2019a). For now, ICD-10 5th edition comprising 22 chapters has been 

mandated in the UK since 2016 onwards (HSCIC, 2015). ICD primarily aims to 

serve hospital health care where patients commonly present for a single episode of 

visiting with a chief problem clearly differentiated in most scenarios. This 

classification largely reflects clinician’s perspective on individual’s illness which 

may not necessarily continue to apply to primary care where patient’s chief complain 

may not be specific and clinicians are managing multiple episodes of the same 

patients over time. Thus, ICD with such a detailed granularity limits its clinical 

usefulness in primary care.  

 

On the other hand, Read code and ICPC would allow many health problems and even 

non-disease conditions to be labelled at a sufficient detail meanwhile the overarching 

terms in the primary care coding systems enable primary care data aggregation 

feasible. Also, these coding systems are not solely diagnosis oriented but taking 

elements from patient’s part which is essential for patient centred care. By employing 

coding systems suitable for primary care, health care provider can efficiently 

document daily care practice reflecting the content of primary care. This further 

assist health care providers, medical researchers and policy makers to understand 

what is happening within primary care system and how to improve services. 

However, this does not mean ICD stands a position in competition with primary care 

coding systems, rather they are complementary to each other, for example expanded 

codes through data mapping between ICD and primary care terminologies would 

separate out certain conditions included in a high-level aggregated code into more 

specific codes for research purposes.  

 

3.5.2 Recoding RTI, chest infection, pneumonia and pleural infection 

 

The identification of RTI consultations relates to the selection of both participants 

and cases, therefore inclusive recruitment of all the possible codes with multi-layered 
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recoding criteria would allow the sensitivity analysis and coding drift assessment to 

be conducted. The code list sorting started with an existing list. Complementary 

information was then sought after from CPRD dictionary. Two researchers (MG and 

XS) reviewed and agreed on the final list. Respiratory tract infections were firstly 

coded into 10 categories as shown in Figure 3.1:  acute otitis media (72 codes), acute 

sore throat/acute pharyngitis/acute tonsillitis (103 codes), common cold (9 codes), 

influenza (15 codes), acute rhinosinusitis (22 codes), acute cough/acute bronchitis 

(74 codes), URTI (4 codes), chest infection (6 codes), LRTI (19 codes), pneumonia 

(103 codes), plus pleural infection (50 codes). Pleural infection codes were used for 

approximate estimation of severe pneumonia cases (Sun et al., 2019). Apart from 

that, the rest 10 subdivisions of recoded conditions were further grouped into self-

limiting RTIs (299 codes), chest infection (25 codes), pneumonia (103 codes), 

pleural infection (50 codes). Finally, 427 codes comprising all RTI conditions were 

identified in consistent with previous study using the same data set (Ashworth et al., 

2004a). 

 

For pneumonia code list sorting, natural language process techniques were also 

explored to validate human code extraction (Liang et al., 2018). Satisfactory 

agreement as measured by F statistics being 0.84 between human search and 

algorithm generated code lists was reported. This has provided recoding implications 

for future studies using EHR coded data, especially when well established code lists 

are not readily available for reference and potential medical concepts have been 

documented sparsely in clinical terminology systems.  
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Figure 3.1: RTIs and pleural infections recoding process in CPRD 
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Chapter Four : Reducing antibiotic prescribing in primary 

care in England from 2014 to 2017: a population-based 

cohort study 
 

This chapter presents an epidemiological study to investigate the changes in 

antibiotic prescribing in primary care in England. An original research paper was 

published from this study (Sun and Gulliford, 2019). 

 

4.1 Introduction  
 

Antibiotics have paved the way for numerous modern medical achievements by 

effectively preventing and treating infection conditions, which would be life 

threatening before the first introduction of penicillin in late 1940s (Gaynes, 2017). 

This immediate and profound initial impact introduced the ‘golden era’ of antibiotic 

discovery between 1930s and 1960s (Nathan and Cars, 2014). ‘Golden’ denotes that 

such success appeared to be usual at that time and ‘era’ means that such a time has 

now faded away. Apart from the great challenges and major investments, the 

therapeutic potential of current antibiotics is now shrinking because of the ever-

increasing emergence of antimicrobial resistance (AMR), which becomes the major 

disincentive. Almost all the disease-causing pathogens have developed resistance 

mechanisms to antimicrobial agents which are used for treating them (Ruiz et al., 

2012).  

 

The reasons underpinning the high rates of antibiotic resistance at population level 

are multifactorial but AMR is a direct consequence of extensive medical utilisation 

(Hellen Gelband, 2015, Laxminarayan et al., 2013), especially in the community 

settings (Control and Prevention, 2013, Costelloe et al., 2010, Goossens et al., 2005). 

Due to the severe challenges caused by antibiotic resistance, infectious diseases have 

come to under the spotlight again as a major public health problem in modern 

medicine. With the advent of carbapenem-resistant Enterobacteriaceae (CRE), 

modern medicine would likely proceed to post-antibiotic era with a depleted anti-

infectious arsenal (WHO, 2011, Reardon, 2014). Therefore, curbing AMR has 
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become a public health priority. Global and national antibiotic stewardship 

campaigns have been launched to improve judicious use of antibiotics and contain 

the spreading of antibiotic resistant microbials (WHO, 2013, Davies and Gibbens, 

2013, Stone et al., 2012, Schwaber et al., 2011, Brinsley et al., 2005, MacDougall 

and Polk, 2005, So and Woodhouse, 2010). 

 

With the increasing understanding of negative effects of antibiotic misuse in the 

short term and long run, national policy initiatives in the UK have been launched to 

lower unnecessary use of antibiotics (Ashiru-Oredope et al., 2012b). Multifaced 

interventions together with public campaigns have be promoted to reshape the 

antibiotic prescribing patterns since 1998 (Carbon and Bax, 1998, Rodgers et al., 

1999, Ashworth et al., 2002).  

 

A continuous decreasing trend for antibiotic consumption has been reported since 

1995. By the year of 2000, significant reduction of antibiotic prescription had been 

achieved with the driving force being decreased antibiotic utilization in the 

community settings (Ashworth et al., 2004a) where 70% to 80% of antibiotics were 

dispended (PHE, 2016, PHE, 2015, PHE, 2014, Committee). The English 

Surveillance Programme for Antimicrobial Utilisation and Resistance (ESPAUR) 

(PHE, 2017a) reported that antibiotic prescriptions in primary care have decreased by 

13% between 2012 and 2016. 

 

The purpose of the present study is to update data for antibiotic prescribing trends in 

English general practices from 2014 to 2017. Antibiotic prescriptions for males and 

females and for patients of different ages were evaluated. Also, antibiotic 

prescriptions for common categories of indications were analysed to provide 

estimates for detailed antibiotic utilizations in the community. Finally, trends in 

prescribing of broad-spectrum β-lactam antibiotics and individual classes of 

antibiotics were compared. 
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4.2 Methodology 
 

4.2.1 Data source and main measures 

 

For this study, a subset of CPRD data from 102 general practices in England which 

participated in the data linkage scheme, and consistently contributed data in all years 

from 2014 to 2017 were analysed. This serves to eliminate the impact of practices 

contributing data in different years. During study period, the total number of general 

practices in the UK contributing to CPRD declined from 491 in 2014 to 285 in 2017. 

Meanwhile, the number of CPRD general practices in England participating the data 

linkage scheme declined from 257 to 102 (Table 4.1). Individual participant data 

were included from the later of 1st January 2014 or the start of the patient’s CPRD 

record to the earlier of 31st December 2017 or the end of the patient’s CPRD record. 

Data were obtained from the February 2018 release of CPRD. For practices that 

ended CPRD data collection during 2017, an equivalent end-of-year-date was also 

adopted for earlier years, because of the marked seasonality in antibiotic 

prescriptions. 

 

For each year of study, person-time was employed as denominator for rates. Person-

time contributed by each individual patient was calculated between 1st January of the 

year, or start of registration if this was later, to 31st December of the year, or end of 

registration or date of death, if these were earlier. This is to ensure that the study 

deployed active patient records rather than historical records. 

 

Prescriptions for antibiotics were identified using product codes for all antibiotic 

drug classes included in section 5.1 of the British National Formulary (BNF) except 

anti-tuberculous, anti-lepromatous agents and methenamine, which were excluded 

(BMA, 2013, PHE, 2017a). The BNF groups antibiotic drugs into the following 

categories: penicillins, cephalosporins (including carbapenems), tetracyclines, 

aminoglycosides, macrolides, clindamycin, sulphonamides (including combinations 

with trimethoprim), metronidazole and tinidazole, quinolones, drugs for urinary tract 

infection (nitrofurantoin) and other antibiotic drugs. There is no universally accepted 

definition for ‘broad-spectrum’ antibiotics (BMA, 2013). For this study, broad-
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spectrum β-lactam antibiotics included broad-spectrum penicillins, cephalosporins. 

Carbapenems are only rarely used in primary care and were combined with 

cephalosporins for further analysis. Clinical indications for antibiotic prescription 

were grouped into categories based on Read medical codes recorded into patients’ 

clinical and referral records on the same date as the antibiotic prescription including: 

‘respiratory conditions’, ‘genitourinary conditions’, ‘skin’ conditions, ‘eye’ 

conditions, non-specific codes recorded, no codes recorded. Codes employed for 

analysis are shown in Appendix C. An inclusive approach was adopted to code 

selection in order to capture any potential indications for antibiotic treatment. The 

‘issueseq’ field in the CPRD therapy file was used to evaluate whether prescriptions 

were repeat prescriptions. Prescriptions associated with ‘isssueseq’ values of zero 

were coded as ‘acute’ while ‘issueseq’ values of one or above were coded as ‘repeat’ 

prescriptions.  
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Table 4.1: Numbers of general practices contributing to CPRD from 2014 to 2017. Figures are mid-year counts. 

Variable 2014 2015 2016 2017 

All CPRD general practices  491 422 338 285 

CPRD general practices in England  329 260 180 133 

CPRD general practices in England 
participating in data linkage 

257 202 238 102 
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4.2.2 Statistical analysis 
 

Prescriptions for all antibiotic and broad-spectrum β-lactam antibiotic were 

enumerated by year. Antibiotic prescriptions of the same type on the same date were 

considered as a single event. Age was included as a continuous variable but was also 

analysed in sub-groups from 0-4 years, then 10-year age-groups up to 85 years and 

over. Read codes recorded on the same date as an antibiotic prescription were 

analysed according to indication. The primary indication on each date was allocated 

by giving priority to indications in the following sequence: respiratory, 

genitourinary, skin and eye. Antibiotic prescription rates were calculated as per 1,000 

person years, and proportions of registered patients with antibiotic prescribed in year 

in relation to age-group, gender, study year and main indications. In order to estimate 

annual changes in antibiotic prescribing, we fitted in hierarchical generalized linear 

Poisson models using the ‘hglm’ package (Rönnegård et al., 2010) in the R program. 

The dependent variable was a count of antibiotic prescriptions (either all antibiotic 

prescriptions or broad-spectrum antibiotic prescriptions). Predictors were calendar 

year, sex and age, including quadratic and cubic terms to allow for non-linear effects 

of age. Calendar year was included as a linear predictor based on inspection of 

descriptive data and because non-linear effects would be difficult to estimate over a 

four-year period. A random effect for general practice was included because of the 

repeated observations on general practices over years. The log of person-time was 

included as offset. Relative rate reductions were estimated as one minus the adjusted 

relative rate for the linear effect of calendar year. In view of the size of the dataset, 

we present confidence intervals rather than significance tests. Results were presented 

using the ‘ggplot2’ and ‘forestplot’ packages (Wickham, 2016a) in the R program 

(Team, 2013). 

 

4.2.3 Data governance approval 

 

Research protocol for this study was submitted to and approved by the Medicines 

and Healthcare Products Regulatory Agency (MHRA) Independent Scientific 

Advisory Committee (ISAC), which is responsible for reviewing all proposals in 
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CPRD. Research Approval was obtained on 10th February 2016 (Protocol NO. 

16_020). All patients’ EHRs analysed for this study were completely anonymized. 

 

4.3 Results 
 

4.3.1 Overall antibiotic prescriptions 
 

Analyses included 102 general practices that contributed data in each year from 2014 

to 2017 as shown in Table 4.2. The registered population was 1.03 million in 2014 

increasing to 1.07 in 2017. There were 539,219 antibiotic prescriptions in 2014, 

declining to 459,476 in 2017. The antibiotic prescribing rate declined from 608 per 

1,000 in 2014 to 489 per 1,000 in 2017. The proportion of registered patients that 

were prescribed antibiotics in year declined from just over 1 in 4 (25.3%) in 2014 to 

just over 1 in 5 (21.1%) in 2017. Figure 4.1 (left panel) shows changes in the 

proportion of patients prescribed antibiotics in year over the study period. A 

consistent year-on-year reduction was observed in each age-group from 0 to 4 years 

to 85 years and over. Marked antibiotic prescribing variations were observed in 

relation to age, with the highest rates at the extremes of age.  
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Note: Given that the confidence intervals of presented proportions are too narrow 

and hence less informative, confidence intervals are not illustrated in this figure. 

AB: antibiotic 

Figure 4.1: Proportion of patients prescribed antibiotics in year by age-group 
and calendar year. 

     

There were 195,750 broad-spectrum β-lactam AB prescriptions in 2014, declining to 

153,423 in 2017. The proportion of all AB prescriptions that were broad-spectrum β-

lactams decreased from 36.3% in 2014 to 33.3% in 2017 (Table 4.2). Figure 4.1 

(right panel) shows the change in proportion of patients prescribed broad spectrum β-

lactam AB by age-group. While there was a year-on-year decrease in broad-spectrum 

β-lactam antibiotic use in each age-group, the absolute reduction appeared to be 

greater at older ages in whom broad-spectrum β-lactam AB use was greatest. 

  

Table 4.3 presents data for antibiotic prescribing indications. Respiratory 

consultations accounted for the most frequent defined indication with 168,852 (31%) 

prescriptions in 2014 and 129,032 (28%) in 2017. The most frequent respiratory 

codes for antibiotic prescription were ‘cough’ and ‘chest infection’ as shown in 
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Table A 4. Genitourinary infections and skin infections accounted for 9% and 7% of 

antibiotic prescriptions respectively with little change over years. There were 77,431 

(14%) antibiotic prescriptions with no associated medical codes recorded in 2014 and 

73,596 (16%) in 2017. There were 204,395 (39%) of antibiotic prescriptions with 

only non-specific codes recorded in 2014 and 181,018 (39%) in 2017. Frequently 

used non-specific codes ‘telephone encounter’, ‘patient reviewed’, ‘had a chat to 

patient’ and ‘administration’.  

 

Table 4.3 shows the proportion of repeat prescriptions for different prescribing 

indications. In 2017, 78,166 (17%) of antibiotic prescriptions were recorded as repeat 

prescriptions. The proportion of repeat prescriptions was 2% or lower for respiratory, 

genitourinary or eye conditions. For skin infections, 8% of antibiotic prescriptions 

were recorded as repeat prescriptions. There were 10% of repeat prescriptions among 

antibiotic prescribing episodes associated with non-specific codes. Among 73,596 

antibiotic prescriptions in 2017 with no medical codes recorded, 56,216 (76%) were 

recorded as repeat prescriptions. 
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Table 4.2: Numbers of antibiotic prescriptions, and antibiotic prescribing rates, by year. Figures are frequencies except where 
indicated. 

 2014 2015 2016 2017 

     

General practices 102 102 102 102 

Patients 1,025,539 1,058,805 1,069,513 1,071,293 

Female (%) 520,336 (50.7) 536,082 (50.6) 542,051 (50.7) 543,324 (50.7) 

Age (mean, sd, years) 39.4 (23.4) 39.5 (23.4) 39.7 (23.5) 39.9 (23.5) 

Person-time (person years) 887,580 921,735 932,544 939,620 

     

All antibiotic prescriptions 539,219 494,185 482,917 459,476 

All AB prescribing rate (per 1,000 person years) 608 536 518 489 

Proportion of patients prescribed AB (%) 25.3 23.0 22.2 21.1 

Mean number of AB prescriptions in patients prescribed 2.08 2.03 2.03 2.03 

     

Broad-spectrum β-lactam antibiotic prescriptions 195,750 174,353 167,056 153,423 

Broad-spectrum prescribing rate (per 1,000 person years) 221 189 179 163 

Proportion of patients prescribed Broad-spectrum β-lactam AB (%) 12.9 11.3 10.7 9.9 

Mean number of BS-AB prescriptions in patients prescribed 1.48 1.46 1.45 1.45 
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Table 4.3: Distribution of antibiotic prescriptions by broad groups of indications. Figures are frequencies except where indicated. 

 2014 2015 2016 2017 Acutea Repeata 

 Freq. % Freq. % Freq. % Freq. % Freq. (%) Freq. (%)  

           

AB prescriptions 539,219  494,185  482,917  459,476  381,310 (83) 78,166 (17) 

           

Respiratory conditions 168,852 31.3 146,025 29.5 140,263 29.0 129,032 28.1 127,474 (99) 1,558 (1) 

Genito-urinary conditions 47,009 8.7 44,544 9.0 42,453 8.8 42,401 9.2 41,740 (98) 661 (2) 

Skin conditions 39,579 7.3 35,299 7.1 33,640 7.0 32,003 7.0 29,513 (92) 2,490 (8) 

Eye conditions 1,953 0.4 1,622 0.3 1,586 0.3 1,426 0.3 1,399 (98) 27 (2) 

Non-specific codes 204,395 38.0 191,565 38.8 189,386 39.2 181,018 39.4 163,804 (90) 17,214 (10) 

No medical codes 77,431 14.3 75,130 15.2 75,589 15.7 73,596 16.0 17,380 (24) 56,216 (76) 

a: Proportion of antibiotic prescriptions that were either acute or repeat prescriptions in 2017 
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Informed by the apparent consistent annual declines in antibiotic prescribing noted in 

Table 4.2 and Figure 4.1, Figure 4.2 presents a Forest plot of annual relative 

reductions in antibiotic prescribing adjusted for age, gender and general practice. 

Estimates for all antibiotic prescribing are shown in blue and for broad-spectrum 

antibiotic prescribing in red. The annual relative reduction in all antibiotic 

prescribing was 6.9% (95% confidence interval 6.6% to 7.1%). Estimates were 

generally similar for males and females. For participants aged less than 55 years, the 

sub-group estimates were all greater than the overall estimate, being greatest at age 

45 to 54 years at 9.2% (8.4% to 9.9%) per year. For participants older than 55 years, 

estimates were consistently lower than the overall estimate being lowest at age 75 to 

84 years and above at 4.3% (3.4% to 5.1%) per year. Considering sub-groups of 

indications, rates of decline were greatest for respiratory indications (9.8%, 9.6% to 

10.1%), and eye indications (11.0%, 9.9% to 12.2%). The rate of decline was 

smallest for antibiotic prescriptions with no recorded indication (3.8%, 3.1% to 

4.5%). The overall rate of decline was faster for broad-spectrum antibiotics than all 

antibiotics at 9.3% (9.0% to 9.6%). Estimates were consistent for males and females. 

The greatest relative decline was observed at 45 to 54 years (12.5%, 11.5% to 

13.5%) and the lowest at 75 to 84 years (5.7%, 4.7% to 6.7%). The greatest decline 

was for skin condition indications (14.9%, 13.9% to 15.9%) and lowest for un-coded 

indications (5.5%, 4.5% to 6.4%). 



 
 

70 

 
Note: AB: antibiotic  

 

Figure 4.2: Forest plot showing annual relative reduction (95% confidence 

interval) in antibiotic prescribing for all antibiotics and broad-spectrum β-

lactam antibiotics between 2014 and 2017 for sub-groups of age and gender 

and different prescribing indications. Estimate were adjusted for age, gender 

and clustering by practice. 
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4.3.2 Changes in different classes of antibiotics 
 

Figure 4.3 presents changes over time in the utilisation of different classes of 

antibiotics. The most frequently issued antibiotics were penicillins, accounting for 

56% of antibiotic prescriptions in men and 44% in women in 2017; macrolides, men 

14%, women 12%; tetracyclines, men 14%, women 12%; sulphonamide and 

trimethoprim combination, men 6%, women 11%. the latter class be more frequently 

used in females. Clindamycin, aminoglycosides and other antibiotics accounted for 

less than 1% of antibiotic prescriptions and are not shown. During the period of 

study, drugs for urinary tract infections (nitrofurantoin) increased as a proportion of 

all antibiotic prescriptions, in men from 2.6% in 2014 to 4.2% in 2017, and in 

women from 8.8% in 2014 to 13.7% in 2017. Tetracycline use also increased 

between 2014 and 2017, in men from 12.8% to 14.5% and in women from 10.1% to 

11.6%. Most other categories appeared to show slight declines. Both penicillin and 

macrolides were mainly prescribed for treating respiratory conditions, whereas 

tetracyclines was frequently issued for skin conditions among young patients and 

respiratory conditions in later life. There was a decline in the use of 

sulphonamide/trimethoprim combinations for urinary conditions while a notable 

increase of nitrofurantoin use for these conditions was observed over study years 

among all age groups but more particularly in women.  
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Figure 4.3: Bar chart showing changes from 2014 to 2017 in the proportion of 

antibiotic prescriptions for different antibiotic classes for males and females. 
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4.4.1 Main findings 
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antibiotics have declined consistently over this four-year period. Antibiotic 

utilisation shows important patterning by age and gender, being higher in very young 

and very old people and higher in women than men. However, the results show that a 

reduction in antibiotic utilisation is being achieved across all ages groups and in 

females as well as males. The gender gap in relation to antibiotic prescribing could 

be due to differences in medical care-seeking behaviour or specific conditions which 

disproportionally affect one gender (Smith et al., 2018).  
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Among prescriptions associated with coded indications, respiratory conditions were 

the most frequent indication for antibiotic prescription and also showed the greatest 

rate of decline. Respiratory tract infections have always been the ‘bread and butter’ 

among common conditions managed by GPs in the UK, and antibiotics are issued at 

about 50% of RTI consultations overall (Gulliford et al., 2014b). In general, 

paralleled decreasing trends have been observed between RTI consultation rates and 

antibiotic prescription rates during the past two decades (Ashworth et al., 2004a, 

Frischer et al., 2001). Selective antibiotic prescription decreases among subgroups of 

RTI were also detected with greater reduction took place among URTIs, thus may 

offset the insignificant decline among LRTIs in general (Ashworth et al., 2004a, 

Ashworth et al., 2005, Gulliford et al., 2009a). Given the wider social and medical 

context, GPs tend to withhold antibiotic prescriptions to low risk patients, and 

consequently URTI consultation rates have been declining in primary care 

(Ashworth et al., 2005). It becomes essential that judicious use of antibiotics takes 

two major aspects into consideration: reducing unnecessary use of antimicrobials to 

reserve the anti-infection treating potentials, while timely administrating anti-

infectious treatment when necessary to optimize the therapeutic effects and, further 

avoiding undesirable infectious complications. Therefore, clinical safety outcomes 

should be analysed alongside with the reduction outcomes of antibiotic prescription 

(McDonagh et al., 2016, Gulliford et al., 2016). 

 

Consistent with other recent reports (Dolk et al., 2018), a substantial proportion of 

antibiotic prescriptions were found no association with specific coded clinical 

indications. Antibiotic prescriptions that were not associated with medical codes, 

showed the slowest rate of decline, potentially further identifying this category of 

prescriptions as representing a sub-optimal standard of clinical practice which might 

hamper the accurate estimation of drug indications. This might also be due to the 

possibility that relevant medical information like clinical symptoms were 

documented in free texting data, which are no longer accessible in CPRD since 2013 

(Wolf, 2018). However, these results suggested that prescriptions without coded 

indications included a high proportion of repeat prescriptions. Enhancing the quality 
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of clinical information recording is warranted in order to improve patient care, as 

well as the usefulness of records for research and health service management.  

 

More than one third of prescriptions were for β-lactam antibiotics and there was 

evidence of an important decline in antibiotic prescribing in this category consistent 

with previous evidence (PHE, 2017a). The relative reductions of broad-spectrum β-

lactam prescriptions were greater than for overall antibiotic utilisation. Broad-

spectrum β-lactam antibiotics may not necessarily offer more effective coverage of 

causal pathogens than their more specific counterparts. The present results suggest 

that clinicians are gradually shifting to more targeted narrow-spectrum substitutions 

when possible. There is no universally agreed definition for ‘broad-spectrum’ 

antibiotics, therefore this study employed the category of β-lactam antibiotics that 

were broad-spectrum (as ‘broad-spectrum beta-lactam antibiotics’) to illustrate the 

possible difference in prescribing trends between these broad-spectrum antibiotics 

and their counterparts. For most common and uncomplicated infections, narrower 

spectrum drugs are generally recommended as first-line agents in general practices 

(PHE, 2017b). Macrolides are generally recommended as substitutions for penicillin 

in the case of penicillin allergy, as well as for specific indications including 

Legionella or the eradication of Helicobacter pylori (HP). Nevertheless, macrolides 

were frequently prescribed in this and other studies (Aabenhus et al., 2017, van den 

Broek d'Obrenan et al., 2014). Clinical use of tetracyclines was low in children in 

recognition of the risk of deposition in growing bone and teeth but the overall use of 

tetracyclines was higher at other ages (Association, 2013). The increase of 

nitrofurantoin utilization was mainly due to the shift of guideline recommendation 

from trimethoprim to nitrofurantoin as empiric treatment for genitourinary conditions 

(PHE, 2017b). 

 

4.4.2 Strengths and limitations  
 

The study included more than 100 general practices in England that participated 

consistently across the four-year period of study. The CPRD includes general 

practices from throughout the UK. However, because the CPRD licence imposes 

limits on the size of dataset to be employed, only CPRD general practices in England 
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were included in this study. During the period of the study, there was substantial 

attrition of the cohort of CPRD general practices as practices migrated from the 

Vision practice systems that was employed by practices contributing to the CPRD 

database. It was considered to be important to include the same general practices in 

each year of study, with more than 100 general practices included in total. However, 

it may not be certain whether the antibiotic prescribing of general practices that left 

the CPRD might differ from those that remained, nor study results could be 

generalized into all general practices in England.  

 

Previous studies have demonstrated the high quality and completeness of primary 

care electronic health records in CPRD. The data suggested that repeat antibiotic 

prescriptions might account for a high proportion of uncoded prescriptions but data 

in the ‘issueseq’ field has not been well-validated to our knowledge. A concern for 

the present study is the possible lack of recording of out-of-hours prescriptions, 

especially those from deputising services, walk-in centres and emergency care 

settings (Williams et al., 2017). It is noted that codes for telephone consultations and 

home visits were frequent among antibiotic prescriptions with non-specific coded 

indications, which suggests that some out-of-hours activity may have been captured.  

 

We also acknowledge that prescriptions from hospitals and specialist clinics are not 

included, but these are expected to make only a small contribution to community 

antibiotic utilisation. It appears unlikely that the large and consistent reductions in 

prescribing observed in this study could be accounted for by shifting of prescribing 

to other care settings. The research analysed prescriptions issued and not 

prescriptions dispensed or consumed by patients. We were not able to determine 

whether prescribers used a delayed or deferred antibiotic prescribing strategy. For 

these reasons, we believe that actual antibiotic consumption may be slightly lower 

than we have reported. We acknowledge that there are variations in prescribing 

between practices (Dolk et al., 2018, Ashworth et al., 2005, Pouwels et al., 2018) our 

analytical method allowed us to estimate overall effects, and measures of precision, 

that accommodated variation between practices. The study results show some 

difference from an earlier study (Dolk et al., 2018) in terms of distribution of 
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indications, but since different general practices, from different databases, were 

included in the two studies this may reflect variations in clinical practice. 

 

4.4.3 Comparison with other studies  
 

Previous analyses of primary care electronic health records have focused on 

antibiotic prescribing for respiratory infections (Ashworth et al., 2004b, Gulliford et 

al., 2009a) recognising that these conditions represent the most frequent indications 

for antibiotic prescription. There has been a long-term decline in respiratory 

consultation rates in England that has contributed to reducing antibiotic utilisation for 

these conditions (Ashworth et al., 2004b). Some authorities suggest that respiratory 

consultations account for nearly 60% of antibiotic utilisation in primary care 

(National Institute for and Clinical, 2008). Our analyses are consistent with those of 

Dolk et al.(Dolk et al., 2018), who found that respiratory consultations account for 

fewer than half of antibiotic prescriptions. However, a high proportion of 

prescriptions may be associated either with no medical codes or non-specific codes 

making interpretation difficult. There were further methodological differences 

between the Dolk et al.(Dolk et al., 2018) study and our own, the former study relied 

on the THIN database with a different number of general practices participating in 

different years, as well as using code lists that may have differed in some respects. 

Consequently, minor numerical differences are to be expected. 

 

4.5 Conclusion and implication for future research 
 

The present analyses add to recent reports by providing age- and gender-adjusted 

estimates of the rate of decline in antibiotic utilisation for all antibiotics and broad-

spectrum β-lactam antibiotics, for different prescribing indications and different 

population sub-groups defined by age and gender. The results show that the recent 

decline in antibiotic prescription is broadly based and has been observed in all sub-

groups investigated. However, the decline in antibiotic utilisation has been at a faster 

rate for broad-spectrum antibiotics than all antibiotics; the decline is consistent by 

gender but tended to be lower over age 55 years; the slowest rate of decline is 

observed for antibiotic prescriptions with no coded indications.  
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The results emphasise the utility of electronic health records for providing 

individual-patient data for surveillance of trends in antimicrobial utilisation and 

focusing future efforts at antimicrobial stewardship where these are most needed. 

Meanwhile, bias introduced by uninformative codes or clinical information 

documented elsewhere such as free texting, should be investigated to gauge the rigor 

of research results. 
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Chapter Five : Pneumonia incidence trends in UK primary 

care from 2002-2017: a population-based cohort study 
 

This chapter presents an epidemiological study to investigate the chronological 

changes in pneumonia incidence and related respiratory conditions in UK community 

settings. An original research paper was published from this study (Sun et al., 2019). 

 

5.1 Introduction 
 

Community acquired pneumonia (CAP) remains a public health concern globally 

especially among older and young population (Prina et al., 2015, Welte et al., 2012, 

Podolsky, 2005, Brown, 2012). As an ambulatory care sensitive condition (ACAS) 

(Frick et al., 2017), CAP can be effectively managed in primary care or it may 

sometimes result in hospitalization with the place of treatment largely depends on 

severity assessment (NICE, 2014, Lim et al., 2009a, Buendia et al., 2010). Recently, 

increasing hospital admissions due to pneumonia have been reported by several 

studies across various regions including U.S., UK and Spain (Fry et al., 2005, Quan 

et al., 2016a, Trotter et al., 2008, Vila-Corcoles et al., 2009, Kaplan et al., 2002). 

Such increasing trends may not be fully explained by ageing populations nor the 

increase of comorbid conditions (Trotter et al., 2008, Quan et al., 2016a). In 

Oxfordshire in the UK, hospital admission for adult CAP increased from 1998 to 

2014 with accelerating rate after 2008. Increasing trends were similar across all age 

groups (Quan et al., 2016a). Other researches on emergency hospital admission for 

pneumonia also suggested the increasing trends (Blunt, 2013, Bardsley et al., 2013). 

 

Existing evidence has indicated that the burden of pneumonia on hospital care is 

growing but this may not necessarily suggest that the incidence of CAP is increasing 

among the general population. Pneumonia patients managed in primary care settings 

may have different disease profile from those requiring inpatient care because 

decisions on hospital admission for pneumonia patients mainly depends on clinical 

evaluation of disease severity, general health status as well as the patient’s social 

circumstances (Lim and Woodhead, 2011, Levy et al., 2010, Metlay et al., 2019). 
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Additionally, pneumonia itself may trigger exacerbations of underlying health 

conditions or deteriorate pre-existing ill health, such as chronic heart failure or 

coronary syndromes (Eurich et al., 2017, Corrales-Medina et al., 2010) to deteriorate 

and require hospitalization. Therefore, mapping the temporal changes of pneumonia 

and relevant respiratory conditions managed in the community is warranted to 

provide baseline information for further studies.  

 

In primary care, respiratory infections management may often be ‘symptom oriented’ 

as definitive diagnosis confirmed through clinical investigatory tests are less readily 

available compared with secondary care. CAP cases may often be identified based on 

clinical features rather than from clinical investigations including radiology findings 

and bacteriological tests (Lim et al., 2009b). As discussed in chapter there, general 

practice in the UK adopt the Snomed CT (NHS Digital, 2019c) and Read Code 

classifications (NHS Digital, 2015), which enable coding of comprehensive and 

detailed patient information including occupation, social circumstances, clinical 

symptoms and signs, clinical tests and use of medical services. This is in contrast to 

the disease categorizations offered by the International Classification of Diseases 

(ICD) (World Health Organization, 2018) used for coding of hospital episode 

statistics. Therefore, less specific codes including ‘chest infection’ could be adopted 

to label clinically-suspected pneumonia during clinical consultations. Clinical 

guidelines in the UK emphasise that the category of ‘chest infection’ may contain 

two general clinical scenarios: acute bronchitis, and CAP, with antibiotics only being 

indicated for the latter (NICE, 2015). Conversely, there may be no major differences 

between management recommendations for CAP and clinically-suspected pneumonia 

labelled as ‘chest infection’ in terms of essential elements of treatment, severity 

assessment and referral principles in adult population (NICE and Excellence, 2014, 

NICE, 2015). From a disease management perspective, adult CAP and antibiotic 

treated chest infection cases might be labelled interchangeably during consultations 

in primary care. 

 

To have a good understanding of pneumonia management, it is necessary to evaluate 

trends in the incidence of conditions treated as pneumonia in the community. This 

will provide complementary information to hospital-based research evidence. In this 
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study, CAP was included as ‘clinically-diagnosed pneumonia’ whereas antibiotic-

treated chest infection as ‘clinically-suspected pneumonia’. Influenza pneumonia was 

included to investigate whether secondary pneumonia complicating influenza has 

exerted significant impact on pneumonia burden in the community (Metersky et al., 

2012, Chan, 2009). Pleural infection was also analysed as a proxy of severe 

pneumonia because it shares a similar aetiology to pneumonia and may be 

considered to be a direct infectious complication subsequent to some CAP cases 

(Brown, 2012, Dean et al., 2016). Increasing trends in pleural infection incidence as 

well as hospitalization rates were reported (Grijalva et al., 2011) especially among 

children (Metersky et al., 2012, Krenke et al., 2016). 

 
5.2 Methodology 
 

5.2.1 Study design and data source 
 

This population-based cohort study was conducted using data from the CPRD with 

detailed information described in chapter three. The present analysis included all 

eligible family practices contributing to CPRD, and data for all registered patients 

aged up to 100 years old, during sixteen calendar years from the beginning of 2002 

to the end of 2017. 

 

5.2.2 Case definition 
 

Four respiratory infectious conditions were included in the analysis: pneumonia, 

antibiotic treated chest infection, influenza pneumonia and pleural infection. Read 

code lists for included conditions were reviewed and selected by two researchers 

with clinical and epidemiological backgrounds.  

 

Pneumonia was identified using Read codes associated with ‘pneumonia’ term after 

excluding tuberculosis (TB), fungal, parasite pneumonia and influenza pneumonia. 

The remaining pneumonia codes were refined further so that non-infectious 

pneumonia codes like Bronchiolitis obliterans organizing pneumonia (BOOP) (Epler, 

2001) were excluded. This was in line with the group of CAP being mainly adopted 



 
 

81 

to label uncomplicated bacterial pneumonia in primary care. CAP was then evaluated 

as ‘clinically-diagnosed pneumonia’ in this study. Influenza pneumonia was analysed 

as a sperate category. Antibiotic-treated chest infections were defined when chest 

infection cases received antibiotic prescriptions on the same date of clinical 

consultation. Antibiotic prescriptions issued to chest infection patients include 

antibacterial agents from ‘chapter 5.1 of the British National Formulary without anti-

viral, anti-TB, anti-leprosy and anti-fungal drugs (Committee, 2017). Antibiotic 

treated chest infection was evaluated as ‘clinically-suspected pneumonia’ in this 

study. Empyema and bacterial pleurisy were grouped into pleural infection during 

analysis. Codes for the same condition in the same patient within 90-day time-

window were considered to represent a single episode. 

 

5.2.3 Statistical analysis 
 

Both crude incidence and standardised incidence rates were calculated during 

chronological trends evaluation. Incident events were considered as those recorded 

more than one year after the patient start-date to eliminate prevalent cases from any 

possible duplication of records during patient registration. Person-time at risk was 

estimated for the CPRD registered population by year from 2002 to 2017 as 

denominator for crude incidence. For each individual participant of eligible practices, 

contributing person-time included from the latest of the patient registration date, or 

the date the family practice began contributing data to CPRD, to the earliest of the 

patient end-of-registration, death date or the date the practice left CPRD. Age-

specific incidence rates were calculated using the age-groups 0-4 years, 5-14 years, 

then 10-year age-groups, up to 85 years and older. Data for those aged above 100 

years were not included in this study due to limited number of cases in this group as 

well as possible data recording errors. Age- and sex-standardised incidences (ASR) 

were calculated using the European standard population (2013 revision).  

 

Recent chronological trends of disease incidence were modelled by joinpoint 

regression analysis (Kim et al., 2000) using Joinpoint Trend Analysis Software from 

the NIH National Cancer Institute (Statistical Research and Applications Branch, 

2018). The joinpoint method starts with a simple linear model (zero joinpoint) and 
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tests whether addition of joinpoints improves goodness of fit using Monte Carlo 

permutation tests with methodological details reported elsewhere (Kim et al., 2000, 

Kim et al., 2004). The minimum and the maximum number of joinpoints are set in 

advance, but the final number of joinpoint(s) together with the location of time 

point(s) are determined statistically. In this study, the minimum number was set to be 

0 and the maximum specified to be 3 as recommended by the user manual of 

Joinpoint Trend Analysis software (NIH, 2018). Annual percent changes (APC) were 

estimated to quantify the direction and slope of the trend in given period of time 

between two joinpoints and Average Annual Percent Change (AAPC) was adopted to 

measure average rate changes across the whole study period. Joinpoint regression 

analysis has been applied to identify temporal trends especially when the quantity of 

interest is incidence, prevalence or mortality rates (Doucet et al., 2016, Chaurasia, 

2020b, John and Hanke, 2015) with calendar year generally being the time scale 

(Akinyede and Soyemi, 2016, Chatenoud et al., 2016). 

 

5.2.4 Sensitivity analyses 
 

Analyses were repeated using data from the 218 general practices which contributed 

data to CPRD consistently across all study years from 2002 to 2017. This aimed to 

evaluate whether changes in the general practice population exerted significant 

influence on study conclusions.  

 

5.2.5 Data governance approval 
 

The research protocol for this study was submitted to and approved by the Medicines 

and Healthcare Products Regulatory Agency (MHRA) Independent Scientific 

Advisory Committee (ISAC), Protocol 16_020.   
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5.3 Results 
 

There were 550 general practices contributing to CPRD in 2002, increasing to 631 in 

2007, before declining to 314 in 2017 (Table 5.1). A total of 4.2 million person-years 

of follow up of registered patients aged up to 100 years was identified in 2002, 

increasing to 5.03 million in 2008-2009, before declining to 2.5 million in 2017. 

 

5.3.1 Clinically-diagnosed pneumonia 
 

The number of episodes of clinically-diagnosed pneumonia was between 5,000 and 

10,000 in each year of study (Table 5.1). Six codes accounted for 81% of all 

pneumonia episodes: ‘pneumonia due to unspecified organism’ (38%); 

‘bronchopneumonia due to unspecified organism’ (14%); ‘history of pneumonia’ 

(12%); ‘community acquired pneumonia’ (8%); ‘lobar (pneumococcal) pneumonia’ 

(7%); ‘lobar pneumonia due to unspecified organism’ (3%). The crude incidence rate 

of clinically-diagnosed pneumonia increased from 1.50 (1.46 to 1.54) per 1,000 

patient years in 2002 to 1.64 (1.60 to 1.68) per 1,000 in 2010, the rate then increased 

more rapidly to 2.22 (2.16 to 2.28) per 1,000 in 2017. Figure 5.1 (upper left panel) 

shows changes in the age-standardised rates of pneumonia for men and women 

separately with fitted lines from joinpoint regression. Trends were similar in men and 

women but clinically-diagnosed pneumonia was more frequent in men. Table 5.2 

presents estimates from the joinpoint regression model. The annual percent change 

(APC) in age-standardised rate of clinically-diagnosed pneumonia was 0.3% (95% 

confidence interval -0.6 to 1.2%) per year from 2002 to 2010 but from 2010 to 2017 

the APC was 5.1% (3.4 to 6.9%) per year. The average annual percent change over 

the entire period was 2.4% (3.4 to 6.2%) per year. Estimation of age-specific rates of 

pneumonia (Figure 5.2) shows that clinically-diagnosed pneumonia was reducing 

throughout the period in children aged under 15 years, while recorded clinically-

diagnosed pneumonia increased in adults, especially at older ages. In patients aged 

15 to 54 years, rates of clinically-diagnosed pneumonia were slightly higher in 

women than men but, but over the age of 55 years clinically-diagnosed pneumonia 

was more frequent in men, especially at the oldest ages.  
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5.3.2 Clinically-suspected pneumonia 
 

The annual number of cases of clinically-suspected pneumonia ranged between 

44,662 and 152,992. Two codes accounted for more than 99% of clinically-suspected 

pneumonia: ‘chest infection not otherwise specified’ (61%) and ‘chest infection’ 

(39%). The crude rate of clinically-suspected pneumonia was more than 10 times 

higher than for clinically-diagnosed pneumonia, increasing from 23.7 in 2002 to 30.4 

per 1,000 in 2008 before declining to 18.2 per 1,000 in 2017 (Table 5.1). Figure 5.1 

(upper right panel) shows that trends age-standardised rates of clinically-suspected 

pneumonia were similar in men and women, but absolute rates were greater in 

women than men. Joinpoint regression indicated a change in trend in 2008. The APC 

from 2002 to 2008 was 3.8% (0.8 to 6.9%) per year compared with -4.9% (-6.7 to -

3.1%) per year after 2008. Changes in age-specific rates were generally consistent 

but clinically-suspected pneumonia was more frequent in women from 15 to 74 years 

but more frequent in males during childhood and over the age of 75 years. The 

overall trend for all chest infection diagnoses was similar to clinically-suspected 

pneumonia with the same turning point of 2008. While the proportions of all chest 

infections that were clinically-suspected pneumonia increased steadily from 66% in 

2002 to 88% in 2017 at an average APC of 1.6% (1.4%-1.8%) per year, suggesting 

that ‘chest infection’ not treated with antibiotics declined more rapidly than treated 

chest infection. 

 

5.3.3 Influenza pneumonia and pleural infection 
 

Table 5.1and Figure 5.1 present data for influenza pneumonia and pleural infection 

(including bacterial pleurisy and empyema). Rates of influenza pneumonia showed a 

peak in 2009 but remained low in other years. Rates of pleural infection were low 

and showed no consistent trend over time. Pleural infection was more frequent in 

men than women but there was no gender difference for influenza pneumonia. 
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Table 5.1: Number of incidence events of pneumonia and related conditions. Figures are frequencies except where indicated. 

 

 
 

Year 
Family 

practices 

Person 

Years 

 

Clinically- diagnosed 

pneumonia 
 

Clinically-suspected 

pneumonia 

Influenza 

pneumonia 
Pleural Infection 

Freq. Ratea Freq. Ratea Freq. Ratea Freq. Ratea 

2002 550 4,191,630 6,291 1.50 99,256 23.68 956 0.23 136 0.03 

2003 586 4,458,959 7,189 1.61 116,781 26.19 1081 0.24 157 0.04 

2004 612 4,767,931 7,219 1.51 117,265 24.59 1264 0.27 157 0.03 

2005 620 4,898,961 8,184 1.67 139,785 28.53 1473 0.30 186 0.04 

2006 626 4,956,288 7,812 1.58 134,030 27.04 1454 0.29 192 0.04 

2007 631 5,016,169 7,798 1.55 151,411 30.18 1468 0.29 200 0.04 

2008 627 5,025,191 8,043 1.60 152,922 30.43 1500 0.30 207 0.04 

2009 621 5,026,729 7,977 1.59 133,848 26.63 6103 1.21 215 0.04 
2010 613 4,967,771 8,145 1.64 136,905 27.56 2110 0.42 210 0.04 

2011 596 4,862,957 8,141 1.67 127,963 26.31 1574 0.32 177 0.04 

2012 580 4,805,309 8,529 1.77 133,994 27.88 1309 0.27 196 0.04 

2013 564 4,595,318 8,376 1.82 112,730 24.53 1025 0.22 177 0.04 

2014 530 4,201,387 7,802 1.86 96,219 22.90 859 0.20 134 0.03 

2015 462 3,605,006 7,353 2.04 76,108 21.11 672 0.19 107 0.03 

2016 371 2,861,175 6,346 2.22 57,126 19.97 536 0.19 102 0.04 

2017 314 2,455,307 5,457 2.22 44,662 18.19 430 0.18 91 0.04 
arate per 1,000 person years         
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Table 5.2: Joinpoint regression estimates for annual percent change (APC). 

 

Condition Measure 
Year of 

joinpoint 

APC (%) before joinpoint 

(95% CI) 

APC (%) after joinpoint  

(95% CI) 

Average APC (%) 2002 

to 2017 (95% CI) 

      

Clinically-diagnosed pneumonia Crude-rate 2010 0.4 (-0.7 to 1.5) 4.8 (3.4 to 6.2) 2.4 (3.4 to 6.2) 

 ASR 2011 0.3 (-0.6 to 1.2) 5.1 (3.4 to 6.9) 2.2 (1.4 to 3.0) 

      

Clinically-suspected pneumonia Crude-rate 2008 3.9 (0.9 to 7.1) -4.7 (-6.6 to -2.9) -1.4 (-2.8 to 0.1) 

ASR 2008 3.8 (0.8 to 6.9) -4.9 (-6.7 to -3.1) -1.5 (-2.9 to -0.1) 
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Figure 5.1: Trends in pneumonia and related conditions for both men (blue) 

and women (red) 2002-2017. Rates are per 1,000 person-years. 
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Figure 5.2: Age-specific rates for clinically-diagnosed pneumonia and 

clinically-suspected pneumonia for males (blue) and females (red). Rates are 

per 1,000 person-years 

 
5.3.4 Sensitivity analysis  
 

In order to evaluate whether attrition of family practices from CPRD, accounted for 

changes in coding, analyses were repeated using only data from 218 family practices 

that contributed data in every year from 2002 to 2017. In these 218 practices, the 

crude rate of clinically-diagnosed pneumonia increased from 1.38 per 1,000 in 2002 

to 1.56 per 1,000 in 2010 and then increased to 2.24 per 1,000 in 2017 with an annual 

percentage change being 3.1% (1.9% to 4.2%). For clinically-suspected pneumonia, 

the crude rate increased from 20.8 per 1,000 in 2002 to 29.7 per 1,000 in 2008 at an 

APC of 4.0% (0.9% to 7.2%) before declining to 18.0 per 1,000 in 2017 at an 

average percentage of 5.1% (-6.6% to -3.4%). 
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5.4 Discussion 
 

Main findings 
 

There was an increasing trend in clinically-diagnosed pneumonia from 2002 onward 

and this accelerated after 2011. This was unlikely to be due population ageing 

because similar trends were observed for age-standardised and crude incidence rates. 

Analysis of clinically-suspected pneumonia showed that this syndrome was much 

more frequently recorded than clinically-diagnosed pneumonia. Its incidence 

increased from 2002 to 2008 but decreased rapidly thereafter. Clinicians necessarily 

work with diagnostic disease classifications but pulmonary infections may represent 

graduated phenomena with varying degrees of bronchial inflammation an alveolar 

consolidation. This may contribute to diagnostic uncertainties and perhaps 

inconsistent selection of diagnostic terms. Given that ‘chest infection’ may not be a 

confident diagnosis, together with the volume of antibiotic treated chest infection 

rates being considerably higher than that of diagnosed pneumonia, a small change in 

disease coding practice could lead to a shift from ‘chest infection’ recording to 

‘pneumonia’ recording. Joinpoint regression analysis suggested that the decline in 

‘chest infection’ recording began in 2008 slightly before the increase in ‘pneumonia’ 

recording from 2011. However, conditions managed as pneumonia were considered 

as relatively stable as none of the AAPCs have shown to be statistically significant 

from middle age and above. This would suggest that there was code drifting during 

clinical consultations when pneumonic infectious symptoms were presented among 

adult population with elder patient being more likely being diagnosed with 

pneumonia. 

 

According to UK clinical guidelines, adult ‘chest infection’ should be managed as 

CAP when pneumonia is suspected (NICE, 2015). However, Petersen et al (Petersen 

et al., 2007a) regarded pneumonia as a potential complication of chest infection in 

their electronic health records based study. If antibiotics are prescribed less 

frequently for chest infection it is possible that pneumonia might increase (Gulliford 

et al., 2016). One study suggested that pneumonia might be more frequent at family 

practices that prescribe fewer antibiotics for respiratory infections (Gulliford et al., 
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2016). Thus, although it appears likely that changes in coding of respiratory 

infections account for observed trends, the present data do not exclude the possibility 

that changing management of ‘chest infections’ is leading to an increase in 

pneumonia incidence. Therefore, understanding the underlying reason for adopting 

certain disease labels such as ‘chest infection’ rather than confident disease 

diagnoses during routine healthcare in the community would contribute to 

understanding the challenges of diagnostic uncertainty in primary care settings. 

 

In children, records of both clinically-diagnosed pneumonia and clinically-suspected 

pneumonia decreased. This could be explained by the introduction of Haemophilus 

Influenzae Type B vaccine in 1992 and pneumococcal conjugate 7 vaccine (PCV7) 

in 2006 into the UK childhood immunization scheme (PHE, 2013). In adults, rates of 

clinically-diagnosed pneumonia increased while clinically-suspected pneumonia 

decreased. Trends were generally similar in males and females but women between 

the ages of 15 and 74 years were more likely to be recorded with antibiotic-treated 

chest infection than men, but this distinction was not apparent for clinically-

diagnosed pneumonia. It is unclear whether this represents a disease classification 

preference or whether more severe cases tended to be found in men. Influenza 

pneumonia showed an increase in the epidemic year of 2009 (Chan, 2009) but 

overall low incidence of influenza pneumonia might result from the influenza 

vaccination schemes among both young and elder populations (PHE, 2013). Pleural 

infection was analysed as a surrogate of severe pneumonia because recent evidence 

suggests an increase in incidence rate trends among children (Mahon et al., 2016). 

Our results showed that the incidence trends for pleural infection remained stable 

during the past 16 years. 

 

Comparison with previous studies 
 

In contrast to previous studies on pneumonia burden using hospital admission data 

(Trotter et al., 2008, Quan et al., 2016b), this study using electronic health records 

data with GPs being data recorders. Since pneumonia patients referred to secondary 

care may not necessarily be representative of all community-acquired pneumonia, 
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using primary care consultation data contributes to understanding pneumonia patients 

presenting and managed in primary care settings. 

 

In National Institute for Health and Care Excellence (NICE) guidelines for both CAP 

and chest infection, together with British Thoracic Society (BTS) recommendations 

for CAP management in adult patients, CRB-65 score (confusion, raised respiratory 

rate, low blood pressure and age 65 and above) is recommended to  guide risk 

assessment and place of treatment (NICE and Excellence, 2014, NICE, 2015, BTS, 

2015). This score identifies older age (≥65 years old) as an independent risk score 

since being 65 years and above will automatically classify patients into an 

intermediate-risk group. This implies that more conservative management strategies 

have been applied to older pneumonia patients. This partially explained previous 

study findings that pneumonia patients in the community leading to hospitalization 

were increasing in recent years among elder populations and there is no evidence that 

less severe patients were admitted to the secondary care. 

 

Strengths and limitations 
 

This population-based study analysed healthcare records to outline the range of 

conditions that were managed as pneumonia in the community. The 16-year 

timeframe provided sufficient data to estimate disease trends over a substantial study 

period. The study included all eligible practices and patients contributing health care 

information to CPRD more than one year. There were 320 practices participating the 

database by the end of 2017. Previous studies have shown the completeness and data 

of high quality in CPRD. The large sample size of research cohort was sufficient for 

depicting the trends for clinically-diagnosed pneumonia, clinically-suspected 

pneumonia, even low incidence conditions like influenza pneumonia and pleural 

infections.  

 

The chronological trends in this study were mapped through joinpoint regression 

analysis which allows the estimation of changing point generated from the model 
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rather than set arbitrarily. By identifying the changing time points, possible effects of 

influential health policies or public health measures could be investigated especially 

when the starting date is easily established. Also, the quantified average change 

during study period would provide complementary information to interrupted time 

series analysis for intervention evaluation (Kontopantelis et al., 2015). In this study, 

clinical diagnosed pneumonia incidence was found to increase around 2010 to 2011 

suggesting conservative antibiotic prescribing strategies were applied in primary 

care. This may result from various antibiotic stewardship initiatives such as ‘Start 

Smart- Then Focus’ in the UK healthcare system (Ashiru-Oredope et al., 2012a). 

Similar application was reported in the context of coronavirus 2019 (Covid-19) to 

investigate the effectiveness of national lockdown (Chaurasia, 2020a). 

 

Free text information documented in CPRD was not available for this study (Wolf, 

2018), and such information would enable us to examine diagnostic information 

documented in free text records rather than coded. But we consider that clinicians 

would record relevant conditions like pneumonia or chest infection especially when 

clinical discretion leads to antibiotic treatment. Also, GPs might have shifted to 

codes that were not included in our case definition such exacerbations of COPD that 

could be previously diagnosed as chest infection. Further, health care information in 

CPRD made disease severity assessment unfeasible, therefore, we could not 

confidently determine whether case severity influenced coding practices or place of 

treatment. Plus, we did not capture data from out-of-hour services, walk-in centre 

consultations and emergency care. 

 

This study was derived from a universal health care coverage system where most 

common conditions are managed in primary care settings, implications generated 

from this study would mainly apply to similar systems but not the ones where health 

care insurance plays an essential role or referral thresholds from primary care to 

secondary care vary extensively compared to that in the UK. Practice variability was 

implied in the results but not explored as it was not a main focus of this study. 

Caution is needed when generalising research findings to the whole primary care 

system in the UK. 
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5.5 Conclusion and implication for future research 
 

Clinically-diagnosed pneumonia is increasing over time in the UK. This trend could 

not be fully explained by aging population, changes in coding practice or alternative 

diagnosis. Divergency was found in age-specific trends with decreasing trends in 

children but increasing in older adults. Respiratory conditions managed as 

pneumonia in family practice were decreasing slightly over time, which was more 

likely due to more conservative antibiotic prescribing strategies. Research to reduce 

diagnostic uncertainty would contribute to improving antibiotic stewardship in the 

community. 
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Chapter Six : Prognostic factors for development of a model 

in community-acquired pneumonia in adults: a systematic 

review 
 

A systematic review of literature was conducted to identify prognostic factors for 

incident CAP in adults. This chapter presents a brief introduction followed by the 

study methods, results and conclusions. 

 

6.1 Introduction  
 

As described in previous chapters, current clinical guidelines for pneumonia 

management in primary care rely on evidence mostly derived from cohort studies 

which investigated severe CAP, with hospital admission, emergency hospital visits 

or mortality as outcomes. Risk factors for severe pneumonia, including pneumonia 

requiring urgent or intensive medical care as well as mortality, may not continue to 

apply to all CAP cases. In community settings, many patients are at low risk of 

developing complications or undesirable treatment outcomes. However, prompt 

identification of CAP in patients who present with early symptoms in primary care 

may contribute to timely treatment and appropriate clinical investigation if this 

differential diagnosis is considered, and this may eventually lead to better healthcare 

outcomes. Therefore, prognostic factors identified through prediction studies will 

contribute to identifying modifiable risk or protective factors and stratified patient 

management (Hayden et al., 2006). Prediction modelling should take both clinical 

and statistical significances into consideration. Inclusively reviewing relevant 

potential prognostic factors following a systematic approach will assist in developing 

the prediction modelling process, including predictor identification, predictor sorting, 

study design and statistical modelling approach selection, as well as informing 

explanation of results (Altman, 2001).  

 

The question for this review was formulated using the ‘PICOS’ framework ((‘P’: 

patient problem or population; ‘I’: interventions; ‘C’: comparators; ‘O’: outcome(s) 

and ‘S’: study design), which is commonly adopted for constructing research 
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questions as an evidence-based framework (CRD, 2009). Furthermore, the research 

question was refined after referencing the ‘FINER’ criteria, which capture the 

characteristics of a good study question which are: feasible, interesting, novel, ethical 

and relevant (Hulley et al., 2001). The key components of review questions 

population, intervention, comparator and outcome are explained below with study 

design outlined in the methods section. 

 

Population 

 

For the prediction modelling in this thesis, the study was conducted among the 

general adult population with RTI consultations preceding to pneumonia diagnosis 

within 30 days. However, the study population for this systematic review was 

expanded to include the general adult population in the community. This is because 

risk factors for incident CAP reported by existing literature still have relevance for 

this study population. That is, the prognostic study population could be regarded as a 

subgroup of general adult population. Also, if the study cohort was restricted to 

patients consulting within RTI only, then a limited number of studies would be 

expected to be eligible making results less informative. Therefore, this systematic 

review was conducted among general adult population or adult population with 

common comorbidities including COPD or diabetes.  

 

Interventions and comparators 

 

Both risk and protective factors that would contribute to increase or decrease the risk 

of incident CAP were included for review. Clinical investigative tests that could 

facilitate prompt diagnosis of CAP were also included. However, effects for well-

established therapeutic interventions such as antibiotics may not always be explored 

through experimental studies since it would be unethical to hold back the treatment 

when there are evident clinical indications.  
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Outcomes 

 

The endpoint of the prediction modelling of this thesis is defined to be adult incident 

CAP after RTI consultations during preceding 30 days. CAP comprises two essential 

concepts in this scenario: the environment in which patients acquire pneumonia is a 

community setting in which empirical antibiotic treatment is generally 

recommended; further CAP denotes that it is a broad and common clinical condition 

with an array of common causal pathogens that would normally respond to the 

recommended initial empirical treatment plan, rather than any specific atypical 

pneumonia (Olson and Davis, 2020, Mackenzie, 2016). Meanwhile, any subtype of 

non-infectious origin pneumonia like bronchiolitis obliterans organizing pneumonia 

(BOOP) which antibiotic treatment does not constitute as an essential effective 

management was not covered by CAP (Epler, 2001, Al-Ghanem et al., 2008). In this 

systematic review, the case definition of incident CAP was accepted as originally 

defined in each individual study and critically appraisal was conducted based on 

study results for sensible inferences. Admittedly, the inclusion of a more 

homogenous case definition may be beneficial in terms of minimizing 

misclassification and bias, but application of stringent case definition may not be 

able to answer the review question in a generalisable or transferrable manner 

especially, for research studies conducted in primary care where confirmatory 

diagnostic tests are not always available.  

 

Conducting a systematic review made it possible to account for the heterogeneity 

between individual primary prognostic studies, in terms of study participant 

characteristics, study design, case definition, methodological quality, prognostic 

factor selections and confounding variable measurement and biases (Hemingway et 

al., 2009, Hayden et al., 2009). No attempt was made to synthesise the measures of 

association of prognostic factors with CAP through formal meta-analysis. Both 

primary prognostic studies and systematic reviews of prognostic factors or 

intervention studies were included to identify potential prognostic variables for 

incident CAP. Further, individual primary prognostic studies were evaluated for 

methodological quality. Evidence for prognostic factors was combined in a narrative 

synthesis where the overall risk of bias was low (Hayden et al., 2006).  
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Based on previous study of pneumonia incidence trends in the UK general 

population, clinically diagnosed pneumonia incidence rates have shown to have an 

increasing chronological trend with acceleration after 2010 (Sun et al., 2019). 

Therefore, this systematic review included studies published since 2010 so that 

contemporary information could be summarized to inform model development, but 

evidence generated from earlier studies could be included through previous 

systematic review evidence that included the earlier period. 

 

6.2 Objectives 
 

The main objectives were to: 

1. Identify possible candidate predictors from previous studies of sufficient 

quality to inform variable selection during prediction modelling; 

2. Scope the statistical modelling methodology deployed by previous prognostic 

studies of incident CAP; 

3. Critically appraise existing evidence especially when conflicting results were 

presented, to explain where the possible reasons derived i.e. study design, 

variation in methodology or simply by random chance. 

 

6.3 Methods 
 

The review was guided by the Preferred Reporting Items for Systematic Review and 

Mata-Analysis (PRISMA) (Moher et al., 2010) and PRISMA Extension for Scoping 

Reviews (PRISMA-ScR) (Tricco et al., 2018).  

 

6.3.1 Study selection 
Studies were selected according to the following criteria: 

 

Inclusion criteria 

 

Observational studies including cohort studies (both prospective and retrospective), 

cross sectional studies, case-control studies, interventional studies (both randomized 

controlled trials and quasi-experimental studies) and systematic reviews which 
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reported the association between prognostic factors and adult incident CAP were 

included. Case definition of CAP was accepted as originally defined in each study. 

Studies of pneumonia that did not explicitly identify CAP, but the patient population 

indicated a community setting or its equivalent i.e. outpatient clinic, were also 

included for review. Study results with subgroup analyses that met the inclusion 

criteria were also included in this review. Articles with English full text published 

between 1st January 2010 and 20th January 2020, at the latest, were eligible for 

inclusion.  

 

Exclusion criteria 

 

Studies conducted among children younger than 16 years old were excluded. 

Laboratory based biological studies, case reports, surveys, editorials, qualitative 

studies, reviews that did not follow systematic approaches and research on CAP that 

were caused by specific atypical, or drug resistant causal pathogens were not 

reviewed for inclusion. Prognostic studies with outcomes of interest being recurrent 

CAP, CAP severity, CAP hospitalization, CAP mortality or CAP treatment effect 

evaluation were excluded. For study cohorts being CAP patients treated in hospital 

setting including emergency departments and inpatient wards or nursing home 

dwellers were excluded from this systematic review. Also, studies conducted in 

patient cohorts with specific non- prevalent medical conditions like HIV infections 

were not included for final review. 

 

Selection criteria 

 

We exported citations from databases into EndNote X9 (Analytics, 2018) for de-

duplication and screening. The author screened the titles and abstracts against the 

inclusion and exclusion criteria. Full text articles of potentially eligible studies were 

independently reviewed by the author (XS) and the lead supervisor (MG). Conflicts 

were resolved through consensus.  
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6.3.2 Search strategy 
 

The protocol for this systematic review was registered on the International Register 

of Systematic Review (PROSPERO) (registration number: CRD42020168684). 

Databases were searched for published (MEDLINE, Embase, Cochrane Database of 

Systematic Reviews and Cochrane Central Register of Controlled Trials 

(CENTRAL)) and unpublished (OpenGrey) studies. Citations and references of 

included studies were screened to identify additional studies that might not have been 

captured during database searches. Searching strategy was developed by referencing 

previous systematic reviews in respiratory infection (McDonagh et al., 2016, 

Chalmers et al., 2010) and guidance on prognostic factor studies (Riley et al., 2019a, 

Altman, 2001). Search strategies for Medline and Embase are displayed in Appendix 

A. For Cochrane Database of Systematic Reviews, CENTRAL and OpenGrey, 

search terms only included ‘pneumonia’ and ‘community’, so that all potentially 

relevant studies were included.  

 

6.3.3 Data extractions  
 

Data extraction was performed by XS into pre-designed tables. All articles included 

for full text analysis were also reviewed by MG. Key components of data extraction 

included the title, author, publication year, country/ region, study population, number 

of participants, sex composition, age range, study design, statistical modelling 

methodology, identified prognostic factors, prediction end point. Extracted data were 

reviewed by MG for accuracy. The final included studies as agreed by both 

reviewers, were assessed for further synthesis.  

 

6.3.4 Quality assessment 
 

Included studies were evaluated independently by two reviewers (XS and MG). 

Individual prognostic studies other than systematic reviews were assessed using the 

Quality in Prognosis Studies (QUIPS) tool that assesses risk of bias for prognostic 

factor studies in six domains: participation, attrition, prognostic factor measurement, 

outcome measurement, confounding, and statistical analysis and reporting (Hayden 
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et al., 2013). Disagreements in bias assessment were addressed through discussion 

and consensus between XS and MG. An overall level of bias risk was assigned to 

each prognostic study. If anyone of these six domains was considered to be at high 

risk of bias, an overall high risk of bias was given. An overall moderate risk of bias 

was assigned to studies when none of the six domains was at high risk of bias 

meanwhile three or more domains were evaluated to be at moderate risk. Studies 

were assigned an overall low risk of bias if three or more domains were considered to 

be at low risk and no high risk domain was identified (Hayden et al., 2006, Burton et 

al., 2016).  

 

6.3.5 Data analysis 
 

Study characteristics were reported as counts and proportions. Heterogeneity was 

examined through reviewing extracted information on study population, study 

design, prognostic factor measurement, statistical methodologies and outcome 

definitions. There was variation in eligibility criteria, case definition, study design, 

study population, prognostic variable measurements, statistical approaches to 

adjustment for covariates and outcome definition across included studies. Therefore, 

association between prognostic factors and incident CAP was explored using a 

narrative synthesis approach (Sheehan et al., 2018, Altman, 2001). Evidence of 

prognostic factors from individual prognostic researches with an overall low risk bias 

was synthesised (Hayden et al., 2006).  

 

6.4 Results 
 

6.4.1 Study selection 
 

Figure 6.1 presented study selection process of this systematic review. 10,293 

references were identified after de-duplication, out of which 10,137 were excluded 

by titles and abstracts. 156 studies were reviewed by full text for intended inclusion 

with 110 articles failed to meet inclusion criteria as shown in Table A 9. Therefore, 

46 studies were included for narrative synthesis and risk of bias assessment was 

performed subsequently among 30 of these included studies (Table 6.5).  
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Figure 6.1: PRISMA flow diagram outlining systematic review process 

 

 

Citations identified through database searching 

(Medline n=2,944; 

EMBASE n=8,637; 

Cochrane Database of Systematic Reviews n=12; 

CENTRAL n=756; 

OpenGrey=0) 

Id
en

tif
ic

at
io

n 
Additional citations 

identified through 

other sources 

(n = 5) 

Citations after duplicates removed 

(n =10,293) 

Records screened by tile 

(n=9,641) and abstract (n = 

652) 

Records excluded 

(n = 10,137) 

Full-text articles assessed 

for eligibility 

(n =156) 

Full-text articles 

excluded, with 

reasons (Table A 9) 

(n =110) 

Studies included in 

narrative synthesis  

(n =46) 

Individual prognostic 

studies included in for risk 

of bias assessment 

(n = 30) 

Sc
re

en
in

g 
El

ig
ib

ili
ty

 
In

cl
ud

ed
 

Systematic reviews 

excluded from risk of 

bias assessment 

(n=16) 



 
 

102 

6.4.2 Study characteristics 
 

This systematic review has included 30 prognostic studies with 3,432,436 patients 

(the mean/ median age for different studies ranged from 43 to 83 years old) and 16 

systematic review studies with sample sizes ranging from 1,214 to 6,546,396. Most 

studies were conducted in European countries (Table 6.1 and Table 6.2). All 

individual prognostic studies have adopted multivariable approached with regression 

based statistical models to adjust confounding variables and quantify effects sizes. 

Apart from 3 systematic reviews, meta-analysis has been deployed to synthesis 

quantitative evidence in the remaining 13 systematic reviews. 

 
6.4.3 Prognostic factors 
 

In total, there were 33 prognostic factors for incident CAP identified by 46 included 

studies (Table 6.3 and Table 6.4) which could broadly categorized into: patient 

general impression (older age, respiratory tract infection symptoms), biomarkers 

(CRP, procalcitonin (PCT), 25(OH)D levels), use of medication (PPI, statin, steroids, 

anticholinergics, β-blockers, calcium channel blockers (CCBs), Angiotensin-

converting enzyme (ACE) inhibitors, thiazide, antibiotics, anticholinergic, 

antipsychotic, diabetic drugs, immunosuppressant drugs), life style and 

environmental exposures (physical activity, functional status, body weight, smoking/ 

passive smoking, dental hygiene, season (winter)), preventive procedures (flu 

vaccination, pneumococcal vaccinations (PPV23, PCV13)), comorbidity and 

underlying health conditions (cardiopulmonary conditions, renal function 

impairment, lung cancer, HIV and previous CAP history). In order to provide a 

simplified summary of the complex data, variables with their risk or protective 

effects on incident CAP concluded being statistically significant after adjusting for 

other covariables or cofounding variables were labelled as ‘Yes’, otherwise as ‘No’ 

as shown in Table 6.3 and Table 6.4.  

 

There were conflicting results identified concerning several predictive effects of 

certain variables including CRP, weight gain/ obesity, flu and pneumococcal 

vaccinations. Effect estimates of prognostic factors that were identified from 
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individual prognostic studies rated as being at low risk of bias were organized further 

in section 6.4.4.  

 

6.4.4 Quality assessment for individual prognostic studies 
 

The results of the quality assessment results of individual prognostic studies in this 

systematic review were presented in Table 6.5. In terms of the risk of bias domains, 

95% agreement was reached between two independent reviewers and 100% 

consensus was attained following discussions. The final results of quality assessment 

of these 30 individual prognostic studies were presented in Table 6.5. There were 

40% (12 out of 30) of individual studies that were rated as low risk of bias, 13.3% (4) 

were rated as moderate risk of bias with the remaining 14 studies (46.7%) considered 

as high risk of bias.  

 

Among the high risk of bias studies, there were 4 studies ranked as high bias mainly 

due to statistical analysis approaches or inadequate results reporting. Another 4 

studies were due to lack of control of study confounding variables. Study 

participation bias was introduced in five studies. One study was rated high bias in 

prognostic factor and outcome measurement. For study attrition, no study was ranked 

with high bias in this domain.  

 

Predictive factors with direction and effective size quantified by individual low risk 

of bias were presented in Table 6.6 including elder age, smoking, poor dental 

hygiene, the use of PPI, ICS, Oral antidiabetic agents (OADs) in combination with 

thiazolidinedione, anticholinergic medication, statin and antipsychotic medication, 

COPD, asthma, bronchiectasis, kidney function impairment, lung cancer and HIV.  

Protective effect of PCV 13 against CAP remained to be less conclusive.
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Table 6.1: Characteristics of included studies 

Author Year Country/ 
Region 

Study population No. of participants Sex composition Age range 

Gessner et 
al. 

2019 the 
Netherlands 

Elder adult (65 and above) 84,496 in total: PCV13 
group: 42,237; placebo 
group: 42,255 

PCV13 group: 44.5% 
Female, 55.5% Male; 
placebo group: 43.7% 
Female,56.3% Male 

PCV13 group: 72.8±5.7; 
placebo group: 72.8±5.6 

Kolditz et al. 2019 Germany Patients 60-99 years old who 
received a PCV-13 vaccination 
between 1 January 2012 and 
31 December 2016 and no 
other pneumococcal 

vaccination within the above-
specified time frame. 

Cases: 11,395; 
controls: 34,185 

Case: 58.6% Female; 
41.4% Male; 

Median age: 75 (IQR: 67-
82) 

Rivero-Calle 
et al. 

2019 Spain Adults aged 18 and older 2,332,622 participants 48.3% Female, 51.7% 
Male 

Mean age 60.5 (SD: 20.3) 

Zirk-
Sadowski et 
al. 

2018 England Adults (60 and above) Cases: 75,050; 
Controls: 75,050 

All participants 58% 
Female; 

Mean age for all 
participants: 71(±7.3) 

Janson et 
al. 

2018 Sweden Adults (40 and above) Cases: 6,623; 
Controls: 48,566 

Cases: 55.7% Female, 
44.3%; Male: 

Cases: mean age 65.9 
(± 10.1); 

Gorricho et 
al. 

2017 Spain Adult type-2 diabetes (T2DM) 
patients 

Cases: 1,803; 
Controls: 17,986 

Case: 36.9% Female, 
63.1% Male; Controls: 
36.9% Female, 63.1% 
Male 

Cases: mean age: 71.7 
(SD: 12.4); Controls: 
mean age: 71.6 (SD: 
12.3) 

Paul et al. 2015 USA 
(Washington 
State) 

Adults aged 65 to 94 Cases: 1,039; 
Controls: 2,022 

49% Female and 51% 
Male for both cases 
and controls 

Median age 77 (IQR: 71-
82) for both cases and 
controls 
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McDonald et 
al. 

2015 UK Adults 65 years or older with 
diabetes mellitus and no history 
of renal replacement therapy 
(Patients without creatinine 
results were excluded.) 

191,709 patients 53% Female, 47% 
Male. 

Median age at study entry 
was 71 (IQR: 66-78) 
years. 

McKeever et 
al. 

2013 UK Adults aged 18 to 80 years old 6,857 cases and 
36,312 controls 

Cases: 60.9% Female, 
39.1% Male; Controls: 
62.3% Female, 37.7% 
Male 

Cases: mean age: 55.5 
(SD: 17.8); Controls: 
mean age: 53.7 (SD; 
17.9) 

Lin et al. 2013 Taiwan Newly diagnosed COPD 
patients based on pulmonary 
function test without asthma 

2,630 patients CAP patients: 21.1% 
Female, 78.9% Male; 
15.9% Female, 84.1% 
Male. 

CAP patients: median 
age: 70.1 years old (IQR: 
58.9-78.1); Non-CAP 
patients: median age: 
77.3 (IQR: 68.6-82.6) 

Vinogradova 
et al. 

2011 UK Patients age 45 and above 17,755 cases and 
80,484 controls 

Cases: 51.3% Female, 
48.7% Male; Controls: 
51.2% Female, 48.8% 

Male 

Median age: 74 (IQR: 62-
82); 

Trifiro et al. 2010 the 
Netherlands 

Adults aged 65 and older 258 cases and 1,689 
controls 

Cases: 55% Female, 
45% Male; Controls: 
72.9% Female, 27.1% 
Male 

Cases: mean age: 83.6 
(SD: 7.4); Controls: mean 
age: 83.2 (SD: 5.9) 

Moore et al. 2019 The UK Adult uncomplicated LRTI 
patients 

28,883 adult patients NA All patients were 65 and 
above 

Williams et 

al. 

2017 UK COPD patients aged 40 and 

above 

14,513 46.6% Female, 53.6% 

Male 

Mean age 70.3 (±10.8) 

Othman et 
al. 

2016 UK Adults aged 18 and older 320,000 55% Female; 45% 
Male 

Mean age: 56 (SD: 16) 
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Steurer et 
al. 

2011 Switzerland Patients 18 years and above 
who presented with cough or 
worsened cough together with 
increased body temperature, 
patients with known chronic 
lung disease (except chronic 
bronchitis) were excluded 

127 cases, 494 non-
cases 

50% Female, 50% 
Male for both cases 
and non-cases 

Mean age: 46.8 (SD: 
16.3) 

Yeh et al. 2019 Taiwan Adult (20 and above) CVD group: 28,363; 
control group: 28,363 

48.5% Female; 51.5% 
Male 

CVD group (mean age 
49, SD: 13.5); Non-CVD 

group (mean age: 49.2, 
SD: 13.1) 

Groeneveld 
et al. 

2019 the 
Netherlands 

Adult acute RTI patients 249 51.0% Female; 49% 
Male 

Median age 56 (IQR: 43-
67) 

Rivero-Calle 
et al. 

2016 Spain Adults aged 18 and older 2,332,622 participants 48.3% Female, 51.7% 
Male 

Mean age 60.5 (SD: 20.3) 

Almirall et 

al. 

2014 Spain Participants aged 14 and above 1,336 cases and 1,326 

controls 

60% Female, 40% 

Male 

Mean age: 59.6 years old 

(SD: 20.0) 

van Vugt et 
al. 

2013 12 European 
countries 

Adults presenting with acute 
cough 

2,820 participants 60% Female, 40% 
Male 

Mean age: 50 

Quraishi et 
al. 

2013 USA Cross-sectional sample of the 
non-institutionalized civilian 
population from the Third 
National Health and Nutrition 
Examination Survey (NHANES 
III) who were 17 and older 

16,975 participants 62.7% Female; 37.3% 
Male 

Median age: 43 (IQR: 29-
64) 

Vila-
Corcoles et 
al. 

2012 Spain Patients diagnosed with chronic 
pulmonary conditions (chronic 
bronchitis, emphysema and/or 
asthma) aged 50 and older 

96 cases and 192 
controls 

16.7% Female, 83.3% 
Male 

Cases: mean age: 73.2 
(SD: 10.4); Controls: 
mean age: 72.9 (SD: 9.7) 
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Mullerova et 
al. 

2012 UK COPD patients aged 45 and 
above 

40,414 COPD patients 
aged 45 and above 

48.3% Female, 51.7% 
Male 

45-64: 37.1%; 65-79: 
49.9%; 

Almirall et 
al. 

2010 Spain Participants aged 14 and above 1,336 cases and 1,326 
controls 

60% Female, 40% 
Male 

Mean age: 59.6 years old 
(SD: 20.0) 

Mukamal et 
al. 

2010 US, Puerto 
Rico, and the 
US Virgin 
Islands. 

81,000 middle age individuals 
used at least one 
antihypertensive medication 

7,429 cases and 
73,571 controls 

56% Female, 44% 
Male 

Cases: mean age: 58.4 
(±12.8); Controls: mean 
age: 58.2 (±12.5) 

Neuman et 
al. 

2010 US Women aged 25 to 42 years old 
who did not report pneumonia 
at base line without conditions 
including cancer, 
cardiovascular disease 
(myocardial infarction, stroke, 
or arterial surgery), or asthma 
during study period. 

83,165 women with 
965,168 person-years 
during 12 years follow 
up (1,265 incident 
CAP) 

100% Female Age ranging from 25 to 42 

Jackson et 
al. 

2009 USA 
(Washington 
State) 

Immunocompetent senior 
adults (aged 65 to 94) 

Cases: 1,173; 
Controls: 2,346 

49% Female and 51% 
Male for both cases 
and controls 

38% were younger than 
75, 45% were aged 75 to 
84, and 17% were aged 
85 and older. 

Baik et al. 2000 USA Health professionals 104,491 participants 74.7% Female, 25.3% 
Male 

Female: 27-44 years old; 
Male: 44-79 years old 

Evertsen et 
al. 

2010 US Adult patients aged 18 to 80 
years old 

Pneumonia: 4,907; 
bronchitis: 32,760; 
URTI: 20,037 

Pneumonia: 52.0% 
Female, 48.0% Male; 
bronchitis: 62.4% 

Female, 37.6% Male; 
URTI: 61.6% Female. 
38.4% Male 

Pneumonia: 45.9±13.4; 
bronchitis: 40.4±12.2; 
URTI: 40.4±12.6 

Marchello et 
al. 

2019 NA Adult NA Both NA 
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Baskaran et 
al. 

2019 NA Adult of all age NA NA NA 

Zhou et al. 2019 NA Ranging from 3 days to 94 
years old 

20,966 participants NA Ranging from 3 days to 
94 years old 

Htun et al. 2019 Iran (n = 1), 
USA (n = 3), 
Denmark 
(n = 2), 

Netherlands 
(n = 2), 
Norway 
(n = 2), 
Sweden 
(n = 1), 
Switzerland 
(n = 1) and 
Europe 
(n = 1) 

adults (18 and above) 11,144 participants NA Adults (18 and above) 

Baskaran et 
al. 

2018 NA Adult 460,592 NA NA 

Walters et 
al. 

2017 NA COPD patients 2,171 participants from 
12 RCT 

All participants: 33% 
Female; 67% Male 

Average 66 years old 

Htar et al. 2017 NA Adult general population, 
immunocompromised and 
subjects with underlying risk 
factors 

NA 
  

Almirall et 
al. 

2017 NA 14 and above More than 169,018 NA NA 

Schiffner-
Rohe et al. 

2016 Europe and 
Asia 

Adults aged 60 and older 30,171 participants NA Adults aged 60 and older 
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Lambert et 
al. 

2015 Spain, 
Taiwan, 
USA, UK, 
Canada, 
Denmark, 
the 
Netherlands, 
Italy, 
Australia, 
Europe, 

Japan 

Adult participants 6,546,396 participants NA NA 

Abramowitz 
et al. 

2015 South Korea, 
Canada, 
USA 

Mixed between children and 
adults 

NA NA NA 

Phung et al. 2013 Australia, 
Demark, 
Korean, 
Spain, 

Japan, 
German, 
USA, UK, 
Canada, 
China, 
Singapore 

Mixed between children and 
adults (12-87 years old) 

2,561,839 participants NA NA 

Khan et al. 2013 UK, US and 
Canada 

Participants age range from 15 
and above 

NA NA Participants’ age range 
from 15 and above 

Loeb 2010 NA 4,482 older people residing in 
care homes; 814 older people 
residing in care homes; 18,090 

NA NA NA 
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older people living in the 
community 

Johnstone 
et al. 

2010 Canada and 
Europe 

Adult patients aged 18 and over Approximately 1 
million patients were 
involved 

Female: 47%~59% NA 

Engel et al. 2012 Three 
studies from 
Denmark1, 

the 
Netherlands2 
and UK3 

Adults with LRTIs (1& 2: 18 
years old and above; 3: 16 
years old and above) 

1,214 NA Adults ranging from 16 
years old and above 
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Table 6.2: Characteristics of included studies (continued) 

Author  Year Study design Modelling/ 

Statistical 

methodology 

Identified risk factors  
 

Prediction end 

point 

Gessner et al. 2019 Parallel-group, double-blind, 

placebo controlled clinical trial 

(13-valent pneumococcal 

conjugate vaccine (PCV13) vs 

placebo) with the mean and 

median years of follow-up per 

subject varied from 3.9 to 4.0 

for both trial arms 

Modified 

intention-to-treat 

(mITT) analysis 

PCV13 was effective in preventing vaccine-type 

pneumococcal, bacteremic, and nonbacteremic 

CAP and vaccine type invasive pneumococcal 

disease but not in preventing community-acquired 

Clinical incident 

CAP, 

pneumococcal 

CAP (SpCAP) 

and vaccine-type 

pneumococcal 

(VT-Sp) CAP 

Kolditz et al. 2019 Retrospective cohort study Multivariable 

logistic regression 

analysis 

PCV-13 vaccination in adults >=60 years was 

associated with a significant risk reduction of all-

cause pneumonia. 

All cause 

pneumonia 

Rivero-Calle et 

al. 

2019 Retrospective cohort study Binary logistic 

REGRESSION 

CAP risk increases with age and doubles in males 

older than 75 years, comorbidities associated with 

CAP were metabolic disease, cardiovascular 

disease, and diabetes. 

Incident CAP 

Zirk-Sadowski 

et al. 

2018 Retrospective nested case-

control study (matched on age 

and sex) 

Cox proportional 

hazard models 

Proton-Pump Inhibitors (PPI) Incident CAP 
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adjusted by 

propensity scores 

Janson et al. 2018 Retrospective nested case-

control study (matched on age, 

gender, and the starting year of 

the index date of COPD) 

Cox regression 

model 

COPD, asthma and ICS use Incident CAP 

Gorricho et al. 2017 Retrospective nested case and 

control study (matched on age, 

sex and calendar year 1:10) 

Conditional 

logistic regression 

Thiazolidinedione use in combination was 

associated with an increase in the risk of CAP when 

compared to metformin + sulfonylureas. The use of 

DPP-4 inhibitors was not associated with an 

increased risk of CAP. 

Incident CAP 

Paul et al. 2015 Nested case and control study 

(matched on age, sex and year 

with 1:2 ratio) 

Conditional 

logistic regression 

Anticholinergic medication use is associated with 

CAP risk among elder adults. 

CAP 

McDonald et 

al. 

2015 Retrospective cohort study Poisson 

regression with 

lexis expansions 

for age and a 

random-effects 

model. 

Both eGFR and proteinuria were independent risk 

markers for incidence of pneumonia among elder 

diabetic patients. 

Incident CAP as 

subset of LRTIs 

McKeever et 

al. 

2013 Nested case and control study 

(matched on age, sex and 

Conditional 

logistic regression 

People with asthma receiving inhaled 

corticosteroids are at an increased risk of 

CAP 
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index date (within 3 years) with 

1:6 ratio) 

pneumonia with those receiving higher doses being 

at greater risk. 

Lin et al. 2013 Retrospective cohort study Cox’s proportional 

hazards 

regression 

models 

The likelihood of CAP increased Incident CAP 

Vinogradova et 

al. 

2011 Nested case and control study 

(matched on age (within 1 

year), sex, practice and 

calendar year) 

Conditional 

logistic regression 

Current exposure to statins was associated with a 

reduced risk of pneumonia. 

Incident CAP 

Trifiro et al. 2010 Nested case and control study 

(matched on year of birth, sex 

and index date) 

Conditional 

logistic regression 

The use of either atypical or typical antipsychotic Incident CAP 

Moore et al. 2019 Retrospective cohort study Generalized linear 

model of binomial 

family 

symptom severity (absence of coryza, fever, chest 

pain, 

Serious adverse 

outcomes (late-

onset 

pneumonia, 

Williams et al. 2017 retrospective cohort study Multivariate 

logistic regression 

Older age, increasing grade of airflow limitation, 

lower body mass index, inhaled corticosteroid use, 

prior frequent exacerbations, comorbidities, 

(including ischemic heart disease and diabetes) 

and winter 

Incident CAP 

and AECOPD 
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Othman et al. 2016 Nested case and control 

(cases and controls were 

matched on age (within 5 

years), sex, and year of PPI 

prescription with 1:1 ratio) 

Cox model and 

conditional 

Poisson 

regression 

models with fixed 

effects with 

adjustment for 

age (5-year 

bands) 

The association between the use of PPIs and risk 

of CAP is likely to be due entirely to confounding 

factors. 

CAP (pneumonia 

and pneumonia 

plus chest 

infection, LRTIs) 

Steurer et al. 2011 Prospective cohort study Multiple logistic 

regression model 

and CART for 

modelling. 

Multiple 

imputation for 

missing value 

In patients with C-reactive protein values below 10 

μg/ml or patients presenting with C-reactive protein 

between 11 and 50 μg/ml, but without dyspnoea 

and daily fever, pneumonia can be ruled out. 

CAP 

Yeh et al. 2019 Retrospective cohort study Cox proportional 

hazard regression 

models; 

propensity score 

was used for 

matching 

Pneumonia risk was associated with CVDs, 

especially heart failure, regardless of age, gender, 

comorbidities, and antibiotic use, particularly in 

elderly male patients. 

Incident CAP 
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Groeneveld et 

al. 

2019 Prospective observational 

cohort study 

Multivariate binary 

logistic regression 

Patient feeling ill and absence of runny nose are 

predictive for CAP onset whereas CRP predicts 

pneumonia better than PCT and 

CAP onset 

Rivero-Calle et 

al. 

2016 Retrospective cohort study Binary logistic 

regression 

CAP risk increases with age and doubles in males 

older than 75 years, comorbidities associated with 

CAP were metabolic disease, cardiovascular 

disease, and diabetes. 

Incident CAP 

Almirall et al. 2014 Nested case and control study 

(matched on age (within 5 

years), sex and primary 

healthcare area with 1:1 ratio) 

Logistic 

regression 

Inhaled steroids may favour CAP in COPD patients, 

whereas anticholinergics may favour CAP in 

asthma patients. In chronic bronchitis (CB) patients, 

no association with CAP was observed for any 

inhaler. 

Incident CAP 

verified via chest 

radiography 

van Vugt et al. 2013 Cross sectional observational 

study 

Multivariable 

logistic regression 

for model 

development, 

boot strapping for 

internal validation 

Absence of runny nose and presence of 

breathlessness, crackles and diminished breath 

sounds on auscultation, tachycardia, and fever. 

CRP>30mg/L were associated with increased risk 

of pneumonia. 

CAP determined 

by radiographs 

Quraishi et al. 2013 Cross-sectional study Multivariable 

logistic 

regression, locally 

weighted scatter 

plot smoothing 

25(OH)D levels were inversely associated with 

history of CAP. 

CAP 
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(LOWESS) to 

examine the 

association 

between 25(OH)D 

level and the 

cumulative 

frequency of CAP. 

Vila-Corcoles 

et al. 

2012 Nested case and control study 

(matched on primary care 

centre, age, sex, and main 

comorbidity) 

Conditional 

logistic regression 

The effectiveness of the PPV-23 in preventing 

pneumonia among patients with chronic pulmonary 

disease is uncertain. 

CAP 

Mullerova et al. 2012 Population-based retrospective 

cohort study 

Multivariate 

conditional logistic 

regression 

Age over 65 years was significantly associated with 

increased risk of CAP. Other independent risk 

factors associated with CAP were co-morbidities 

including congestive heart failure and dementia. 

Prior severe COPD exacerbations requiring 

hospitalization and severe COPD requiring home 

oxygen or nebulised therapy were also significantly 

associated with risk of CAP. 

Incident CAP 

Almirall et al. 2010 Nested case and control study 

(matched on age (within 5 

years), sex and primary 

healthcare area with 1:1 ratio) 

Logistic 

regression 

Inhaled steroids may favour CAP in COPD patients, 

whereas anticholinergics may favour CAP in 

asthma patients. In chronic bronchitis (CB) patients, 

Incident CAP 

verified via chest 

radiography 
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no association with CAP was observed for any 

inhaler. 

Mukamal et al. 2010 Nested case and control study 

(matched on age (within I 

year), sex, US Census region 

of residence, insurance plan, 

subscriber status (insured 

individual, spouse, or 

dependent) with 1:10 ratio) 

Conditional 

logistic regression 

Risk of pneumonia was higher among users of β-

blockers, calcium channel blockers and lipophilic 

ACE inhibitors in the preceding 3 months; risks 

were also higher for use in the preceding 12 

months. Lower risk was observed among thiazide 

users in the preceding 3 months. 

CAP 

Neuman et al. 2010 Prospective cohort study Cox proportional 

hazards 

multivariate 

models 

Higher physical activity does not substantially 

reduce pneumonia risk in well-nourished women. 

Incident CAP 

Jackson et al. 2009 Nested case and control study 

(matched on age (within one 

year) and sex with 1:2 ratio) 

Conditional 

logistic regression 

Immunocompetent senior adults with 

cardiopulmonary disease, poor functional status, 

low weight, or recent weight loss have a greater risk 

of developing CAP. 

CAP 

Baik et al. 2000 Prospective cohort study Multiple logistic 

regression 

Smoking and excessive weight gain are risk factors 

for CAP among men and women, and physical 

activity was inversely associated with risk of CAP 

only among women. 

CAP 
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Evertsen et al. 2010 Retrospective cohort study Multivariate 

logistic regression 

The presence of abnormal breath sounds and a 

temperature > 100°F were the predictors of a 

pneumonia diagnosis. 

Incident CAP 

Marchello et al. 2019 Systematic review Bivariate meta-

analysis 

normal vital signs (temperature, respiratory rate, 

and heart rate) and normal pulmonary examinations 

Non- CAP cases 

Baskaran et al. 2019 Systematic review Random-effects 

meta-analysis 

Tobacco smoke exposure is significantly associated 

with the development of CAP in current smokers 

and ex-smokers. Adults aged > 65 years who are 

passive smokers are also at higher risk of CAP. 

CAP 

Zhou et al. 2019 Systematic review Random-effects 

and/ or fix-effect 

meta-analysis 

D deficiency increased the risk of CAP CAP 

Htun et al. 2019 Systematic review Random effect 

meta-analysis 

clinical features including respiratory rate 

≥20 min−1 (3.47; 1.46–7.23), temperature ≥38 °C 

(3.21; 2.36–4.23), pulse rate >100 min−1 (2.79; 

1.71–4.33), and crackles (2.42; 1.19–4.69); PCT 

>0.25 ng/ml and CRP > 20 mg/l were predictive for 

CAP 

CAP 

Baskaran et al. 2018 Systematic review Random effect 

meta-analysis 

Current and ex-smoker were more likely to develop 

CAP compared to never smoker; passive smoking 

is a risk factor for people age 65 and above; higher 

tobacco consumption had higher risk of CAP 

among current smokers 

CAP 
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Walters et al. 2017 Systematic review Random-effects 

and/ or fix-effect 

meta-analysis 

pneumococcal conjugated vaccine (PCV) had 

protective effects on CAP, but such protective effect 

on VT CAP was not supported by sufficient 

evidence. 

CAP 

Htar et al. 2017 Systematic review Random-effects 

model 

PPV23 against CAP was not consistent in the 

general population, the immunocompromised and 

subjects with underlying risk factors 

Any CAP, 

Pneumococcal 

CAP, non-

bacteremic-

pCAP, 

Almirall et al. 2017 Systematic review Random-effects 

model 

Age, smoking, environmental exposures, 

malnutrition, previous CAP, chronic 

bronchitis/chronic obstructive pulmonary disease, 

asthma, functional impairment, poor dental health, 

immunosuppressive therapy, oral steroids, and 

treatment with gastric acid-suppressive drugs were 

definitive risk factors for CAP. 

CAP and 

hospitalized CAP 

Schiffner-Rohe 

et al. 

2016 Systematic review Random-effects 

model 

No proof that PPV23 can prevent pCAP or CAP in a 

general, community-dwelling elderly population. 

All cause CAP 

(pCAP as 

subgroup 

endpoint) 

Lambert et al. 2015 Systematic review Random-effects 

model 

Outpatient PPI use is associated with a 1.5-fold 

increased risk of CAP 

CAP 
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Abramowitz et 

al. 

2015 Systematic review Quantitative 

information was 

not synthetized 

CAP is noted to associated with shorter duration of 

therapy 

CAP 

Phung et al. 2013 Systematic review Random-effects 

meta-analysis for 

pooled effect 

sizes; two-order 

fractional 

polynomial and 

random-effects 

meta-regression 

analysis for BMI-

pneumonia dose-

response effect 

A J-shaped relationship between BMI and risk of 

CAP (underweight, RR 1.8, 95% confidence interval 

[CI], 1.4–2.2, P < 0.01; overweight, 0.89, 95%CI, 

0.8–1.03, P, 0.1; obesity, 1.03, 95% CI, 0.8–1.3, p. 

8) 

CAP 

Khan et al. 2013 Systematic review Random-effects 

model 

Statin had a beneficial role of reducing the risk of 

pneumonia. 

Incident CAP 

Loeb 2010 Systematic review No statistical 

synthesis 

No direct information from RCTs about the effects 

of influenza vaccine in preventing community-

acquired pneumonia. Pneumococcal vaccine is 

unlikely to reduce all-cause pneumonia or mortality 

in immunocompetent adults but may reduce 

pneumococcal pneumonia in this group. 

Incident CAP 
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Johnstone et 

al. 

2010 Systematic review and meta-

analysis 

Random effects 

model 

An increased risk of community-acquired 

pneumonia was found to be associated with PPI 

use and the duration of PPI use may impact the risk 

of CAP. 

CAP 

Engel et al. 2012 Systematic review: Included 

studies were all prospective 

cohort studies 

Narrative 

synthesis 

CRP alone has limited value to assist the 

identification of pneumonia cases out of suspected 

cases but could provide additional diagnostic value 

based on clinical assessment. 

CAP 
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Table 6.3: Individual predictors identified from systematic review 

Study 
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(van Vugt et al., 2013) 
 

Yes Yes 
              

(Quraishi et al., 2013) 
   

Yes 
             

(Othman et al., 2016) 
    

No 
            

(Vinogradova et al., 

2011) 

     
Yes 

           

(Almirall et al., 2010) 
      

Yes Yes 
         

(Almirall et al., 2014) 
                 

(Mukamal et al., 2010) 
        

Yes Yes Yes Yes 
     

(Jackson et al., 2009) 
                 

(McKeever et al., 

2013) 

      
Yes 

          

(Paul et al., 2015) 
             

Yes 
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(Vila-Corcoles et al., 

2012) 

                 

(Trifiro et al., 2010) 
              

Yes 
  

(Gessner et al., 2019) 
                 

(Mullerova et al., 2012) Yes 
                

(Baik et al., 2000) 
                 

(Steurer et al., 2011) 
 

Yes Yes 
              

(Neuman et al., 2010) 
                 

(Groeneveld et al., 

2019) 

 
Yes Yes 

              

(Yeh et al., 2019) 
                 

(Moore et al., 2019) 
 

Yes 
               

(Kolditz et al., 2019) 
                 

(Williams et al., 2017) Yes 
     

Yes 
          

(McDonald et al., 

2015) 

                 

(Rivero-Calle et al., 

2016) 

Yes 
                

(Lin et al., 2013) Yes 
     

Yes 
          

(Evertsen et al., 2010) 
 

Yes 
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(Rivero-Calle et al., 

2019) 

                 

(Gorricho et al., 2017) 
               

Yes 
 

(Zirk-Sadowski et al., 

2018) 

    
Yes 

            

(Janson et al., 2018) 
      

Yes 
          

(Marchello et al., 2019) 
 

Yes 
               

(Baskaran et al., 2019) Yes 
                

(Zhou et al., 2019) 
   

Yes 
             

(Htun et al., 2019) 
 

Yes Yes 
              

(Baskaran et al., 2018) 
                 

(Walters et al., 2017) 
                 

(Htar et al., 2017) 
                 

(Almirall et al., 2017) Yes 
   

Yes 
 

Yes 
         

Yes 

(Schiffner-Rohe et al., 

2016) 

                 

(Lambert et al., 2015) 
    

Yes 
            

(Abramowitz et al., 

2015) 

    
Yes 

            

(Phung et al., 2013) 
                 



 
 

125 

(Khan et al., 2013) 
    

Yes 
            

(Loeb, 2010) 
            

Yes 
    

(Johnstone et al., 

2010) 

    
Yes 

            

(Engel et al., 2012) 
 

Yes No 
              

Predictor 6 8 4 2 6 1 6 1 1 1 1 1 1 1 1 1 1 

Non-predictor 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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Table 6.4: Individual predictors identified from systematic review (continued) 

Study 
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(van Vugt et al., 2013)                           

(Quraishi et al., 2013)                           

(Othman et al., 2016)                           

(Vinogradova et al., 

2011)                           

(Almirall et al., 2010)                           

(Almirall et al., 2014)         Yes                 

(Mukamal et al., 2010)                           

(Jackson et al., 2009)   Yes Yes               Yes Yes     

(McKeever et al., 

2013)                           

(Paul et al., 2015)                           



 
 

127 

(Vila-Corcoles et al., 

2012)                 No         

(Trifiro et al., 2010)                           

(Gessner et al., 2019)                   No       

(Mullerova et al., 2012)                      Yes     

(Baik et al., 2000)       Yes Yes                 

(Steurer et al., 2011) Yes                         

(Neuman et al., 2010) Yes                         

(Groeneveld et al., 

2019)                           

(Yeh et al., 2019)                     Yes      

(Moore et al., 2019)                           

(Kolditz et al., 2019)                   Yes       

(Williams et al., 2017)     Yes       Yes       Yes Yes     

(McDonald et al., 

2015)                       Yes    

(Rivero-Calle et al., 

2016)                      Yes     

(Lin et al., 2013)     Yes               Yes   Yes   

(Evertsen et al., 2010)                           
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(Rivero-Calle et al., 

2019)         Yes Yes         Yes    Yes  

(Gorricho et al., 2017)                           

(Zirk-Sadowski et al., 

2018)                           

(Janson et al., 2018)                     Yes      

(Marchello et al., 2019)                           

(Baskaran et al., 2019)         Yes                 

(Zhou et al., 2019)                           

(Htun et al., 2019)                           

(Baskaran et al., 2018)         Yes                 

(Walters et al., 2017)                   Yes       

(Htar et al., 2017)                 Yes         

(Almirall et al., 2017)     Yes   Yes Yes         Yes     Yes 

(Schiffner-Rohe et al., 

2016)                 No         

(Lambert et al., 2015)                           

(Abramowitz et al., 

2015)                           

(Phung et al., 2013)     Yes No                   
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(Khan et al., 2013)                           

(Loeb, 2010)               No No No       

(Johnstone et al., 

2010)                           

(Engel et al., 2012)                           

Predictor 2 1 4 1 6 2 1 0 1 2 7 4 1 1 1 1 

Non-predictor 0 0 0 1 0 0 0 1 3 2 0 0 0 0 0 0 
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Table 6.5: Results of Quality in Prognosis Studies (QUIPS) assessment for prognostic factors studies for CAP 

Author  Year Sample 

size 

Mean/ 

Median 

age 

Overall 

risk of 

bias 

Bias Domains 
     

     
Study 

Participation 

Study 

Attrition 

Prognostic 

Factor 

Measurement 

Outcome 

Measurement 

Study 

Confounding 

Statistical 

Analysis 

and 

Reporting 

Yeh et al. 2019 56,726 49 High Low Low Low Low Low High 

van Vugt et al. 2013 2,820 50 High High Low Moderate Low Moderate Low 

Quraishi et al. 2013 16,975 43 High Moderate Moderate High High Moderate Low 

Othman et al. 2016 320,000 56 Moderate Low Low Moderate Low Moderate Low 

Vinogradova 

et al. 

2011 98,239 74 Low Low Low Low Moderate Moderate Low 

Almirall et al. 2010 2,662 60 High Low Low Low Low Moderate High 

Almirall et al. 2014 1,003 65 High Low Low Moderate Low Moderate High 

Mukamal et al. 2010 14,786 58 High High Low Low Low Moderate Low 

Jackson et al. 2009 3,519 NA High Moderate Low Low Low High Low 

McKeever et 

al. 

2013 43,169 55.5 Low Low Low Low Low Low Low 

Paul et al. 2015 3,061 77 Low Moderate Low Low Low Low Low 
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Vila-Corcoles 

et al. 

2012 288 73 High Moderate Low Low Low High Moderate 

Trifiro et al. 2010 1,947 83 Low Low Low Low Low Low Low 

Mullerova et 

al. 

2012 40,414 CAP: 

75.1 

(10.6); 

Non-

CAP: 

70.9 

(10.8) 

High Low Low Low Moderate High Moderate 

Baik et al. 2000 104,491 Men: 

CAP 61; 

Non-

CAP 56. 

Women: 

CAP 37; 

Non-

CAP 36. 

High High Moderate Moderate Low Low Moderate 

Gessner et al. 2019 84,496 73 Low Low Low Low Low Low Low 

Steurer et al. 2011 621 47 Moderate Moderate Moderate Low Low Moderate Low 

Neuman et al. 2010 83,165 NA High High Low Moderate Low Moderate Low 

Groeneveld et 

al. 

2019 249 56 High High Low Moderate Low Moderate Moderate 
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Moore et al. 2019 28,883 37.8% 

of total 

cohort 

were 60 

and 

above 

Moderate Low Low Moderate Low Moderate Moderate 

Kolditz et al. 2019 45,580 75 Low Low Low Moderate Low Low Moderate 

Williams et al. 2017 14,513 70 Moderate Low Moderate Low Low Moderate Moderate 

McDonald et 

al. 

2015 191,709 71 Low Low Low Low Low Low Low 

Rivero-Calle et 

al. 

2016 2,332,6

22 

61 High Low Low Low Low Moderate High 

Lin et al. 2013 2,630 CAP 

cases: 

77.3; 

Non-

CAP 

cases: 

70.1 

Low Low Low Low Low Low Moderate 

Evertsen et al. 2010 57,704 CAP: 

46; 

bronchiti

High Low Low Moderate Low High Moderate 
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s:40; 

URI: 40  

Rivero-Calle et 

al. 

2019 153,511 61 Low Low Low Low Low Low Low 

Gorricho et al. 2017 19,789 72 Low Low Moderate Low Low Low Low 

Zirk-Sadowski 

et al. 

2018 150,100 71 Low Low Low Moderate Low Moderate Low 

Janson et al. 2018 55,189 66 Low Low Moderate Low Low Low Moderate 
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Table 6.6: Prognostic effects of predictors identified from low bias primary studies 

Author/ Year Sample 

size 

Study population Statistic measures Prognostic factors with effect estimates (95% CI) 

(Gessner et al., 

2019) 

84,496 Elder adult (65 and above) VPDI (vaccine preventable 

disease incidence/ 100,000 

person-years of observation 

(PYOs)) 

PCV13: 72.2 (−5.3 to 149.6) 
 

(Kolditz et al., 

2019) 

45,580 Patients 60-99 years old  Absolute risk reduction and 

number need to vaccine 

(NNV) 

PCV-13: ARR 0.63 (0.07 to 1.2; p=0.028); NNV 159 (84 to 

1,429) 

(Rivero-Calle 

et al., 2019) 

153,511 Adults (18 and above) Odds ratios (adjusted) HIV: 5.21 (4.35 to 6.27); 

COPD: 2.97 (2.84 to 3.12); 

Asthma: 2.16 (2.07,2.26);  

Smoking: 1.96 (1.91 to 2.02); 

Poor dental hygiene: 1.45 (1.41 to 1.49) 

(Zirk-Sadowski 

et al., 2018) 

150,100 Adults (60 and above) Prior event rate ratio (PERR) 

adjusted net hazard ratio 

Proton-Pump Inhibitors (PPI): 1.85 (1.27 to 2.54) 

(Janson et al., 

2018) 

55,189 Adults (40 and above) Hazard ratio (adjusted) COPD (FEV1 <50% vs FEV1 ≥ 50%): 1.33 (1.21 to 1.47); 

 Asthma: 1.13 (1.01 to 1.27); 
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ICS use: Low ICS: 1.23 (1.10 to 1.38); High ICS: 1.41 

(1.23 to 1.62) 

(Gorricho et 

al., 2017) 

19,789 Type-2 diabetes (T2DM) 

patients 

Odds ratio (adjusted) Oral antidiabetic agents (OADs) in combination with 

thiazolidinedione use in combination vs metformin plus 

sulfonylureas: 2.00 (1.22 to 3.28) 

(Paul et al., 

2015) 

3,061 Adults (65 to 94)  Odds ratio (adjusted) Acute use of anticholinergic medication: 2.55 (2.08 to 

3.13);  

Chronic use of anticholinergic medication: 2.07 (1.68 to 

2.54); 

(McDonald et 

al., 2015) 

191,709 Adults (65 and above) with 

diabetes mellitus and no 

history of renal replacement 

therapy 

IRR (adjusted) In comparison with eGFRs≥60mL/min/1.73m2 , eGFRs<15: 

3.04 (2.42 to 3.83),  

eGFRs 15 to 29: 1.73 (1.57 to 1.92),  

eGFRs 30 to 44:  1.19 (1.11 to 1.28), 

eGFRs 45 to 59: 0.95 (0.89 to 1.01); 

Proteinuria: 1.26 (1.19 to 1.33) 

(McKeever et 

al., 2013) 

43,169 Adults (18 to 80) asthma 

patients 

Odds ratio (adjusted) ICS (≥ 1,000 μg): 2.04 (1.59 to 2.64) 

(Lin et al., 

2013) 

2,630 Newly diagnosed COPD 

patients without asthma 

Hazard ratio (adjusted) Age: 1.03 (1.02 to 1.04); 

Lung cancer: 3.81 (2.88-5.05);  

Bronchiectasis: 2.46 (1.70-3.55); 



 
 

136 

ICS: 1.60 (1.30-1.96). 
 

(Vinogradova 

et al., 2011) 

98,239 Adults (45 and above) Odds ratio (adjusted) Statin use in previous year: 0.78 (0.74 to 0.83); 

Recent statin use (with in 28 days): 0.68 (0.63 to 0.73) 

(Trifiro et al., 

2010) 

1,947 Adults (65 and above) who 

used an antipsychotic drug 

Odds ratio (adjusted) Atypical antipsychotic (current vs past): 2.61 (1.48 to 4.61); 

Typical antipsychotic (current vs past): 1.76 (1.22 to 2.53) 
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6.5 Discussion 
 

In total, there were 33 prognostic factors for incident CAP identified by this study 

which could broadly categorized into six groups: patient characteristics (older age, 

respiratory tract infection symptoms), biomarkers (CRP, PCT, 25(OH)D levels), use 

of medication (PPI, statin, steroids, anticholinergics, β-blockers, calcium channel 

blockers (CCBs), ACE inhibitors, thiazide, antibiotics, anticholinergic, antipsychotic, 

diabetic drugs, immunosuppressant drugs), life style and environmental exposures 

(physical activity, functional status, body weight, smoking/ passive smoking, dental 

hygiene, season (winter)), preventive procedures (flu vaccination, pneumococcal 

vaccinations (PPV23, PCV13)), co-morbidity conditions (cardiopulmonary 

conditions, renal function impairment, lung cancer, HIV and previous CAP history). 

Further, identified prognostic factors could be considered as the ones reflecting or 

affecting host susceptibility, determination of respiratory infectious diseases and 

possible effective procedures to prevent common causal pathogens.  

 

Apart from CRP, weight gain and obesity, flu and pneumococcal vaccinations, the 

remaining predictive factors were shown to be conclusive irrespective the robustness 

of study quality. For individual prediction research studies as evaluated being low 

risk of bias, elder age, smoking, poor dental hygiene, the use of PPI, ICS, Oral 

antidiabetic agents (OADs) in combination with thiazolidinedione, anticholinergic 

medication, statin and antipsychotic medication, COPD, asthma, bronchiectasis, 

kidney function impairment, lung cancer and HIV were shown to be candidate 

predictors for incident CAP. Given that the potential variation in eligibility criteria, 

prognostic factor measurement and outcome definition, the direction of the 

prognostic factor effects might be considered more relevant than their effect size. 

Caution is also required in interpreting the predictive value of variables evaluated by 

individual studies ranked with high or moderate risk of bias, which might or might 

not necessarily be considered as invalid. For example, beta-blockers, calcium 

channel blockers, and lipophilic ACE inhibitors were estimated to contribute the 

onset of pneumonia among hypertension patients (Mukamal et al., 2010). This is in 

line with recent research evidence (Fang et al., 2020, Zheng et al., 2020). The 

original research was conducted among private insured middle-aged Americans with 
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hypertension, for which the study population was considered to be highly biased. 

However, for studies facilitated under healthcare systems where healthcare insurance 

excises an essential role in healthcare delivery process, such bias is inevitable or 

should be adjusted during analysis if relevant data is available. Alternatively, quality 

appraisal could adopt another strategy as recommended by Hayden et al. that 

assigning overall low risk of bias if an predefined essential domain is rated as low 

risk of bias (Hayden et al., 2013). But reviewer bias could be introduced by 

following such recommendation. Therefore, necessary discretion is needed to judge 

such research evidence critically.  

 

There were inconclusive results for certain predictors including CRP, weight gain 

and obesity, flu and pneumococcal vaccinations. CRP is not widely ordered in 

primary care to assist the diagnosis of CAP, but more of providing guidance for 

antibiotic treatment or predicting adverse events for CAP patients in secondary care 

(Demir, 2014, Walters et al., 2011). There were conflicting results for overweight 

and obesity (Phung et al., 2013, Baik et al., 2000) as body weight is a composite 

outcome of many health-related factors i.e., lifestyle, physical activity, nutrition 

status, exhaustion due to chronic conditions. As a result, association might be 

expected to vary according to the specific research topic. With regard to flu and 

pneumococcal vaccination, evaluation of their protective effectiveness against CAP 

depends on several factors. The preventive effect of flu vaccination especially among 

vulnerable population is demonstrated by reduce the risk of annual seasonal flu 

which would trigger LRTIs. Whereas pneumococcal vaccination mainly targets 

pneumococcal infections with causal pathogens being the most common but not the 

only pathogens responsible for CAP. That explains why the effectiveness of 

pneumococcal vaccines in preventing vaccine-type pneumococcal community-

acquired pneumonia is certain but not CAP in general (Bonten et al., 2015).  

 

Like most systematic reviews, this study is subject to several limitations. First, this 

review deployed a narrative synthesis of prognostic effects of identified variables 

without meta-analysis. Because this systematic review mainly aimed to inform 

candidate predictor identification for prediction modelling study. Predictors included 

in the prediction modelling study were subject to the availability of relevant 
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information documented in CPRD dataset. Also, the effect size estimations are 

reserved for the regression modelling study. Second, even if efforts to address 

publication bias were sought by searching unpublished and incomplete studies, 

neither grey literature nor incomplete studies were found to assist to reduce potential 

publication bias (Easterbrook et al., 1991). Finally, the risk of bias assessment for 

individual prognostic studies may not be optimal given that there is no agreed 

thorough evaluation tool for prediction research systemic review. This may lead to 

the exclusion of serval studies from low bias group if another approach is used 

otherwise.  

 

6.6 Conclusions and implications for further research 
 

The prognostic value of candidate factors for incident CAP should be considered 

when it is able to assist the identification or rule out the diagnosis of CAP; or more 

accurately reflect individual’s ill health which exert influence on the susceptibility to 

CAP; or demonstrate a strong protective effect against the common causal pathogens 

of CAP in predefined population cohort in specific settings. Future high quality of 

prognostic studies in CAP are desirable, so that low bias study results could provide 

more relevant and robust evidence in this field.
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Chapter Seven : Clinical prediction model development for 

adult RTI patients who reconsulted with pneumonia in 30 

days (Introduction and methodology) 
 

This chapter presents the introduction and methodology sections for prediction 

modelling studies of the thesis with results, discussion and conclusion reported in the 

following chapter.  

  

7.1 Introduction  
 

Prediction in medicine 
 

People usually makes decisions based on information and experience. Clinical 

diagnostic practice mainly involves clinical assessment and diagnostic investigation 

with the latter being employed to confirm clinically suspected diagnoses or to 

acquire more accurate information (WHO, 2005). The aim of acquiring a concrete 

diagnosis is to inform further medical intervention and treatment, if available but, 

even if no treatment is available. Both doctors and patients still want to know the 

general course of the disease and to tailor such information to their particular 

situations as much as possible. Sometimes an undesirable health outcome is very 

unlikely to be altered by medical intervention, but people continue to want to know 

what to expect and where they are likely to fall on the continuum of possible 

outcomes, so that well informed decisions could be made. Foreseeing the patient 

journey after the onset of disease was set to be a cornerstone of medical practice as 

described by Hippocrates in ‘On airs, waters and places’ (Hippocrates and Adams, 

1939). In medicine, prognosis mainly refers to the estimation of probabilities or risks 

of future health outcomes over a predefined range of time among patients sharing 

similar health conditions. The concept of prognosis can also be applied to the general 

population through the construction of life tables (Moons et al., 2009). Given the 

variability among study populations, prognosis is shaped by individuals’ clinical and 

non-clinical features which generally referred to as predictors in prognostic research. 



 
 

141 

Since a single predictor rarely offers sufficient information for an accurate prognosis, 

prognostic research generally adopts multivariable approaches (Moons et al., 2009, 

Steyerberg, 2008, Hemingway et al., 2013, Riley et al., 2013, Steyerberg et al., 2013, 

Royston et al., 2009). Then probability estimation or risk scoring is based on the 

combined information from predictor values observed or measured from each 

individual participant.   

 

When the predictors incorporated into prediction models are associated with the 

outcome of interest, prediction modelling is by no means designed to generate casual 

inference, rather prognostic research aims to identify the optimal set of surrogates to 

explain the outcome of interest. A health outcome depends on the interactions 

between patients, their social and environmental context and the healthcare system. 

The prognostic information conveyed by each predictor should be interpreted in the 

specific context. The variables included in a final prognostic model may not always 

offer the most accurate classification in comparison with pathology results which 

provide a valid criterion and reference method to confirm disease status. For 

example, ethnicity sometimes is adopted as a surrogate of genetic inheritance in 

some disease studies, whereas in other research ethnicity may be used to indicate 

certain health behaviors that certain cultures encourage or forbid (Scambler, 2008). 

Also, factors associated with elevated disease risk may not always lead to a worse 

prognosis. For example, well-established risk factors for coronary heart disease 

(CHD) (hypertension, smoking, dyslipidemia, diabetes, and family history of 

coronary heart disease) may have a  reversed relationship to in-hospital mortality 

among incident acute myocardial infarction (MI) patients without past CVD (Canto 

et al., 2011). Thus, factors potentially associated with the outcome, without 

necessarily being causal, could be considered as candidate predictors during 

prognostic modelling studies. The average effect of each predictor on the outcome of 

interest, as expressed by the coefficients of prediction model or risk score, could be 

interpreted as different weights that might be assigned to various patient’s profiles 

during clinical discretion rather the strength of the association which is usually 

measured by correlation between predictors and outcomes.  
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The usefulness of a prediction model is a consideration which usually determines the 

major objective of a prognostic study and the selection of modelling methodology. 

Certainly, as defined by the fundamental concept of prognosis, prediction models are 

mainly used to inform doctors and patients during decision making about the future 

course of possible health events or the probability of developing certain 

complications. Beyond that, prediction models may be applied in various settings and 

for many other purposes. By picking out the factors that could explain the onset of 

the conditions or health status, prediction models depict what kind of patients are 

most likely to develop the outcome of interest in given period of time. Such 

information could serve for generating research hypotheses for aetiological or 

therapeutic studies. By quantifying the probabilities of individual patients, in terms 

of future events, prediction models enable the stratification of patients at various risk 

levels informing the design of research studies. Key elements of widely adopted 

prediction models also help clinicians to have a better understanding about the 

natural course of ill health. For example, the Glasgow Coma Scale (GCS) is an 

essential component of Acute Physiology and Chronic Health Evaluation (APACHE) 

II score for predicting severity of ill health in intensive care unit (ICU) patients, but it 

has been criticized as having limited utility value in the ICU as it requires the 

assessment of verbal response, which is absent for many critically ill patients (Dong 

and Cremer, 2011). The clinical usefulness of GCS index, however, may go beyond 

whether it is actually being fully applied to every single case, but lies in the concept 

that brain trauma suggests a worse prognosis for ICU patients and central nervous 

system function would affect the quality of life profoundly for surviving patients. 

Bearing in mind of the importance of central nervous system (CNS) functions as 

reflected by the APACHE II score, ICU medical professionals will be guided to pay 

attention to neurological signs during daily practice especially when the primary 

reason for ICU admission is not a neurological condition. Prediction models are also 

employed for comparing quality of healthcare delivery in the sense that standardized 

measurements could be made based on that, which enables comparisons to be 

feasible when direct comparisons are not readily available. Such as the American 

Society of Anesthesiologists (ASA) score that was primarily used for the 

classification of physical status of pre-operative patients (Daabiss, 2011), it is also 

adopted for the surveillance of surgical site infection (SSI) to facilitate the 
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comparison between patients with different severities undergone same surgical 

procedures (WHO, 2018a, PHE, 2019). 

 

Machine learning in medical research 
 

As denoted by the meaning of prediction, prognosis is made based on information 

from a group of people sharing something in common and followed up in predefined 

meaningful period of time to see what happens to them. This makes the cohort study 

a suitable study design to address most prognostic questions (Fletcher et al., 2012, 

Moons et al., 2009). The ideal cohort would be assembled in the present under a 

well-constructed sampling framework and followed into the future with satisfactory 

sample size to ensure precision and with only limited attrition to reduce bias. 

However, it may not always feasible or possible to conduct research among such 

cohorts in real life. Given the high cost of prospective cohort studies, ‘big data’ 

sourced from EHRs with its wide capture of healthcare information and high volume 

of data has been brought to the spotlight of medical research (Chen and Asch, 2017). 

The rudimentary understanding about big data mainly refers to its two notions: the 

large number of possible relevant variables, the substantial sample size of the data or 

a combination of both. In addition, ‘big data’ may also have a greater degree of 

complexity than traditional epidemiological datasets. As a result, methodologies 

generally referred to as ‘machine learning’ methods, which boast the capability to 

process and analyze the data of high dimension have been brought under the 

spotlight of medical research deploying big data. Inevitably, machine learning 

algorithms which are not new in medical research but only empowered by recent 

advancement of computer performance have been widely implemented to deal with 

the complexity and the large dimension of ‘real-world’ data (Efron and Hastie, 

2016b). Owing to certain advantages in comparison with most conventional 

statistical prediction modelling approaches by loosening statistical assumptions, 

dealing with multiple interactions between predictors and high efficiency to perform 

analysis on big data, the preeminent component underpinning the excitement of 

machine learning is its potential to offer information which is less likely distilled by 

individual clinical wisdom to assist clinical practice and eventually lead to better 

health (Collins and Moons, 2019). Even though big data and machine learning are 



 
 

144 

not familiar to most clinicians at first, they are actually natural extensions of 

conventional statistical approaches that may be familiar to them (Beam and Kohane, 

2018).  

 

Machine learning can be considered, an umbrella term for all data-driven approaches 

across a continuum of decreasing extent of human input. That is, there is no clear-cut 

distinction between a fully human-specified algorithm, with its analytical behavior 

completely predetermined, and a machine-dominated model with deep learning being 

the pre-eminent example, generating models from raw data directly with much less 

human guidance. Prediction models generated from machine learning algorithms 

range from disease risk scores such as Framingham cardiovascular risk score to deep 

learning algorithms outperforming ophthalmologists in detecting diabetic retinopathy 

(Attia et al., 2019). Such success does not necessarily mean that machine learning is 

superior; rather, empowered by enormous data volumes and high-performance 

computational resources, machine learning algorithms may risk compromising 

interpretability and transparency of the outputs. High-volume data streams may make 

it possible to capture the complexity and, heterogeneity of the raw data and dilute the 

impact of non-informative variables especially when it comes to ‘real-world’ data. 

Also, the specification of models relies on the performance of computational 

resources due to the nature of machine learning processes, particularly for deep 

learning. Just because the major task of model development has been shouldered by 

the algorithms, how the algorithms function resembles a ‘black box’ to human 

intelligence, and critically appraising the outputs would be challenging to most 

intended users (Watson et al., 2019).  

 

Apart from the lack of interpretability, machine learning has been criticized for its 

increasing implementation in healthcare research. One major controversial concern is 

its marginal benefit compared to traditional statistical modelling approaches 

including simple linear and logistic regression models. However, most comparative 

studies drew on well-structured data, including laboratory data or clinical trial data, 

to develop prediction models (Horne et al., 2009). It is not surprising that machine 

learning techniques may not perform substantially better than traditional statistical 

approaches since the predictive information conveyed by pre-defined variables was 
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informative enough to answer research question irrespective whether the model was 

derived using a simple logistic regression model or a novel machine learning 

algorithm. Additionally, eligible predictors were often narrowed down into a 

restricted scope based on prior knowledge about biomedical mechanisms, or even 

through use of pilot studies. Therefore, the strengths of machine learning were not 

demonstrable in this scenario as machine learning is able to deal with less structured, 

‘messy’ real-world data to make the ‘unseen pattern’ visible.  

 

Given machine learning methods are commonly applied to existing data , questions 

concerning data aggregation begin to arise (Chen and Asch, 2017). Continuing 

innovation of medical science and technology means that, medical practice is always 

changing. Study results have to be viewed in a dynamic social context, so that 

medical research is chasing an evolving target (Chen and Asch, 2017). That is, if the 

past may not necessarily resemble the future, then how many years’ data should be 

compiled together for model development, or which study design could eliminate or 

adjust for such effects on the prognostic model? Given the statement of ‘Everything 

changes but change itself’ (Hussey, 1999), chronological change and questions of 

validity arising from it are unavoidable in prognostic research studies (Chen et al., 

2017). The option basically lies in the trade-off between sample size and underlying 

effect of dated information. Google flu provides a real-life example to illustrate that 

using accurate latest point data works better than using accumulated historical data to 

predict the future (Lazer et al., 2014). Such effects of chronological change also link 

to the time span of predicted future as there may be meaningful changes anticipated 

in future. That is, a prediction model usually works better for outcomes in the short 

term than those in distant future (Chen and Asch, 2017, Moons et al., 2014). The 

time span of the future period varies from hours (i.e. prediction of post-operative 

complications)  (Canet et al., 2010) to years, as in the classic Framingham Risk Score 

for 10-year CVD risk estimation (Kannel et al., 1976). For prognostic studies among 

post-operative patients, 48 or 24 hours or even further level of granularity might be 

defined to help perioperative patient care delivery, place of treatment (general 

surgery ward, post anesthesia recovery unit (PACU) or surgical intensive care unit 

(SICU)), improving the allocation of scarce healthcare resources (Arozullah et al., 

2000). Whereas for palliative care, weeks, months or years are generally the frame of 
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reference for planning the last stage of life comparing to the exact date of eventual 

death- the preciseness of which is rarely necessary. The effect of time or time 

interval on the development of predefined outcome should also be taken into 

consideration during methodology selection. If hazardous effects of predictors 

remain constant over time, survival analysis and a time-to-event framework will 

often be appropriate for the proposed research question (George et al., 2014); if the 

nature of disease progression is rapid i.e. severe sepsis in ICU patients, where current 

health status is closely linked to the most recent data, then Markov models may be 

more likely to yield optimal decision supporting tools using real-time monitoring 

data (Komorowski et al., 2018). Being aware of such potential impacts will 

contribute to framing prognostic research questions, selecting modelling 

methodology, interpretating prognostic study results, and conducting model 

validations especially external validation, updating existing model and possible 

application scope of developed models. 

 

Machine learning could also be interpreted as using a group of computer algorithms 

to quantitively explore suitable information at hand to learn from data. The process 

of gathering patient medical history, physical examination, clinical tests, laboratory 

experiments could be regarded as primary data collection from a research point of 

view. Apart from methodological innovation, the performance of machine learning 

results is also inherently determined by the characteristics and quality of the data 

being ‘fed’ to the algorithms.  Even if machine learning is a powerful tool for many 

research questions, it is not a panacea for any type of data-driven research study nor 

able to squeeze out information that is not documented in the dataset. Additionally, 

the interpretation of machine learning outputs should be put into the wider context 

relevant to the information documented in the data set. Given that the majority of 

data machine learning techniques being applied were not developed for medical 

research purposes, data exploration should be done prior to handing on the data for 

model development, in order to address the quality and bias of data. Using clear case 

definitions is a necessary approach to make the data analyzable and in return to have 

clear answers to research questions but understanding the underlying concept behind 

the stringent definitions are equally important.  
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Concerns about machine learning model evaluation have drawn attention  to the 

calibration of performance as this may not be well investigated or reported 

transparently (Shah et al., 2018). This is not unique to machine learning but generic 

to all prediction models. Prediction model performance mainly comprises two 

essential elements: discrimination performance, as assessed by concordance statistics 

including c statistic or its equivalent of AUROC, and calibration performance 

quantified by H-L test or goodness-of-fit tests (Steyerberg et al., 2010). 

Discrimination performance describes how well the model picks out the right 

individuals from their parent cohort that is cases from the true case group or non-

cases from the non-case family. This performance is more related to identified 

variables included in the final model, whereas for calibration performance assesses 

the alignment between predicted outcomes and the observed events, which may be 

heavily influenced by unknown variables not included in the model. Calibration 

contributes to reliability in clinical practice for decisions derived from prediction 

algorithms, which could be more essential than precision. If the unincluded variables 

contribute more when a prediction model is applied to another population, then the 

prediction model will be lack of clinical usefulness and even introduce the danger of 

potential harm to patients (Shah et al., 2018).     

 

In conclusion, the questions and concerns raised in the field of machine learning and 

big data actually represent generic fundamental considerations in research including 

relevant research question, suitable research material and feasible research 

methodology to process the raw data into a sensible answer and requiring caution in 

the application of research output. Machine learning comprises a group of analytical 

tools, how the techniques are used should be an important consideration during 

research design phase. Understanding the nature of healthcare information being 

used will help to interpret the underlying meaning of certain variables represented 

given the context of the study dataset and overarching conditions such as the 

healthcare system, influential health policies. Use of the prediction model should be 

built upon the understanding of research question, research data and methodology. 

Setting up a realistic goal of machine learning approach is helpful to stay away from 

the inflated expectations in this big data era.  
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General considerations for prediction model development 
 

During prognostic model development, researchers initially have to identify 

candidate variables for the final model. The generic rule for variable selection is to 

take both statistical and clinical significances into consideration with the aim of 

translating research results into better healthcare. Statistical methodologies adopted 

during prediction modelling mainly serve for two purposes: To answer the research 

questions and quantify the accuracy of estimates. These processes will allow sensible 

inferences to be made and will eventually gauge the clinical usefulness of final 

model. Clinical epidemiological studies are always accompanied by variances and 

biases. By characterizing the accuracy of the estimates and quantifying whether bias 

is sufficiently large to result in an alteration of clinical significance, clinicians or 

other intended users will be assisted in deciding how much to rely on the model 

during decision-making for each individual patient. Similarly, predictor selection 

should not only use statistical importance as reference because included predictors 

must offer clinically relevant information.  

 

Another general consideration for prediction model development is how to deal with 

over-fitting. The final prediction model aims to make predictions for out-of-sample 

populations. That is, the usefulness of the model will depend on how well it works 

after being applied to those whose information was not used for model development. 

If a prediction model performs perfectly on the sample from which it derived, it may 

not necessarily perform well on unseen out-of-sample data. The extreme over-fitting 

case would be that the model is able to describe each individual by each combination 

of the predictors included, just like a finely tailored handmade suit which is quite 

unlikely to fit well on people other than its owner. In order to address this problem, 

several methods have been developed. First, simple models generally work better on 

out-of-sample than complex models. Therefore, machine learning techniques are able 

to penalize model complexity known as ‘regulation’ in regression-based models or 

‘tuning’ for tree-based approaches, so as to reduce excessive complexity. Second, 

since over-fitting relates to ‘unseen’ samples, a conventional approach would divide 

the data into training, validation and testing sets. Training data is used for model 

estimation, validation data for model selection, testing data for apparent model 
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performance evaluation. Sometimes, validation and testing sets could be combined. 

In the context of big data, where data is sufficient enough, cross-validation (partition 

the data into training and validation sets) makes more sense than train-test exercise as 

the former emphasis the out-of-sample performance rather than in-sample 

performance as reflected by the latter one. Third, if a penalized or tuning parameter 

is needed for the optimal out-of-sample prediction, k-fold cross-validation is 

proposed to identify the value of this parameter. Usually, 5 or, 10 are recommended 

for k and the maximum number is the total sample size minus one (‘leave one out’). 

Then a series of values of the penalty or tuning parameter and its correspondence 

loss (as measured by mean squared error (MSE) or misclassification error) are 

generated, which enables the selection of appropriate value for the parameter 

(discussed in methodology for penalized regression later) (Varian, 2014). Further, 

ensemble methods like bootstrap, boosting and bagging are also adopted to deal with 

over-fitting problems by adding ‘randomness’ to the model as illustrated in Table 

7.1. Sometimes, researchers ask a question that may be quite difficult for the 

resource available to answer irrespective if machine learning is employed or not.  
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Table 7.1: Illustration of common ensemble methods 

Ensemble methods 

Bootstrap randomly samples a number of subsets from the whole population with 

replacement repetitively at sufficient large of times. Then out-of-sample estimation is 

made for certain statistic distribution. 

Bagging is short for bootstrapping and aggregating which denotes the algorithm works 

out multiple models based on bootstrap samples but averages or takes the majority 

votes across the bootstrap sub-sample models. 

Boosting is a technique which convert a ‘weak’ learner into a ‘strong’ one by assigning 
increasing weight to misclassified observations during iterative repetition. The common 

algorithms from this family are Gradient Boosting (GBM) and XGboost (regularized 

boosting) for tree-based approaches. Unlike bagging, the models estimated based on 

bootstrap sub-samples are not independent from each other as continuous corrections 

are made on top of the previous models. 
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Supervised machine learning approach to predict RTI patients who reconsult 
with pneumonia in 30 days 
 

For this prognostic study, clinical prediction modelling can be regarded as a process 

of using healthcare information from electronic health records to characterize 

patients presenting to the GP practice with evidence of RTIs who are likely to re-

consult with pneumonia within 30 days. The prediction modelling process of this 

thesis followed the seven steps as recommended by Steyerberg and Vergouwe 

(Steyerberg and Vergouwe, 2014), constructed according to the recommendations of 

the Prognosis research strategy (PROGRESS) framework (Hemingway et al., 2013) 

and reported in comply with the TRIPOD statement (Transparent Reporting of a 

multivariable prediction model for Individual Prognosis Or Diagnosis) (Collins et al., 

2015) (Table A 33) alongside with RECORD (REporting of studies Conducted using 

Observational Routinely-collected health Data) guidelines for EHR studies 

(Benchimol et al., 2015). Key questions involved in each modelling step (Steyerberg 

and Vergouwe, 2014) for this thesis are addressed below: 

 

Step 1: Research question definition and data inspection 

 

a. What is the precise research question? 

 

Given that this prognostic study is not an aetiological study to establish 

causal inference, the term ‘re-consult’ was used instead of ‘develop’ even 

though pneumonia was the most common infectious complication after RTIs 

(Gulliford et al., 2016, Tan et al., 2008). To explore whether pneumonia 

resulted directly from treatment failure of preceding RTI events or early onset 

of other diseases, for example pulmonary cancer, is not the major interest of 

the developed model. Instead, quantitively describing subgroups of RTI 

patients who are at high risk of being diagnosed with pneumonia within 30 

days will be the focus. This will inform general practitioners of patients for 

whom timely treatment, upgraded treatment plan or clinical tests should be 

offered so that undesirable health events could be avoided, or early detection 

of other treatable conditions is able to be facilitated. The time-interval of 30 
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days was chosen according to the natural course of disease after factoring in 

the average waiting time of GP appointments in the UK primary care system 

(Tan et al., 2008, Primary Care Domain and Service, 2018). Additionally, the 

major interest of the prediction model is to predict the onset of pneumonia 

after RTIs rather than the multiple subsequent episodes of pneumonia, 

therefore the first incident pneumonia event in each calendar year is sought 

after during individual case identification.  

 

b. Predictor identification 

 

This prognostic study adopted an inclusive approach during initial candidate 

predictor identification based on the systematic literature review of previous 

study results, as well as advice from medical professionals. That is, apart 

from the objective information offered by statistical analysis and clinical 

importance documented in existing evidence, findings in the data were also 

interpreted with reference to subjective knowledge of practicing medical 

professionals within the research group. Any possible relevant information to 

current research evidence from disease management guidelines was also 

included. For example, frailty was adopted to describe the overall health 

status of individual patients as NICE guideline signifies that ‘if the patient is 

systematically very unwell’ is at higher risk of developing infectious 

complications (Tan et al., 2008, Hanlon et al., 2018). Also, the guideline 

identified ‘current use of oral glucocorticoids’ as another risk factor for 

pneumonia in older patients. Therefore, all immunosuppressive conditions 

and drug prescriptions i.e., ‘Total splenectomy’ and ‘Cancer chemotherapy’ 

were incorporated during predictor sorting to reflect the immunosuppressive 

statement of individual patients.  

 

c. Case ascertainment  

 

Clinically diagnosed pneumonia was adopted as the primary endpoint during 

case selection. Even though the previous study suggested that clinically 

suspected pneumonia as defined by chest infection treated with antibiotics 



 
 

153 

was more prevalent than pneumonia in the UK primary care settings and its 

essential elements during clinical disease management are similar to those of 

pneumonia, chest infection was investigated initially as a predictor following 

Petersen et al. (Petersen et al., 2007a). This is because chest infection 

comprises two major clinical scenarios: pneumonia and bronchitis with the 

later one generally considered to be self-limiting, and there are no concrete 

recommendations from any academic bodies suggesting that a chest infection 

diagnosis is equivalent to pneumonia. Previous studies have demonstrated 

that pneumonia is the most frequent infectious respiratory complications after 

chest infection. Subgroup analysis was conducted to find out if there were 

systematic differences between chest infection patients and other self-limiting 

RTI patients in terms of the future probabilities of pneumonia consultation 

within 30 days. 

 

Another consideration during case ascertainment was given to the frequency 

of endpoint which is essential to determine the effective sample size rather 

than total sample size as denoted by events per variable (EPV). When 

outcome is binary, EPV is calculated as the smaller of the number of study 

population who experienced and who did not experience the outcome 

interested divided by the number of predictors considered to be included in 

model development. The value of EPV is recommended varying from 10 to 

20, even suggested to be relaxed below 10 when confidence interval coverage 

and bias are within acceptable level (Austin and Steyerberg, 2017, Hickey et 

al., 2018, Vittinghoff and McCulloch, 2006). In the thesis, there were 36 

candidate variables for model development, therefore 720 events were needed 

if EPV of 20 is adopted. Given that there were 16,289 pneumonia re-

consultation cases included for prediction modelling study, this criterion was 

more than adequately met. 

 

Recently, the blanket application of EVP has been criticized for being too 

simplistic and other criteria of minimum sample size for prediction model 

development have been proposed (Riley et al., 2019b). Riley et al. have 

recommended three criteria when calculating sample size for logistic or the 
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cox model development: 1.) a global shrinkage factor no less than 0.9; 2.) the 

maximum difference between apparent and adjusted Nagelkerke’s R2 is 

suggested to be 0.5; 3.) preciseness of overall risk estimation in the 

population (Riley et al., 2019b). According to their recommendations, a 

minimum sample size of 3,056 is needed for this prediction modelling study. 

Therefore, the sample size of our prediction modelling study was considered 

to be ample.   

 

d. Addressing treatment effects 

 

Predictors with potential treatment effect could vary from single predictor to 

combination of predictors with responsiveness to relevant interventions (Attia 

et al., 2019). Treatment here may not only refer to specific medical 

treatments, rather any type of procedure or characteristics that would modify 

individual’s probability of benefiting or experiencing harm from a specific 

treatment. Predictors of treatment effect should be investigated typically for 

prediction models aiming to predict treatment effects of particular 

intervention so that risk stratified clinical decision could be applied to various 

groups of patients, then treatment could be offered to those who most likely 

benefit from it or held back from patients for whom potential harms will 

offset the clinical improvements (Hingorani et al., 2013, Riley et al., 2013). 

Predictors of treatment effect might differentiate patients who experienced 

meaningful positive or negative effects between offering and withholding the 

treatment or between various alternative treatments. For certain predictors, 

they could be both predictor for the disease and the predictor of treatment 

effect for the disease. For example, age greatly influence the risk of stroke 

onset among atrial fibrillation patient without anticoagulation treatment. 

Meanwhile, age also predicts patient’s response to anticoagulants (Zhao et al., 

2016). On the other hand, certain factors could be considered as predictor 

only at the presence of treatment. For example, the route and timing of 

administration for prophylactic use of antibiotics to evaluate surgical site 

infection prevention effectiveness (Hawn et al., 2013, Darouiche et al., 2012). 

Generally, predictors of treatment effect reflect the underlying characteristics 
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of target population in terms of the possible response for specific 

treatment(s). 

 

However, there is no straightforward solution to identify and test predictors 

of treatment effect. Several study designs have been proposed to address the 

issue of predictor of treatment effect including treatment only, test-positive 

only, or non-randomized comparative study designs (Riley et al., 2019c). For 

this study, predictors of treatment effect to predict the onset of pneumonia 

mainly relates to antibiotic prescription during initial RTI consultations. 

Since the assumption that immediate antibiotic treatment alone would be 

sufficient to prevent a subsequent pneumonia event may not always be 

applicable for several reasons including the empirical selection of antibiotics, 

patient’s compliance of treatment. Therefore, RTI consultations were 

evaluated further according to antibiotic prescription on the index date to 

explore if antibiotic treated and non-treated patients were at apparent 

different risk groups in terms of the outcome of interest.  

 

e. Handling missing data 

 

Missing data is an unavoidable issue for prognostic research using EHRs 

from case ascertainment to predictor identification (Riley et al., 2019c). 

Especially for ‘soft’ healthcare information, such as lifestyle preferences, 

physical activity, health behavior and mental health status even certain 

measurements such as body mass index (BMI), the data are generally not 

missing at random. Apart from ‘hard’ endpoints like mortality data, even the 

absence of certain disease confirmation information may not be confidently 

considered as missing values. Since the identification of ill health largely 

depends on patient’s health seeking behavior, if the patient never presented to 

clinical consultation with certain chief complains, clinical manifestations of 

pre-existing health conditions were not evident enough to draw the attention 

of clinicians or patients for early detection. Therefore, healthcare information 

that was documented during daily practice is prone to be missing selectively.  
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There is no perfect solution to avoid bias introduced by such missing 

information (Riley et al., 2019c). Several approaches have been proposed to 

deal with miss data problem in EHRs research. Complete case analysis tends 

to give unbiased estimation for outcome endpoints missing completely at 

random (Groenwold et al., 2011), during which cases with missing data are 

excluded from the analysis. This is not suitable for this prognostic research as 

a substantial number of self-limiting RTI patients will be excluded from the 

study simply because they had better general health status without long-term 

morbidities being recorded.  For this prediction modelling research, missing 

indicator (Groenwold et al., 2012b) together with crude imputation (Riley et 

al., 2019c) were performed parallelly, so that comparison was made to 

explore possible predictive information of missing data within individual 

variables. Missing values were categorized as a single group in the missing 

indictor approach, whereas in crude imputation the missing values were 

treated as ‘normal’ or the average category. 

  

Multiple imputation is generally preferred to address missing data problem by 

mapping the underlying distribution and predicting missing values using 

available information (Groenwold et al., 2012b), which is generally preferred 

to compete case analysis even when data are MNAR (Kontopantelis et al., 

2017). However, this method may not be appropriate for this prognostic 

study. Because the decisions to record certain medical information by 

clinicians are usually based on medial professional knowledge and previous 

ill health history as well as patient’s presentation during consultations. 

Healthcare information that was not recorded in EHR sometimes simply 

because of the absence of medical conditions, which might not be treated as 

missing data and carry meaning (Steele et al., 2018). Additionally, the 

proportion of missing data for certain predictors was often considerably more 

than 5%. Therefore, multiple imputation was not performed in this thesis 

because it does not fit for the assumption of the methodology (Sterne et al., 

2009a). 
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Step 2: Categorization, re-coding and re-grouping predictors 

 

The generic rule for handling predictors is to keep continuous data continuous 

especially during initial data inspection and exploration phase so as to retain as much 

information as possible (Royston et al., 2006, Altman and Royston, 2006, Altman, 

2014). Potential non-linear relationships between continuous variable and outcome 

of interest were explored using descriptive statistics together with CART modelling. 

The choice of modelling predictors with non-linear associations mainly lies in 

between using restricted cubic spline (Harrell Jr, 2015), fractional polynomials 

(Royston and Sauerbrei, 2008) and categorization according to several cut-off values 

with statistical or clinical significance (Boersma et al., 2001). For example, the 

association between age and pneumonia incidence rates is ‘U’ shape in the general 

population, when the study population was set at adult population, the non-linear 

relationship is presented as ‘J’ shape suggesting age exerts accelerating risk effects 

for the onset of pneumonia among subgroups of patients. In the later phase of 

prediction model development, age was categorized as 16-35, 36-45, 46-55, 56- 65, 

66-75, 76-85, 85 and above. This enables the model to be user friendly with essential 

concepts in line with current disease management recommendations after factoring 

the results from variable selection. 

 

An iterative approach was adopted during data re-coding and re-grouping. Predictors 

with overlapping information were kept as separate categories i.e., frailty index score 

and severity groups based on that were included as individual predictors during 

initial variable selection process. RTI subgroups were re-coded based on clinical 

guidelines as well as previous research evidence. For example, cough, chest infection 

and LRTIs were investigated in various studies especially focusing on antibiotic 

treatment for respiratory conditions (Petersen et al., 2007a, McDonagh et al., 2016, 

NICE, 2015, Troeger et al., 2018). Then, RTI conditions were further grouped into 

broad categories based on preliminary results after referencing medical literature, 

considering the ease of clinical usefulness or the relevance to answer specific 

research questions.  
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Step 3: Model specification 

 

Given incident pneumonia patients are identifiable from the dataset, therefore 

supervised machine learning approaches were applied to variable selection of 

modelling process (Kotsiantis et al., 2007), which are described in a later section.   

 

Step 4: Model estimation 

 

After model specification, the average effects of selected predictors on the outcome 

of interest were quantified by simple logistic regression modelling methods. Both 

simple logistic regression and CART models were performed.  

 

Step 5: Model performance  

 

Model discrimination performance was assessed using area under the receiver 

operating curve (ROC curve) and calibration performance was examined by Hosmer-

Lemeshow goodness-of-fit test (Vickers and Elkin, 2006). Cross validation strategy 

was adopted during model performance evaluation. 

 

Step 6: Model validation 

 

Data were randomly split into 80% for training dataset and 20% for test dataset 

during internal validation. Temporal validation using recent 25% subset was adopted 

to investigate temporal stability of baseline risk and predictor effects, which reflects 

the transportability of developed prediction models (Austin et al., 2017). 

 

Step 7: Model presentation 

 

CART was employed as the main graphic format to communicate prognostic 

research results with intended audience. 
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7.2 Methodology 
 

7.2.1 Study design 
 

A stratified sampling approach was adopted for prediction modelling development. 

This allowed prediction modelling to be carried out with sufficient sample size 

meanwhile to address class imbalance (Kuhn and Johnson, 2013) between the 

incidence rates of RTI patients who re-consulted with pneumonia within 30 days and 

those did not. The predictive value of a prediction model is not a property of the 

model alone which is also influenced by the prevalence of the disease among the 

study population (Fletcher et al., 2012). Since the prediction model aims to identify 

individuals who are more likely to re-consult with pneumonia within 30 days among 

RTI patients, using more information from non-cases with significant higher 

incidence rates will result in a model with high specificity and low sensitivity, which 

is less desirable irrespective to the overall model performance. Given the final model 

serves to aid clinical discretion at the point of care, factors that could not be 

addressed at individual consultation scenario i.e., regional variation in health care 

delivery, chronological change of disease management as identified in chapter five 

were chosen to be stratified sampling criteria, so that their effects on the outcome of 

interest were not investigated in this project. Therefore, RTI patients free from 

pneumonia diagnosis within 30 days were randomly selected from the same practice 

and study year of those presented with pneumonia within 30 days subsequent to 

initial RTI consultations. The initial sampled population was four times proportionate 

to pneumonia patients in the same stratum.  

 

7.2.2 Data source 
 

The UK Clinical Practice Datalink (CPRD) was adopted as the main data source for 

prediction modelling development. CPRD is the largest database of primary care 

health care records with a coverage of approximately 7% of the total general 

practices (Williams et al., 2012). About 98% of the UK population are registered 

with general practice, also universal healthcare system in the UK made most 

common conditions be managed in the community. Therefore, healthcare 
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information documented in CPRD could be considered as a representative sample of 

the UK population healthcare profile (Wolf et al., 2019). Sixteen calendar year data 

from the beginning of 2002 to the end of 2017 was aggregated for prediction model 

development and validation. Information documented in free text was not accessible 

via CPRD since 2013 due to patient privacy and data governance considerations 

(Wolf, 2018). 

 

7.2.3 Sample selection 
 

Pneumonia cases were defined using Read codes relevant to ‘pneumonia’ terms after 

excluding influenza, tuberculosis (TB), fungal and parasite pneumonia. The final 

code list was adopted from chapter fine which was reviewed and finalized by two 

researchers with clinical and epidemiological backgrounds independently. All 

pneumonia cases documented in the dataset with eligibility for data linkage were 

identified during the study period as outlined in chapter five. Diagnostic records one 

year after the starting date that patients started to contribute to CPRD were included 

to eliminate any possible duplications during patient registration and transient 

resident records. Then RTI consultation records were traced back up to 30 days 

before pneumonia index date. Pneumonia cases documented one day after the RTI 

consultations were also excluded to eliminate artefactual cases due to delayed data 

entry. Recurrent pneumonia incidence events for the same patient in the same year 

were differentiated using 90-day window period. Only the first episode was included 

as recurrent pneumonia onset is not the major interest for this thesis. Finally, study 

population for adult cohort was confined within patients aged 16 and above as shown 

in Figure 7.1.  
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Figure 7.1: Flow chart of pneumonia case ascertainment 

In order to identify comparison patients who consulted with RTI but did not develop 

pneumonia, a define query was initially run in the CPRD database to identify patients 

who consulted with RTIs during the period 2002 to 2017. There were 5,915,225 

patients with at least one RTI consultation. The sample was then restricted to those 

patients who contributed up-to-standard records during the study years and met data 

linkage eligibility. Consultation records documented one year after the starting date 

when patients began to contribute to CPRD were selected.  

 

Then, a random sample was drawn of RTI patients that were eligible for CPRD data 

linkage of all ages using the ‘sample’ command in R. The sample was stratified by 

There were 154,126 patients who had ever been diagnosed with 
pneumonia documented in CPRD during 2002 to 2017

95,583 out of theses 154,126 pneumonia patients met the eligibility 
criteria of CPRD data linkage whose diagnose were documented one 

year after their starting date within the data set.

There were 25,139 pneumonia patients who had preceding RTI 
consultations within 30 days during 2002 to 2017 

25,139 unique incidence pneumonia consultation records were 
selected for 25,139 patients after excluding subsequent pneumonia 

events

There were 16,289 patients aged 16 and above who re-sonsulted with 
pneumonia within 30 after initial RTI consultations from 2002 to 2017
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general practice and index year. There was no stratification by age and gender so that 

these variables could be evaluated as predictors. Up to four times non-pneumonia 

patients were randomly selected proportionate to pneumonia cases in each stratum 

(the 23,490 patients rather than adult cohort only) based on practice ID and study 

year of pneumonia cases. All RTI consultation records of sampled patients were 

identified from CPRD then narrowed down to the ones within the study period. 

Sampled non-pneumonia patients that were also found in pneumonia patient cohort 

in different study years were excluded to retain as much information as possible from 

the pneumonia cases. Finally, single one consultation record was randomly selected 

for each patient as shown in Figure 7.2. 



 
 

163 

 
Figure 7.2: Flow charts of non-pneumonia case sample selection based on 
pre-defined stratified sampling criteria 

 

  

There were 130,358 RTI consultations for 127,272 patients 
randomly selected from CPRD during 2002 to 2017 with four times 
proportionate to pneumonia cases based on practice ID and index 

year

126,930 patients within the sample cohort were eligible for data 
linkage who had RTI consultation records documented one year 

after they began to contribute to CPRD  

After removing 1,436 sampled RTI patients who were also 
pneumonia cases in different stratum, there were 125,494 patients 

in the non-pneumonia group of all ages

There were 92,553 patients aged 16 and above with 155,483 RTI 
consultation records in the sampled non-pneumonia group

Random sampling was performed to select one RTI consultation 
record per patient. This procedure was repeted twice by setting 
different seed numbers in R programme ro generate two sets for 

data inspection purpose. 
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7.2.4 Predictor definition 
 

An inclusive approach was adopted for candidate predictor specification based on 

systematic literature review and clinical guidelines. Included predictors were sorted 

based on the availability of information documented in CPRD data set. During data 

processing, continuous variables were kept continuously, and for categorical 

variables derived from any scoring algorithms i.e., frailty category, both the 

categories and original scores were retained to explore any possible predictive 

information. Recoding and further data binning were performed using statistical 

results and clinical implications as reference. The main categories of candidate 

predictors were clustered following the process of clinical discretion as shown 

below: 

 

7.2.4.1 Demographic information 

 

Age: given pneumonia disproportionally affect the young and elder population, age 

exercises an important role in the onset of pneumonia aetiology. Age was calculated 

as RTI index year minus patient’s year of birth. (Clinical and Referral files for RTI 

index date; Patient file for patients’ year of birth) 

 

Sex: according to previous study results, higher incidence rates of clinically 

diagnosed pneumonia were found among male population, whereas higher clinically 

suspected pneumonia incidence rates were presented in female cohort. (Patient file) 

 

Season: effects of climate factors on respiratory tract infections have been well 

documented in existing research evidence (Loh et al., 2011), especially certain causal 

viral pathogens were detected with winter peaks (Srivastava, 2010, Rossi et al., 

2007). Also, weather conditions also relate to outdoor activities including health-care 

seeking behaviour as well as air moisture affecting the susceptibilities of upper 

airway mucosa to infection (Eccles, 2002). Meteorological seasons were defined 

according to UK met office as spring (March, April, May), summer (June, July, 

August), autumn (September, October, November) and winter (December, January, 
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February) (MetOffice). (Season was identified by the calendar month of the RTI 

index date from Clinical and Referral files) 

 

Smoking: smoking has been identified as a well-known hazardous factor of many 

health conditions particularly for respiratory system (Arcavi and Benowitz, 2004, 

Fielding, 1985, Yanbaeva et al., 2007). Smoking status was classified as non-smoker, 

ex-smoker and current smoker. (Smoking status and smoking cessation were 

identified from Clinical, Referral and Additional Clinical Details files; replacement 

treatment and smoking cessation information for current smokers such as nicotine 

replacement and varenicline prescriptions were sought after from Therapy file) 

Medical and product code lists were adopted from Booth et al (Booth et al., 2013, 

Booth et al., 2015). 

 

7.2.4.2 General health 

 

Frailty: frailty is recognized an age-related clinical biological syndrome with great 

heterogeneity in terms of the trajectory from onset and development across several 

organ systems (Rodriguez-Mañas and Fried, 2015, Dent et al., 2019). It has been 

characterized as deterioration in physiological capacity (weakness, slowness, 

physical inactivity and exhaustion) leading to increased vulnerability to stressors 

(such as respiratory infection in this case) (Clegg et al., 2013, Junius-Walker et al., 

2018, Fried et al., 2001, Rockwood and Mitnitski, 2011). Apart from variation in the 

natural history of frailty, an array of instruments for frailty identification i.e., frailty 

phenotype, frailty index, Comprehensive Geriatric Assessment (CGA) with different 

implications as well as possible feasible clinical setting have been proposed (Dent et 

al., 2019, Hoogendijk et al., 2019, Gulliford, 2019). Even if the concept and utility of 

frailty have been challenged due to its ambiguous definition, questions around the 

liability, sensitivity and specificity of its assessment, frailty still is perceived to be 

meaningful to clinical practice and research (Hanlon et al., 2018, Kojima et al., 

2017). In this prediction modelling study, predictive value of frailty was explored 

while recognising its limitations since it potentially describes patient’s ill health 

using accumulated non-specific clinical manifestations rather than well-established 

clinical diagnoses like morbidities, which may offer indirect measurement at latent 
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stage of certain diseases preceding the identification of underlying conditions. 

Additionally, frailty and pneumonia share similar increasing trends in the adult 

population with ageing suggesting possible associations (Hoogendijk et al., 2019, 

Hoogendijk et al., 2016, Sun et al., 2019). During prediction modelling, the 

electronic frailty index (eFI) developed by Clegg et al (Clegg et al., 2016), which 

based on 36 clinical deficits together with its code list was adopted due to its 

successful application in the UK primary care electronic health records including 

CPRD (Ravindrarajah et al., 2018, Ravindrarajah et al., 2017). Each deficit was 

identified by medical codes from Clinical and Referral files; eFI was calculated by 

the count of individual deficits in each study year divided by 36, and patients were 

classified as fit if eFI ≤ 0.12, mild frail if 0.12< eFI≤ 0.24, moderate frail if 0.24 < 

eFI ≤ 0.36 and severe frail if eFI > 0.36. 

 

Co-morbidity was evaluated as present or absent for individual patients in each 

study year. Two methods for classifying comorbidity were adopted during data 

processing.  Comorbidity was initially classified using the code list used to identify 

people as eligible for flu vaccination. The ‘seasonal flu at risk Read Code’ list (NHS 

and BMA, 2015a) includes diagnostic codes for coronary heart disease (CHD), 

chronic kidney disease (CKD), chronic liver disease (CLD), chronic neurological 

disease (CND), chronic respiratory disease (CRD), diabetes mellitus (DM) and 

disorders of the immune system (Immune condition). Drug product codes were 

modified as: asthma treatment agents including bronchodilators and inhaled 

corticosteroids, systematically administrated corticosteroid drugs and 

immunosuppressive drugs. A second comorbidity classification was adapted from the 

Charlson Index using a Read code list developed by Khan et al. (Khan et al., 2010). 

Both the weighted Charlson comorbidity index and 19 categories of comorbid 

conditions (including myocardial infarction, congestive heart failure, peripheral 

vascular disease, dementia, chronic pulmonary disease, rheumatic disease, peptic 

ulcer disease, mild liver disease, diabetes without chronic complication, diabetes 

with chronic complication, hemiplegia or paraplegia, renal disease, any malignancy 

without metastasis, leukaemia, lymphoma, moderate or severe liver disease, 

metastatic solid tumour, AIDS) (Charlson et al., 1987) were identified for each 

patient. During the model development process, both composite endpoints measured 
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as comorbidity condition counts and weighted Charlson Index together with 

individual chronic conditions, medication categories were included at the initial stage 

to explore which measurement could offer predictive information to the outcome of 

interest. All comorbidity conditions were identified by medical codes from Clinical 

and Referral files; medication categories were identified using product codes from 

Therapy files. 

 

7.2.4.3 RTIs and related respiratory conditions 

 

According to NICE guidelines and previous study results, RTIs and related 

conditions were initially grouped into eight categories: Cold/ Influenza/ URTI, Sore 

throat/Pharyngitis/Tonsillitis, Rhinosinusitis, Otitis media, Cough, Bronchitis, LRTI 

and Chest infection (NICE, 2008b, NICE, 2015). All RTI consultation records were 

identified from Clinical and Referral files using code list from previous studies (Sun 

and Gulliford, 2019, Sun et al., 2019). 

 

7.2.4.4 Medical management 

 

Immunization: there were three main type of vaccines covered by NHS vaccination 

scheme aiming to offer protection against respiratory infectious causal pathogens 

(NHS, 2019b): Haemophilus influenza type b (Hib), Streptococcus pneumoniae; and 

flu vaccinations. The seasonal flu vaccination is updated annually, and the vaccine is 

developed based on the annual assessment indicating the probable prevalent types in 

the northern hemisphere regions. Only pneumococcal and flu vaccines were given to 

adult population and especially recommended to those aged 65 and above (NHS, 

2019b, NHS, 2019c, NHS, 2019a, WHO, 2019b). 

 

Flu vaccination uptake was defined from 7 days before RTI index date up to one year 

previously. The flu vaccination code list was adopted from seasonal influenza 

vaccination programme (NHS and BMA, 2015b) and Leite et al. (Leite et al., 2017). 

Flu vaccination records were identified from Clinical and Referral files by medical 

code with administration status being ‘Given’; the Therapy file using product codes 

for vaccine prescriptions; and the Immunisation file using immunisation type. 
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Pneumococcal vaccinations have shown protective effects against invasive 

pneumococcal disease and vaccine type CAP (CDC, 2017, Pilishvili and Bennett, 

2015, Bonten et al., 2015). Pneumococcal vaccination uptake was defined as any 

pneumococcal vaccination record documented 10 days before RTI index date. 

Pneumococcal vaccination codes were searched from CPRD files with flu 

vaccination records as guided by Leite et al (Leite et al., 2017). Pneumococcal 

vaccination records were identified from Clinical and Referral files by medical code 

with administration status being ‘Given’; and Therapy file using product codes for 

vaccine prescriptions; and Immunisation file using immunisation type. 

 

Antibiotic treatment has been shown to have treatment effects for some cases of 

RTIs and might protect patients from possible severe bacterial infectious 

complications (Petersen et al., 2007b, NICE, 2008b, NICE, 2015). During prediction 

modelling, both antibiotic prescription on RTI index date (or next day) and antibiotic 

prescriptions in the subsequent 30 days for non-pneumonia cases, or before 

pneumonia re-consultation date for pneumonia cases were included. Apart from any 

treatment effect, antibiotic prescriptions issued on the RTI index day, together with 

those documented subsequently reflected clinical discretion and might indicate the 

clinician’s perception of an existing bacterial respiratory infection or a perceived 

higher risk of developing severe bacterial complications. Antibiotic prescription 

records were identified from the Therapy files with issued date shown as date of 

event using product codes from previous study (Sun and Gulliford, 2019).  

Antibiotic prescriptions issued within the predefined 30 days for any other causes 

were analysed as a separate category labelled as ‘Antibiotic ever’. 

  

Clinical investigations ordered or performed during RTI consultation were included. 

It was separated into two broad categories: ‘clinical check’ such as clinical follow-up 

of chronic conditions including blood pressure check for hypertension patients, and 

‘clinical test’ which included all types of laboratory tests including chest X-ray and 

phlebotomy tests. For clinical tests, all types of clinical tests were included to 

provide insights to decision making process and probable thoughts and concerns 

from GP practitioners during RTI consultations (Agniel et al., 2018). All clinical 
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investigation code list was sorted from the Test file and differentiated via Entity type 

into clinical check and clinical test. Clinical investigation episodes were identified 

from Clinical and Referral files. 

 

7.2.5  Statistical approaches for predictor selection and model estimation 
 

For this thesis, three analytical techniques were employed for prognostic modelling: 

random forests, penalized regression models, and Classification And Regression 

Trees (CART). CART was used to explore possible non-linear relationships and 

interactions between candidate predictors as well as result dissemination. The 

random forest was chosen primarily for predictor selection as shown by variable 

importance. Penalized regression models were fitted to provide complementary 

information to tree-based approaches during predictor selection. Conventional simple 

logistic regression models were also deployed for comparison purposes. An 

exploratory comparison of common machine learning approaches was conducted 

using the full dataset with 10-fold cross validation through the Classification Learner 

App in Matlab (The MathWorks, 2020) to provide complementary information for 

model specification. 

 

7.2.5.1 Conventional regression modelling methods 

 

The conventional approaches for binary outcome modelling are logistic regression, 

binomial regression with log link or Poisson regression with robust standard error 

(SE) (D Riley et al., 2019). Given that the outcome of interest being binary, logistic 

regression could be a candidate modelling method with estimated odds ratios being 

the main metric of interest. However, this approach is not straightforward for the 

number and type of candidate predictors for this project.  

 

Firstly, if there are 30 candidate predictors, the space of all possible models lies 

between 30 to 1.07 ×109 theoretically. Manual selection based on predefined model 

specification criteria would be challenging. There are several available statistics for 

automated predictor selection such as the Akaike Information Criterion (AIC), 

similar to the equivalent adjusted R-squared in linear regression, but predictor 
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selection procedures like stepwise regressions (backward, forward and double 

directions) only offer limited benefit when the number of candidate predictors is 

more than 25 to 30 (Efron and Hastie, 2016a).  

 

Secondly, if there is known multicollinearity among candidate variables, with several 

of them highly corelated, variable selection for logistic regression may not be 

straightforward.  

 

Furthermore, logistic regression does not require a linear relationship between 

dependent and independent variables, but it does assume linearity between 

independent variables and the log odds which may not always be justifiable. It is 

very challenging to model multiple interactions using conventional regression 

modelling. Therefore, machine learning approaches that loosen specific statistical 

assumptions and enable the identification of strong, and non-linear associations from 

complex data are adopted for prediction modelling of this research (Chen and Asch, 

2017). 

 

7.2.5.2 Classification and regression tree (CART) and Random forest  

 

Tree-based modelling approaches like CART, random forest and gradient boosting 

are widely adopted with several benefits. Firstly, the output of the algorithms is 

comprehensible and allows for easy information visualization. The logic of tree 

construction is to employ a set of conditions to partition the total study sample into 

smaller but more homogenous groups in relation to the outcome of interest. The 

interpretation of a decision tree is intuitive as shown in Figure 7.3. The entire 

population sample (root node) was divided into two purer groups (A and F) 

according to splitting rules (discussed in detail below), then subsamples in these two 

nodes are split further down into sub-nodes referred to as decision nodes, also called 

parent nodes in relation to the sub-nodes (child-nodes) stemmed from it. The growth 

of the tree will terminate when stopping criteria are met. Then the bottom level of 

nodes that could not be split anymore are the terminal nodes- the leaves of the 

decision tree. When describing each leaf of the tree model, it may be considered as a 

multi-nested ‘if-then’ statement or combining all the conditions using ‘and’ that lie 
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on the pathways of that branch leading to that leaf (Figure 7.3: For terminal node D: 

all the conditions that resulted in decision nodes A and B together with the condition 

group D met after node B) (Kuhn and Johnson, 2013).  

 

Moreover, this type of algorithms is equipped with the ability to map non-linear 

relationships and incorporate data of various kinds including continuous, discrete, 

skewed. Therefore, tree-based models may require less previous-knowledge and 

fewer clinical or statistical assumptions, and pre-processing of candidate predictors is 

not always essential, especially during data exploration. Since tree-based modelling 

algorithms are referred to as ‘greedy’ approaches which means that they only look 

for the best split for the next level and continue to move forward without looking a 

few steps ahead, this may result in over-fitting. Models based on a single tree may be 

less stable as a slight change of the data may lead to a different ‘tree’. Therefore, 

ensembled methods like random forest here was adopted to generate more robust 

results when compared with models based on single tree. 

 

Additionally, these algorithms generally work better with categorical variables than 

continuous numerical variables as the tree grows through a recursive binary 

categorizing process. By assigning the sample population from a parent node into 

two independent, non-overlapping child nodes, prognostic information carried by 

continuous variables will be partially lost by such dichotomizations. To address 

potential disadvantages, pruning (discussed in detail below) as well as setting 

constraints on model parameters were used to deal with over fitting. 
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Figure 7.3: Exemplar of decision tree 

CART 

 

There are two major types of decision trees: if the dependent variable (outcome of 

interest) is categorical, then a classification tree is applied; if the target variable is 

continuous, then the model is called as regression tree. For this thesis, a classification 

decision tree is employed when referring CART. 

 

How does the tree decide to split? 

 

The decision tree grows ‘top-down’ from the node root to final leaves following the 

recursive binary splitting, therefore how the ‘tree’ decides to split is crucial 

determining prediction modelling accuracy. The ultimate goal for decision tree 

splitting is aiming to generate more pure next level of subgroups. Generally, statistics 

that measure the change of homogeneity or heterogeneity between parent node and 

its child nodes will provide suitable splitting criteria. For a classification tree, the 

Gini index, Chi-Square and Information gain are commonly adopted as metrics to 

describe and measure similarity or alternatively purity (Kuhn and Johnson, 2013). 

Root Note
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Note: A is the parent node of B and C, likewise B is the parent node of D and E.  
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The variables that the decision trees choose to split on are those that yield more 

homogenous sub-nodes comparing to the remaining predictors in terms of the 

splitting process taking place at that branch at the same level.  

 

Here the Titanic data from ‘car’ package in R (Fox and Weisberg, 2019) was used to 

illustrate how these three statistics may be applied to decision tree when choosing 

variables to split on. There were 654 out of 2092 adult passengers who survived with 

316 being women and 338 being men. Also, among these 654 survivors, 197 

travelled on the first class and the rest 457 travelled on the other classes (second, 

third and crew). When the decision tree aims to predict the survival status of adult 

passengers, then it has to pick out the best predictor from candidate variables to split 

on based on the chosen statistic. In this case, candidate variables are sex (female or 

male) and travel class (first class or not), so the decision tree has to select one of 

them for the first level of decision node. Figure 7.4 gives a snapshot of two 

individual decision trees predicting survival status among adult passengers of 

Titanic.  

 

As shown in  

Table 7.2, sex is the better variable for the initial split comparing to the travel class 

as measured by Gini Index, Chi-Square and Information gain, which in line with 

previous studies to predict survival status of passengers on Titanic (Varian, 2014, 

Cicoria et al., 2014). 

 
Split on Sex 

 

Split on 1st Class 

 

Figure 7.4: Illustration of decision tree splitting on sex vs travel class to 
predict survival status of adult passengers using Titanic data. 

654 out of 2092 
adult passengers 

survived

316 out of 425 
female adult  
passengers 

survived

338 out of 1667 
male adult  
passengers 

survived

654 out of 2092 
adult passengers 

survived

197 out of  319 
1st class adult  
passengers 

survived

457 out of  1773 
other class adult  

passengers 
survived
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Table 7.2: Gini Index, Chi-Square and Information gain as splitting criteria for 
classification tree 

Gini Index for a given node is p1(1-p1) +p2(1-p2) since p1+p2=1 for binary class problem, then the 

calculation could be simplified as below. If the population is completely pure, the probability of 

that two random sample from the same class should be 1. Therefore, variable with the higher 
Gini value generally will be selected for tree splitting. 

1. Calculate Gini for sub-nodes: sum of squared probabilities of ‘success’ and ‘failure’ 

2. Calculate Gini for a given split using weighted Gini of each node of that split 

Split on sex: 
1. Gini for sub-node female: (316/425)^2+(109/425)^2=0.62 

2. Gini for sub-node male: (338/1667)^2+ (1329/1667)^2=0.68 

3. Weighted Gini: (425/2092)*0.62+(1667/2092)*0.68=0.668 

Split on 1st Class: 
1. Gini for sub-node 1st Class: (197/319)^2+(122/319)^2=0.53 

2. Gini for sub-node other Class: (457/1773)^2+(1316/1773)^2=0.62 

3. Weighted Gini: (319/2029)*0.53+(1773/2029)*0.62=0.625 

Chi-Square measure the statistical difference between parent and child nodes, that is the bigger 

the difference is, the child nodes are more distinct from their parent nodes. The calculation for a 

give node is ((Actual – Expected)^2 / Expected)^1/2, then the total sum of both classifications for 

that split. 

Split on sex: 
1. Actual number of female survivors vs non-survivors: 316 vs 109 

2. The expected survival rate from parent node is 654/2029=0.32 

3. Expected number of female survivors vs non-survivors: 0.32*425=136 vs (1-

0.32)*425=289 

4. Chi-Square for female survivors vs non-survivors: 15.43 vs 10.59 

5. Calculate the chi-square for male survivors vs non-survivors: 8.46 vs 15.84 

6. The total chi-square of splitting on sex is 50.32 
Split on 1st Class: 

1. Actual number of survivors vs non-survivors from 1st Class: 197 vs 122 

2. The expected survival rate from parent node is 0.32 

3. Expected number of survivors vs non-survivors from 1st Class: 102 vs 217 

4. Chi-Square for survivors vs non-survivors from 1st Class: 9.41 vs 6.45 

5. Calculate the chi-square for survivors vs non-survivors from other class: 4.63 vs 3.18 

6. The total chi-square of splitting on 1st Class is 23.67 

Information Gain which is derived from the information theory basically refers to the information 
needed to describe the characteristics of all objects assigned to one group. If the group is pure, 

then a simple sentence could be enough to cover the features that its participants share in 

common – that is little information is needed. The information gain could be simplified as 1-



 
 

175 

Entropy where Entropy could be regarded as a measurement of the degree of impurity. 

Therefore, the smaller the value of entropy is, the better the variable fit for the given split than 

the other candidate predictors. 

The value of Entropy for a given node is: -plog2p-qlog2q, therefore, the Entropy for a given split is 

a calculated as 
1. Calculate the entropy of the parent node. 

2. Calculate the weighted entropy of the individual child nodes. 

Split on sex: 
1. Entropy for the parent node:  

-(654/2092)*log2 (654/2092) -(1438/2092)*log2 (1438/2092)=0.89 

2. Entropy for female node:  

-(316/425)*log2 (316/425) -(109/425)*log2 (109/425)=0.82 

3. Entropy for male node:  
-(338/1667)*log2 (338/1667) -(1329/1667)*log2 (1329/1667)=0.73 

4. Entropy for the split on sex: weighted entropy of child nodes:  

(425/2092)*0.82+(1667/2029)*0.73=0.76 

Split on 1st Class: 
1. Entropy for the parent node:  

-(654/2092)*log2 (654/2092) -(1438/2092)*log2 (1438/2092)=0.89 

2. Entropy for 1st Class:  

-(197/319)*log2 (197/319) -(122/319)*log2 (122/319)=0.96 

3. Entropy for other class:  

-(457/1773)*log2 (457/1773) -(1316/1773)*log2 (1316/1773)=0.82 
4. Entropy for the split on 1st Class: weighted entropy of child nodes:  

             (319/2092)*0.96+(1773/2029)*0.82=0.86 
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How to avoid over-fitting during CART modelling process? 

 

There are two major stages at which constraint procedures could be applied during 

decision tree modelling: either setting constraint parameters on the tree itself or 

pruning the tree after it has grown.  

 

Setting constraints on the tree, defines the size of the tree by adding requirements to 

the sample size of a node, the minimum sample size for a split; a leaf (terminal 

node), the minimum sample size to terminate splitting process; height of the tree, the 

maximum depths or the maximum levels to split in return determine the maximum 

number of leaves (for classification trees, the maximum number of leaves should be 

twice of the depths of the trees); the maximum number of predictors for split. 

Various considerations should be given when selecting among these constraint 

parameters depending on the specific case. For example, if there are class imbalance 

problems, then a small sample size of terminal nodes would be chosen, so that the 

overall model will not be dominated by the majority class and underly relationships 

between predictors will not be masked by such imbalances.  

 

In contrast to setting constraint parameters and fixing the tree size within a range, 

pruning starts from the bottom level and moves backward after a decision tree grows 

to a large depth. By removing the leaves which give suboptimal prediction 

performance in comparison with the previous splitting, pruning is a complementary 

method to the natural ‘greedy’ approach of decision tree growing since it will allow 

insights to a few steps ahead and tailor the model to sensible sizes for specific 

research scenarios.  

 

Random forest 

 

Random forest could be viewed as ensembled decision tree adopting the bagging 

concept. As shown in Figure 7.5, the bagging technique starts by random sampling 

with replacement (bootstrap sampling) from the original data to create multiple sub-

data sets. The new sub-data sets could have a proportion of the predictors as well as 

the total sample size. Then a prediction model is generated for each specific sub-data 
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set (M1 to Mn), and final model (M*) is ensembled based on the mean, median or 

other modelling statistics of these models depends on the specific research question 

to answer. Meanwhile, the data is not sampled for each model is referred to as the 

‘out of bag’ (OOB) sample, which may be used as test data to estimate the errors of 

these models. Errors estimated on the OOB samples are called as ‘out of bag’ errors. 

Conventionally, the algorithms sampled two thirds of the total data. 

 
Figure 7.5: Illustration of bagging process 

 

When it comes to decision trees, multiple trees are planted using the bagging 

technique. That is if the total sample size is M, then m cases will be randomly 

selected with replacement out of it (m<M) to create sub-sets of data. Likewise, if the 

total number of candidate predictors is N, n variables are chosen randomly for the 

best split to grow each tree. The value of n remains to be constant during each 

random sampling and the square root of the number of candidate predictors (√") is 

generally recommended for n (Breiman, 2001). After each tree is grown to its 

extreme depth without constrains or pruning, a forest is formed as so called ‘random 

forest’. 
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Figure 7.6: Illustration of random forest for classification trees (Carriquiry et 
al., 2019). 

 

Figure 7.6 demonstrates the voting process for a specific predictor X. In a forest, 

hundreds of trees (500 here) are fitted into bootstrapped samples of the training data, 

in which the tree considers a random subset of the features at each candidate split. 

The output from a random forest is the probability of class membership for each item 

by aggregating the results from each tree. Therefore, predictor X is considered to be 

a match given its probability of class membership being 95% as illustrated above.  

 

The result of random forest could be the major votes for classification trees which is 

displayed as variable importance. Such variable importance will provide information 

on variable selection which could be used for dimension reduction. Since random 

forest aggregates the results from multiple decision trees, its performance is more 

stable than a single tree and tends to deal with non-informative predictors in terms of 

the outcome of interest better than other machine learning methods e.g. neural 

networks (Kuhn and Johnson, 2013).  

 

Subject to the generic limitations of tree-based approaches, random forest works 

better with classification problems than regression ones. Also, it does not present 

detailed process in terms of how the algorithms work more of like a ‘black box’, so 

that users have little control during modelling. As a result, more than one random 
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seed and different parameters are set in this study to ensure the reproducibility of the 

results meanwhile to avoid getting various results by random chance especially for 

key variables. For the initial number of trees that a random forest should grow, there 

is no generic rule but varies case by case. In this prognostic study, the random forest 

begins with 50 trees, and adjustment is made using the error rates (OOB error rate 

and misclassification error rate) vs number of trees plot as reference.  

  

7.2.5.3 Penalized regression: Lasso, Ridge and Elastic net 

 

As noted above, simple linear and logistic regression approaches generally do not fit 

for big data for prognostic studies as but, they remain classic tools that foster an 

array of modified regression approaches to explore the relationship between single/ 

multiple dependent variable(s) and independent variable(s). Figure 7.7 lists out the 

common regression models based on the key metrics they emphasise.  

 

Basically, simple regression algorithms aim to fit a line or curve which has the 

minimum distance or deviance from observed data points in the model development 

dataset. Such minimum distances are measured by the least-squares of vertical 

distance between each data points and fitted line (predicted values) in simple linear 

regression, so that the effect of positive and negative values is eliminated from the 

measurement. Likewise, in simple logistic regression, the model is estimated by 

maximizing the likelihood of observing the individual data points in the dataset using 

logit function (sigmoid function) so that the binary outcome (yes or no) could be 

transferred to a continuum of probabilities ranging from 0 to 1 (Mitchell, 1997). 

Once the model is fixed, then the average effects of individual variables as expressed 

by the magnitude of coefficients are quantified. Apart from the predetermined 

qualities of dependent and explanatory variables, the choice between regression 

modelling approaches mainly lie in which regression technique will generate a good 

model. Here, linear regression is adopted to illustrate the advantages of penalized 

regression in comparison with the rest of this family for prognostic research using 

big data. Because there is a separate error item as denoted by ε in the simple linear 

regression equation y= β0+ βx+ ε, which is more intuitive to understand than logistic 

regression where the error item is integrated into the model estimation.  
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Figure 7.7: Common regression models based on key metrics 
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The line of best fit 

 

As mentioned before, for simple linear regression, the best line fitted to the data is 

the one closest to all the observation points. That is the model endeavour to minimize 

the differences between predicted and actual values, such differences are termed as 

errors. So, the main questions for linear regression model development could be 

partitioned into two major aspects: where these errors derive and how to minimize 

them. 

 

Before minimizing the errors of the model, sourcing and quantifying the component 

of the errors should be done. The total error of a linear regression is calculated as 

sum of the distances also called as residuals between the observed values and 

predicted values on the fitted line. In order to prevent the offsets between positive 

deviance and negative deviance, both absolute value and squared value could be 

considered as measurements of the total deviance. In conventional practice, sum of 

squared residuals is used to measure the total error of a linear regression model since 

it penalizes higher error values more which differentiate the contributions from big 

errors and small errors. Therefore, the sum of squared errors (SSE) is calculated as 

SSE=∑ (%i −!
"#$ ŷi)2 where yi is the observed value and ŷi is the predicted value, n 

refers to the sample size of the model development sample size (or the number of 

rows in the training data set). Also, the average error of the given data set as denoted 

by mean squared error (MSE) could be generated as SSE/n, that is 

MSE=$%∑ (%i −!
"#$ ŷi)2. If the estimation of MSE is aimed, the most simplified 

scenario would be the data points are independent from each other statistically and 

the theoretical mean of the residuals is zero with a constant variance of σ2, then the 

expected MSE could be decomposed as: 

E[MSE]= σ2+(Model bias)2+Model variance (Kuhn and Johnson, 2013). So that the 

source of overall model error is distilled into model bias and model variance.  

 

Model bias reflects how much developed model deviate from the actual data whereas 

model variance refers to the stability of the model. In another word, if the model 

adopted as many informative variables as possible to describe the data set, then the 

bias would be low as the fitted line almost sketches the joint line of the observation 
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points. However, this line is very easily affected by additional unseen data points 

even if those points stay closely to this line not to mention outliers, that is, the 

possible models lie in anywhere and take on any shape within the shaded area as 

shown on the right panel of Figure 7.8. On contrary, if the model is built to be simple 

as portrait on the left panel of  Figure 7.8, the total error of which is greater, thus 

even if an outlier will not drive the line towards its direction easily given its marginal 

error contribution to the overall deviance. Therefore, the simple model has less 

variance, and the space of possible models is niched as shown by the shadowed area 

around the straight line, but it fails to reflect the characteristics of the population as 

accurate as the high variance model. This will introduce a key question in regression 

modelling: what is a good model?  

 

  

Figure 7.8: Illustration of under fit vs over fit model 

 

What is a good model? 

 

Accurately predicting the outcome of interest without overfitting leads to a stable 

model that may have better potential applications to wider population, further gauge 
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the usefulness of the prediction model. Given the context of regression modelling, 

the optimal model would be minimizing the model error while avoiding unnecessary 

model complexity. As illustrated by Figure 7.9, the trade-off relationship between the 

two essential components (model bias and variance) of total model error, the optimal 

model is located around the minimum total error which is one of the main targets of 

regression modelling.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

To address underfitting, simply adding more relevant variables to the model would 

be helpful to reduce its bias. Whereas to overcome overfitting, either the model 

reduces its complexity by using fewer predictors which requires pre-knowledge or 

minimizes the magnitude of the coefficients which indicate the contributions of 

individual predictors to the prediction model. During initial modelling stage, 

determining the prognostic values of all candidate variables is quite unlikely. 

Therefore, reducing the magnitudes of coefficients meanwhile to quantifying the 

emphasis given to each predictor to inform predictor selection is a sensible approach. 

In return, the optimal model could alternatively be interpreted as a less curvy line (in 

comparison with the overfitting model) at an acceptable bias level with the main 

objective being minimizing the model error as illustrated by Figure 7.10. By 
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Figure 7.9: Trade-off between model variance and bias (Huilgol, 2020) 
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smoothing the overfitting line, the bias of the model is inevitably increased, but the 

magnitude of the coefficients of the model is shrunken as shown by the shadowed 

area along the line. Now, the crucial question becomes how to realize this objective.  

 

 

 

 

 

 

 

 

 

 

 

Regularization 

 

 

 

 

Regularization refers to adding penalty terms to the sum of squared errors of the 

regression function, so that the sum of errors the algorithms aim to minimize is 

changed from sum of squared error SSE=∑ (%i −!
"#$ ŷi)2  

into  

SSE+penalty term,  

where the penalty terms are usually the transformations of the magnitude of the 

model coefficients. Then the total error that the model targeted to minimize in order 

to get the best fit line has become bigger, plus the penalty term is generated from the 

coefficient magnitude, thus the final model regularizes the magnitude of coefficients 

meanwhile minimizes the total error of the model. The key is how to assign the 

penalty term to the model. Here Ridge regression and least absolute shrinkage and 

selection operator (lasso) regression are initially adopted as common regularization 

techniques to explain how penalized regression works followed by their hybrid 

function elastic net regression.  
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Figure 7.10: Illustration of the optimal regression model 

‘Just right’ model 

β0+β1x+ β2x2 



 
 

185 

Ridge and Lasso regressions 

 

In ridge regression, the minimization target is set as SSE plus the square of 

coefficient magnitude (Kuhn and Johnson, 2013) which is a second-order penalty as 

indicated by ‘L2’ below: 

SSEL2=∑ (%i −!
"#$ ŷi)2 +λ∑ βj&

'#$
2  

Whereas, in lasso regression, the penalty term is the absolute value of the magnitude 

of coefficients (Kuhn and Johnson, 2013) which is L1 penalty as denoted below: 

SSEL1=∑ (%i −!
"#$ ŷi)2 +λ∑ |βj&

'#$ | 
Even if the difference between ridge and lasso regression functions seems trivial, this 

exactly makes an important distinction in practical utilization. Before proceeding 

with how the penalty terms affect model behaviour, the parameter λ which balances 

the emphasis between sum of squared error and sum of squared coefficient 

magnitude when minimizing SSEL1 or SSEL2 as a whole should be explained. 

Technically λ could take on any non-negative value: if λ equals 0, then the model is 

the same as simple regression model; if it takes a positive value of infinite ∞, then 

the coefficients in the model will be 0 (lasso) or infinitely close to 0 (ridge). 

Therefore, the final λ for a given model should lie in somewhere between 0 and 

infinite. The widely accepted method to find the ideal λ is repeatedly testing a series 

values within a predefined range using cross validation (10-fold for this thesis). And 

the one yields the best performance as measured by chosen statistics i.e. MSE or 

misclassification error will be selected (Efron and Hastie, 2016b) as shown by the 

left vertical dot line on the right panel of the graph (Figure 7.11). Sometimes, λ plus 

one SE is recommended as a more conservative practice. 

 

After working out how to allocate the value of λ, there are differences between ridge 

and lasso regressions during the regularization implementation. As illustrated below 

Figure 7.12, minimization targets should start around the places where the contours 

touch the penalty region. Apparently, lasso is able to pull the coefficients to absolute 

zero which is absent from ridge. This will make lasso suitable for automatic variable 

selection by shrinking certain variable coefficients into zero, leaving a narrow option 

spectrum. Although the ridge method is not suitable for variable selection purposes, 

it retains all the variables in the model with various predictive values. This is 
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particularly powerful to deal with multicollinearity among predictors by quantifying 

the individual contribution of each variable to distil the predictive value of several 

highly corelated predictors without losing information in comparison with lasso 

(Kuhn and Johnson, 2013). 
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Figure 7.11: Lambda for three penalize regressions (full model)
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        Lasso regression Ridge regression 

 
 

Red contour: least squared error term SSEL2 (left: lasso) SSEL1 (right: ridge) 

Blue shape: the type of penalty (Left: L2 vs Right: L1) 

Black point: β hat refres to the un-restricted least squre estimation of  β. 

Figure 7.12: Exemplar of difference between ridge and lasso regression (Efron 

and Hastie, 2016b) 

 

Elastic net regression 

 

Elastic net regression is considered as the hybrid function of Ridge and Lasso 

regressions with the penalty term being: (λ1∑ |βj!
"#$ | +λ2∑ βj!

"#$
2) where λ1+ λ2=1. 

That is, when the algorithm minimizes the penalty term as a whole, λ1 and λ2 quantify 

the weights assigned to these two shrinkage techniques. If λ1=1 and λ2=0, it performs 

Lasso regression; if λ1=0 and λ2=1, it turns into Ridge regression. Given that Lasso 

regression has the capability to shrink certain variable estimations into zero, such 

exercise maybe not as stable as Ridge regression since it can pick out one variable 
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randomly especially when a group of predictors are highly correlated. Therefore, 

Elastic net regression adopts the practical advantages of Lasso and Ridge’s stability.  

 

7.2.6 Final model selection 
 

Final model selection will incorporate both statistical and clinical significances into 

consideration since the main purpose for this prognostic modelling study is to assist 

clinical decision at point of care. Therefore, caution is required during the 

interpretation of statistical output because EHRs were not structured for research 

purposes, rather for daily clinical care; consequently, certain predictors may not be 

merely the physiological surrogates of health conditions but might reflect the 

outcome of interactions between patients and health care system.  

 

During variable selection using the random forest model, Gini-based variable 

importance estimates were reported. The number of trees were selected based on the 

OOB misclassification errors after random forest models fitted with varying number 

of trees (ntree: 50, 100 and 150). Variable importance generated from different 

numbers of variables randomly sampled when creating the trees were reported. The 

number of variables fitted into random forest models began with five in increments 

of five to 30 in order to control the complexity of learning function was adopted 

(Hothorn et al., 2006, Strobl et al., 2008). Given that Gini-based variable importance 

estimates are prone to bias towards numerical and categorical variables with more 

categories (Strobl et al., 2007), variable selection process and further variable 

binning will not be algorithms driven only, rather based on comparisons between 

modelling approaches as well as clinical guidelines at ease of clinical use. 

 

7.2.7 Statistical software and main packages 
 

Analysis were performed in R program version 3.6.3 (R Core Team, 2020). The 

‘caret’ package was used for analysis (Kuhn, 2020), this was supplemented by the 

‘rpart’ package (Therneau and Atkinson, 2019) for CART modelling,  

‘randomForest’ (Liaw and Wiener, 2002) and ‘glmnet’ (Friedman et al., 2010) 

packages for random forest and penalized regression respectively. The 
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‘vip’(Greenwell et al., 2020) and ‘ggplot2’ (Wickham, 2016b) packages were used to 

construct variable importance plots.  ‘ROCR’ (Sing et al., 2005) and ‘pROC’ (Robin 

et al., 2011) packages were used to assess model performance. 

 

7.3 Data governance approval 
 

The research protocol for this study was submitted to and approved by the Medicines 

and Healthcare Products Regulatory Agency (MHRA) Independent Scientific 

Advisory Committee (ISAC), Protocol 16_020. All patient medical records were 

anonymised before data received by researchers.  
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Chapter Eight : Clinical prediction model development for 

adult RTI patients who reconsulted with pneumonia within 

30 days (Results, Discussion and Conclusion) 
 

This chapter presents the results, discussion and conclusion sections of the prediction 

modelling study of the thesis following on from the methods outlined in the previous 

chapter.  

 

8.1 Results 
 

In this section, results of the prediction model development are presented in four 

sections: the descriptive statistics for study sample, the variable selection for the final 

model, the final model development and performance evaluation, followed by 

subgroup analysis. 

 

8.1.1 Descriptive statistics of study population 
 

The analysis included 108,842 patients who presented with RTI consultations in 

primary care between 1st January 2002 and 31st December 2017, 16,289 of whom re-

consulted with pneumonia within 30 days after the RTI index date. All descriptive 

statistics presented in this section aimed to present a basic description of the data 

with estimations reserved for model development study. 

 

Table 8.1 presents the descriptive characteristics of the sample. Overall, patients with 

pneumonia were older than RTI patients who did not develop pneumonia with mean 

age being 65.5 years and 49.2 years respectively. Women accounted for a high 

proportion in both groups. The seasonal distribution was similar between the two 

groups. The majority of study population were non-smokers (66.1%) with similar 

proportions of current smokers found in both groups. Slightly higher proportions in 

underweight and healthy weight categories were found in patients with pneumonia 

group. 
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Generally, the health status of pneumonia patients was more frail comparing to that 

of non-pneumonia cohort since larger proportions of mild to severe frail patients 

were identified from pneumonia cohort, meanwhile about 60% of non-pneumonia 

patients were presented being fit as measured by electronic frailty category as shown 

in Table 8.2. 

 

Pneumonia patients showed higher proportions of the chronic conditions listed in 

Table 8.3 compared to non-pneumonia patients. There were 53.7% of non-

pneumonia patients who were free of pre-diagnosed chronic conditions (chronic 

respiratory disease, chronic heart disease, chronic kidney disease, chronic liver 

disease, chronic neurological disease, diabetes, immune system condition), but 

65.3% of pneumonia patients presented with comorbidities. 

 
Disparity of general health status as measured by frailty and comorbidity was noticed 

as shown in Table A 10, 76.8% of patients without any included comorbidities were 

classified as non-frail and 18.5% were evaluated being mildly frail. Meanwhile, 

approximately 32% of patients with multi-comorbidities were considered to have 

mild or moderate frailty.  

 

For initial RTI consultations, there were more pneumonia cases presented with 

LRTIs labelled as chest infection (48.8%) whereas non-pneumonia patients were 

presented with more proportions of URTI diagnoses as shown in Table 8.4.  

 
Apart from ‘clinical check’ that both groups received more than 99% of medical 

management, high proportions of cases were found to have experienced medical 

interventions for the rest remaining categories of medial management including 

antibiotic treatment or clinical investigative tests in Table 8.5. 

 

Disparity was noticed for antibiotic prescription both on the index date as well as 

before pneumonia re-consultation date for any other indications. There were 

significant higher proportions of pneumonia patients who received flu (60.9%) and 

pneumococcal (51.5%) vaccinations. 
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Table 8.1: Descriptive statistics of demographic characteristics for non-

pneumonia patients and pneumonia patients. Figures are frequencies (column 

percentages) except where indicated. 

 Non-pneumonia patients Pneumonia patients 

 (n=92,553) (n=16,289) 
Age   

Mean (SD) 49.2 (19.7) 65.5 (19.3) 

Age group   

16-35 26,518 (28.7) 1,446 (8.9) 

36-45 15,640 (16.9) 1,598 (9.8) 

46-55 14,616 (15.8) 1,725 (10.6) 

56-65 13,880 (15.0) 2,480 (15.2) 

66-75 11,607 (12.5) 3,020 (18.5) 

76-85 7,669 (8.3) 3,549 (21.8) 

86 and above 2,623 (2.8) 2,471 (15.2) 

Sex   

Female 
56,936 (61.5) 8,755 (53.7) 

Male 35,617 (38.5) 7,534 (46.3) 

Season   

Autumn 21,365 (23.1) 3,865 (23.7) 

Spring 23,361 (25.2) 3,971 (24.4) 
Summer 16,965 (18.3) 2,846 (17.5) 

Winter 30,862 (33.3) 5,607 (34.4) 

Smoking Status   
Non-smoke 62,286 (67.3) 9,612 (59.0) 

Ex-smoker 12,810 (13.8) 3,564 (21.9) 

Current smoker 
17,457 (18.9) 3,113 (19.1) 

BMI (Kg/m2) 
  

Under weight (<18.5) 
2,120 (2.3) 749 (4.6) 

Healthy weight (18.5-24.9) 
29,454 (31.8) 5,588 (34.3) 

Overweight (25.0-29.9) 
26,282 (28.4) 4,546 (27.9) 

Obese (30.0-34.9) 
12,853 (13.9) 2,062 (12.7) 

Severe obesity (35.0-35.9) 
4,899 (5.3) 743 (4.6) 

Morbid obesity (40+) 2,739 (3.0) 458 (2.8) 

Not recorded 
14,206 (15.3) 2,143 (13.2) 
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Table 8.2: Descriptive statistics for frailty for non-pneumonia patients and 

pneumonia patients. Figures are frequencies (column percentages) except 

where indicated. 

 
Non-pneumonia patients Pneumonia patients 

 
(n=92,553) (n=16,289) 

Frailty Category   

Fit 54,777 (59.2) 5,468 (33.6) 

Mild 23,527 (25.4) 4,886 (30.0) 

Moderate 9,734 (10.5) 3,540 (21.7) 

Severe 4,515 (4.9) 2,395 (14.7) 

eFrailty index 
  

Mean (SD) 0.13 (0.11) 0.20 (0.13) 

 

 

  



 
 

195 

Table 8.3: Descriptive statistics of chronic conditions including co-morbidity 

for non-pneumonia patients and pneumonia patients. Figures are frequencies 

(column percentages) except where indicated. 

 Non-pneumonia patients Pneumonia patients 

 (n=92,553) (n=16,289) 

Chronic Respiratory Disease 28,265 (30.5) 6,126 (37.6) 

Chronic Heart Disease 7,682 (8.3) 3,301 (20.3) 

Chronic Kidney Disease 5,050 (5.5) 2,500 (15.3) 

Chronic Liver Disease 401 (0.4) 177 (1.1) 

Chronic Neurological Disease 4,358 (4.7) 2,811 (1.1) 

Diabetes 6,372 (6.9) 2,284 (14.0) 

Immune System Condition 13,621 (14.7) 2,962 (18.2) 

Comorbidity   

No Comorbidity 49,662 (53.7) 5,651 (34.7) 

One Comorbidity 26,645 (28.8) 4,984 (30.6) 

Multi-Comorbidity 16,246 (17.6) 5,654 (34.7) 

Cancer 4,851 (5.2) 2,284 (14.0) 

Peptic Ulcer 2,532 (2.7) 1,044 (6.4) 

Peripheral Vascular Disease 1.742 (1.9) 1,062 (6.5) 

Hemiplegia 172 (0.2) 128 (0.8) 

Charlson Comorbidity Count   

0 52,182 (56.4) 5,142 (31.6) 

1 28,523 (30.8) 5,027 (30.9) 

2 7,434 (8.0) 2,964 (18.2) 

3 2,866 (3.1) 1,734 (10.6) 

4 1,046 (1.1) 878 (5.4) 

5 364 (0.4) 371 (2.3) 

6 138 (0.1) 173 (1.1) 
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Table 8.4: Descriptive statistics of initial RTIs for non-pneumonia patients and 

pneumonia patients. Figures are frequencies (column percentages) except 

where indicated. 

  Non-pneumonia patients Pneumonia patients 

 (n=92,553) (n=16,289) 

Cold/Influenza/URTI 16,555 (17.9) 1,633 (10.1) 

Sore throat 20,230 (21.9) 466 (2.9) 

Rhinosinusitis 7,088 (7.7) 138 (0.8) 

Otitis media 5,202 (5.6) 78 (0.5) 

Cough 37,211 (40.2) 6,483 (39.8) 

Chest Infection 9,461 (10.2) 7,942 (48.8) 
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Table 8.5: Descriptive statistics of medical management for non-pneumonia 

patients and pneumonia patients. Figures are frequencies (column 

percentages) except where indicated. 

  Non-pneumonia 

patients 

Pneumonia 

patients 

 (n=92,553) (n=16,289) 

Antibiotic prescription on the RTI 

index date 

49,591 (53.6) 9,114 (56.0) 

Antibiotic prescription in the 

following 30 days after initial RTI 

consultations 

54,008 (58.4) 9,897 (60.8) 

Asthma drug 10,108 (10.9) 935 (5.7) 

Flu vaccination 28,347 (30.6) 9,009 (55.3) 

Pneumococcal vaccination 23,367 (25.2) 8,392 (51.5) 

Clinical test 15,144 (16.4) 3,244 (19.9) 

Clinical check 92,444 (99.9) 16,232 (99.7) 

Hospital admission in previous year 410 (0.4) 236 (1.4) 
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8.1.2 Variable selection 
 

An iterative approach was adopted during variable selection. That is, all candidate 

variables were fitted into random forest models (Figure 8.3), simple logistic 

regression (with backward elimination) and penalized regression models (Lasso, 

Ridge and Elastic net). Elimination and refinement of predictors for further analysis 

were performed based on estimates from these algorithms together with 

consideration of clinical relevance. 

 

Initially, random forest models were fitted with varying number of trees (ntree: 50, 

100 and 150) shown as Figure A 1 (A, refers to Appendix). Given that the OOB 

misclassification errors were similar, subsequent models were fitted using ‘ntree’ 

value of 50. Next, mtry (number of variables randomly sampled when creating the 

tree) with 5 to 30 in increments of 5 to control the complexity of learning function 

was adopted and generated six variable importance plots with the top 20 important 

variables illustrated in Figure 8.1. 

  

Second, all 36 variables were fitted into simple logistic regression. After backward 

stepwise selection, 32 variables were retained in the final model with antibiotic 

prescription in the following 30 days after initial RTI consultations, eFrailty index, 

Charlson comorbidities of ‘cancer’ and ‘hemiplegia’ being removed. Variable 

importance of simple logistic regression was ranked based on the absolute value of 

the t (or z) statistics which are the parameter estimates divided by their SEs. Variable 

importance plot of simple logistic regression together with those from penalized 

regressions are presented in Figure 8.3. 
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Figure 8.1: Variable importance results by random forest models with Mtry 5- 

30 (5 increments) for full model 
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Finally, penalized regression models were fitted using the lasso, ridge and elastic net 

procedures as outlined in the methods section of the previous chapter. The lasso 

model was fitted using the binomial family and an alpha value being one. The best 

lambda was selected using 10-fold cross validation and the cross-validation curve 

shows the upper and lower standard deviation along the sequence.  
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Minimum lambda: 0.0002; minimum lambada plus its one SE: 0.001 

Figure 8.2: Cross validation curve of lambda for lasso regression 

 

The two lines represent the lambda of minimum classification error and the minimal 

lambda plus its one SE (which is more regularized than minimum lambda). 

Regression coefficients could then be evaluated at minimum lambda or minimum 

lambda plus one SE. To analyse the best model further, the ‘glmnet’ model was 

refitted using the minimum lambda in order to estimate the regularized regression 

model. Variable importance was ranked according to the absolute value of 

coefficients of penalized regression model. Both absolute values and directions of the 

coefficients are reported in Table A 11. Ridge regression models were evaluated in a 

comparable way Figure A 2. 
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Figure 8.3: Variable importance for full model based on simple logistic 

regression and penalized regressions 
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For the elastic net procedure, minimum lambdas and the ones plus their one SE for 

100 alphas ranging from 0 to 1 with 0.001 increments were identified using 10-fold 

cross-validation. The results are summarised in Table A 12 with corresponding 

misclassification errors reported. Alpha values against misclassification errors are 

plotted in Figure A 3. 

 

The top 20 important variables were assigned with scores and summarised across 

random forest and penalized regression algorithms in Table A 11 and Table A 14. 

Then, the top 15 important variables for three models were presented in Table 8.6. 

The top four important variables were: chest infection, BMI category, Charlson 

comorbidity count and immune system condition. The rest as shown to be important 

by two algorithms were highlighted as yellow in Table 8.6. 
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Table 8.6: Top 15 variables as selected by simple logistic regression, 

penalized regression and random forest (full model) 

Logistic regressiona Penalized regressionb Random forestc 

Sore throat Otitis media Age 

Asthma drug Rhinosinusitis Chest Infection 

Rhinosinusitis Sore throat eFrailty Index 

Otitis media Clinical check BMI category 

Charlson Count Asthma drug Season 

Cold/ Influenza/ URTI Chest infection Smoking Status 

BMI category Cold/ Influenza/ URTI Charlson Score 

Chest infection BMI category Age group 

Age Charlson Count Charlson Count 

Cough Cough Antibiotic Ever 

Immune system Condition Multi-comorbidity eFrailty category 

Clinical test Age group Gender 

Gender Immune system condition Antibiotic  

Peptic Ulcer Peptic Ulcer Immune system condition 

Diabetes eFrailty index Multi-comorbidity 
a ranking determined by strongest to weakest absolute values of t statistics of simple logistic regression 

model 
b ranking determined by strongest to weakest absolute values of penalized regression coefficients 
c ranking determined by largest to smallest mean decrease in Gini 

Red: Top risk factors for three models 

Yellow: Top risk factors in two algorithms  

Green: Top risk factors in one algorithm 
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8.1.3 Model development and performance 
 

Model specification started with comparison of 15 machine learning approaches 

using the full dataset with 10-fold cross validation through the Classification Learner 

App in Matlab (The MathWorks, 2020). Comparison results are presented in Table A 

15 and Table A 16.  

 

Apart from Gaussian Naïve Bayes, Kernel Naïve Bayes and RUSBoost Tree 

algorithms, the remaining models reached specificity above 90%. Medium Gaussian 

SVM has shown to have the highest accuracy (87.6%), and simple logistic regression 

has best overall discrimination performance as measured by AUC (0.84). Three 

decision tree models including coarse tree, fine tree and medium tree have similar 

predictive accuracy (87.0%, 87.2% and 87.1% respectively). Fine tree performed 

better in terms of AUC and sensitivity compared to the other two decision tree 

models but with slightly lower specificity. Given that the comparison results between 

coarse decision tree and medium decision tree are comparable, CART with 5 to 7 

levels of split together with simple logistic regression were selected for model 

specification. The tree approach was considered to have greater clinical utility since 

decision trees are generally more easily interpreted by a wider audience.  

 

Meanwhile, the simple logistic regression model provides complementary 

information on the direction and size of predictor effects. Model performance was 

evaluated by both internal validation and temporal validation. The whole data set was 

randomly split into 80% for model development and 20% for the internal. A subset 

of data from 2014 to 2017 was deployed for temporal validation.  

 

Based on variable selection results, variables for CART modelling included: age 

group, chest infection, Charlson comorbidity count, frailty category, season, smoking 

status, BMI category, gender and immune system conditions and antibiotic 

prescription during initial RTI consultations. In the final CART model, four variables 

including chest infection, antibiotic prescription, age group and Charlson co-

morbidity count were used for medium tree model with five levels of split. The 

tuning parameter was selected as shown in Figure A 4.  
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The CART model is illustrated below in Figure 8.4. Among RTI patients, those who 

presented with LRTIs labelled as ‘chest infection’ were at higher risk of reconsulting 

with pneumonia in the subsequent 30 days. Within this patient group, those who did 

not receive antibiotic prescriptions had the highest probability (70%) of re-

consultation with pneumonia. For LRTI patients, even if antibiotic prescriptions were 

issued by GPs, there were two subgroups of patients who were more likely to 

reconsult with pneumonia in the following 30 days: LRTI patients aged 85 and above 

and those age between 76 and 85 with three or more comorbidities measured by 

Charlson comorbidity index. 

 

Both internal and temporal validation performances as shown in Table 8.7, Figure 

8.5 and Figure 8.6 demonstrated that this CART model has low sensitivities (0.25 for 

internal validation and 0.21 for temporal validation) but high specificities (0.98 for 

both validations). Comparison statistics of development data and temporal validation 

data is shown in Table A 17. This gives model discrimination performances being 

0.70 and 0.68 for internal and temporal validations respectively. This CART model is 

not replicable using recent data as shown by the calibration performance of temporal 

validation as measured by H-L test (p value < 0.05). 
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Figure 8.4: Classification tree based on variable selection results for study 

population (full model) 

* Probabilities of developing pneumonia among patients in individual nodes or leaves 

Purple: Majority of patients in individual nodes being pneumonia cases 

Blue: Majority of patients in individual nodes being non-pneumonia cases 

 

N=73,120 (84%) 
Pneumonia 

n=6,662 (0.09)*

N=13,953 (16%) 
Pneumonia 

n=6,369 (0.46)*

N=10,519 (16%) 
Pneumonia n=3,969 

(0.38)*

N=3,446 (4%) 
Pneumonia n=1,041 

(0.70)*

Antibiotic prescription 
(No)

Chest infection (Yes) Chest infection (No)

Antibiotic prescription (Yes)

N=87,073 (100%) 
Pneumonia n=13,031 

(15%)

N=7,820 (9%) 
Pneumonia n=2,477 

(0.32)*

N=2,699 (3%) 
Pneumonia n=1,207 

(0.55)*

Age 16-75 Age above 75

N=1,792 (2%) 
Pneumonia n=870 

(0.49)*

N=1,246 (1%) 
Pneumonia n=546 

(0.44)*

N=907 (1%) 
Pneumonia n=285 

(0.69)*

N=546 (1%) 
Pneumonia n=222 

(0.59)*

Age 76-85 Age above 85

Charlson co-morbidity count 0-2 Charlson co-morbidity count 3 and above
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Table 8.7: Classification and regression tree (CART) model performance for 

internal and temporal validations 

 
Internal Validation  Temporal Validation  

Sensitivity 0.25 (0.23, 0.26) 0.21 (0.20, 0.23) 

Specificity 0.98 (0.98, 0.98) 0.98 (0.98, 0.99) 

Positive predictive value 0.70 (0.67, 0.72) 0.71 (0.68, 0.74) 

Negative predictive value 0.88 (0.88, 0.89) 0.87 (0.87, 0.88) 

Positive likelihood ratio 13.16 (11.67, 14.84) 13.59 (11.89, 15.53) 

Negative likelihood ratio 0.77 (0.75, 0.78) 0.39 (0.37, 0.41) 

AUROC 0.70 (0.69, 0.71) 0.68 (0.67, 0.69) 

H-L test p-value = 1 p-value < 0.01 
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Figure 8.5: Receiver operating characteristic (ROC) curve for internal and temporal validation of CART model (full model) 
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Figure 8.6: Calibration plots for internal and temporal validation of CART model (full model)
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The same four predictors for the CART model including chest infection, antibiotic 

prescription, age group and Charlson co-morbidity count were fitted into simple 

logistic regression model with their effects quantified show in Table 8.8.  

 

Patients reconsulted with pneumonia within 30 days after previous RTI consultations 

had 7.08 (6.76 to 7.42) higher odds of presenting with LRTI symptoms during initial 

visits than those free of pneumonia re-consultations. The odds of RTI patients 

reconsulting with pneumonia within 30 days increased parallelly with age with the 

highest odds (OR 7.14, 95% CI (6.48 to 7.68)) found among patients older than 85. 

A similar trend is noted for Charlson comorbidity counts, that is, pneumonia re-

consultations were more likely to be found among RTI patients with multi-

comorbidities. Antibiotic prescriptions were shown to be protective for RTI patients 

from pneumonia re-consultations (OR 0.73, 95% CI (0.70 to 0.76)).  

 

Both internal and temporal validation performances of simple logistic regression 

model as shown in Table 8.9, Figure 8.7 and Figure 8.8. Similar to the CART model, 

low sensitivities (0.27 for internal validation and 0.29 for temporal validation) but 

high specificities (0.97 for both validations) are noticed. Better discrimination 

performances with statistical differences compared to the CART model are 

demonstrated with 0.81 and 0.80 for internal and temporal validations respectively. 

This simple logistic regression model is replicable as shown by the calibration 

performances measured by H-L test (p value > 0.05 for both internal and temporal 

validations). 
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Table 8.8: Simple logistic model using same variables from those for CART 
(full model) 
 

Odds ratio 95% CI p value 

Age group 
   

Age group (16,35] (Ref) 
   

Age group (35,45] 1.65 (1.51, 1.79) <0.01 
Age group (45,55] 1.66 (1.53, 1.81) <0.01 

Age group (55,65] 2.18 (2.01, 2.36) <0.01 

Age group (65,75] 2.71 (2.5, 2.94) <0.01 

Age group (75,85] 3.91 (3.6, 4.25) <0.01 

Age group (85,110] 7.14 (6.48, 7.86) <0.01 

Charlson comorbidity count 
   

Charlson Count (0) (Ref) 
   

Charlson Count (1) 1.28 (1.21, 1.34) <0.01 

Charlson Count (2) 1.87 (1.75, 2.00) <0.01 

Charlson Count (3) 2.37 (2.17, 2.58) <0.01 

Charlson Count (4) 3.18 (2.82, 3.59) <0.01 

Charlson Count (5) 3.52 (2.92, 4.25) <0.01 

Charlson Count (6) 4.86 (3.67, 6.43) <0.01 

Antibiotic prescription (Yes) 0.73 (0.70, 0.76) <0.01 

Chest infection (Yes) 7.08 (6.76, 7.42) <0.01 
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Table 8.9: Simple logistic model performance for internal and temporal 
validations (full model) 

 
Internal Validation  Temporal Validation  

Sensitivity 0.27 (0.26, 0.29) 0.29 (0.27, 0.30) 

Specificity 0.97 (0.97, 0.98) 0.97 (0.97, 0.97) 

Positive predictive value 0.64 (0.61, 0.67) 0.65 (0.62, 0.67) 

Negative predictive value 0.88 (0.88, 0.89) 0.88 (0.88, 0.89) 

Positive likelihood ratio 10.09 (9.10, 11.19) 10.01 (9.05, 11.07) 

Negative likelihood ratio 0.75 (0.73, 0.77) 0.74 (0.72, 0.75) 

AUROC 0.81 (0.81, 0.84)a 0.80 (0.79, 0.81)a 

H-L test p-value = 0.09 p-value = 0.14 
a Difference in AUROC between CART and simple logistic regression models is significant (p 

value<0.01)
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Figure 8.7: ROC curve for internal and temporal validation of simple logistic model (full model) 
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Figure 8.8: Calibration plots for internal and temporal validation of simple logistic regression (full model)
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8.1.4 Subgroup analysis 
 

Based on variable selection and CART modelling results, LRTIs labelled as ‘chest 

infection’ represent a strong predictor for the onset of pneumonia following RTI 

consultations within 30 days. The same modelling procedures and performance 

evaluations are applied to patients presented with LRTI symptoms and those with 

URTIs only. 

 

8.1.4.1 LRTI patients 

 

The top 15 important variables for three models (random forest, penalised regression 

models and simple logistic regression model after backward variable selection) are 

presented in Table 8.10 with results in each process reported in Table A 18, Table A 

19, Table A 20, Table A 21 and Figure A 5, Figure A 6, Figure A 7, Figure A 8, 

Figure A 9. The top seven important variables identified by three modelling 

approaches are: Charlson comorbidity count, eFrailty index, BMI category, antibiotic 

prescription before pneumonia index date, asthma drug use, immune system 

conditions and multi-comorbidity. Age, age group, gender, Charlson score, cough 

and chronic heart disease are ranked as important by two algorithms.  
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Table 8.10: Top 15 variables as selected by simple logistic regression, 

penalized regression and random forest for lower respiratory tract infection 

(LRTI) patients 

Logistic regressiona Penalized regressionb Random forestc 

Antibiotic ever Rhinosinusitis  Age 

Cough Clinical check eFrailty Index 

Charlson count Sore throat BMI category 

Asthma drug Otitis media Season 

Immune system condition Antibiotic ever Antibiotic Ever 

Clinical test Cough Age group 

BMI category Asthma drug Charlson Score 

Age BMI category Smoking Status 

Chronic heart disease Charlson count Charlson Count 

Multi-comorbidity Cold/ Influenza/ URTI Immune system condition 

Gender Multi-comorbidity Antibiotic  

PVD Age group Asthma drug 

Charlson score Immune system condition eFrailty category 

Peptic Ulcer eFrailty index Gender 

eFrailty Index Chronic heart disease Multi-comorbidity 
a ranking determined by strongest to weakest simple logistic regression coefficients 
b ranking determined by strongest to weakest penalized regression coefficients 
c ranking determined by largest to smallest mean decrease in Gini 

Red: Top risk factors for three models 

Yellow: Top risk factors in two algorithms  

Green: Top risk factors in one algorithm 
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Based on variable selection results, variables for CART modelling included: age 

group, Charlson comorbidity count, BMI category, asthma drug use, immune system 

conditions, multi-comorbidity and antibiotic prescription during initial RTI 

consultations. In the final CART model, five variables including antibiotic 

prescription, age group, Charlson co-morbidity count, asthma drug use and immune 

system conditions were used for medium tree model with five levels of split. The 

tuning parameter was selected as shown in Figure A 10.  

 

The CART model is illustrated below in Figure 8.9. Among LRTI patients, those 

who did not receive antibiotic prescriptions were at higher risk of reconsulting with 

pneumonia in the subsequent 30 days. Within this patient group, patients who were 

aged between 16 and 65 and were not under asthma drug treatment nor 

immunosuppressant, the re-consultation risk is estimated to be 65%. For LRTI 

patients, if antibiotics were not issued to patients older than 65, the risk of 

pneumonia re-consultation is about 0.79. On the other hand, even if antibiotic 

prescriptions were issued by GPs, there were two subgroups of patients who were 

more likely to reconsult with pneumonia in the following 30 days: patients aged 85 

and above and those age between 76 and 85 with two or more comorbidities 

measured by Charlson comorbidity index. 

 

Both internal and temporal validation performances as shown in Table 8.11, Figure 

8.10 and Figure 8.11 demonstrated that this CART model for LRTI patients has 

acceptable sensitivities (0.56 for internal validation and 0.57 for temporal validation) 

and specificities (0.78 for internal validations and 0.76 for temporal validation). 

Comparison statistics of development data and temporal validation data is shown 

Table A 22. This gives model discrimination performances being 0.69 for both 

internal and temporal validations. This CART model is not replicable using recent 

data as shown by the calibration performance of temporal validation as measured by 

H-L test (p value < 0.05). 
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Figure 8.9: CART model for patients presented with LRTIs 

* Probabilities of developing pneumonia among patients in individual nodes or leaves 

Purple: Majority of patients in individual nodes being pneumonia cases 

Blue: Majority of patients in individual nodes being non-pneumonia cases 

N=13,923 (100%) 
Pneumonia 

n=6,354 (0.46)*

N=10,490 (75%) 
Pneumonia n=3,959 

(0.38)*

N=3,433 (25%) 
Pneumonia n=1,038 

(0.70)*

Antibiotic prescription (No)Antibiotic prescription (Yes)

N=7,785 
(56%) Pneumonia 

n=2,455 
(0.32)*

N=2,705 (19%) 
Pneumonia n=1,201 

(0.56)*

Age 16-75 Age above 75

N=1,799 (2%) 
Pneumonia n=885 

(0.49)*

N=836 (6%) 
Pneumonia n=342 

(0.41)*

N=906 (7%) 
Pneumonia n=287 

(0.68)*

N=963 (7%) 
Pneumonia n=420 

(0.56)*

Age 76-85 Age above 85

Charlson co-morbidity count 0-1 Charlson co-morbidity count ? 2

N=1,949 (14%) 
Pneumonia n=418 

(0.79)*

N=1,484 (11%) 
Pneumonia n=620 

(0.58)*

Age 16-65 Age above 65

N=1,221 (9%) 
Pneumonia n=423 

(0.65)*

N=119 (1%) 
Pneumonia n=22 

(0.18)*

N=144 (1%) 
Pneumonia n=44 

(0.31)*

N=1,365 (10%) 
Pneumonia n=523 

(0.62)*

Asthma drug (Yes) Asthma drug (No)

 Immune system condition (Yes) Immune system condition (No)
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Table 8.11: CART model performance for internal and temporal validations 

(LRTI model) 

 
Internal Validation Temporal Validation 

Sensitivity 0.56 (0.53, 0.58) 0.57 (0.54, 0.59) 

Specificity 0.78 (0.76, 0.80) 0.76 (0.74, 0.78) 

Positive predictive value 0.68 (0.66, 0.71) 0.71 (0.68, 0.74) 

Negative predictive value 0.68 (0.66, 0.71) 0.63 (0.60, 0.65) 

Positive likelihood ratio 2.55 (2.32, 2.81) 2.36 (2.12, 2.62) 

Negative likelihood ratio 0.57 (0.54, 0.60) 0.57 (0.53, 0.61) 

AUROC 0.69 (0.67, 0.70) 0.69 (0.67, 0.71) 

H-L test p value: 0.99 p value: 0.002 
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Figure 8.10: ROC curve for internal and temporal validation of CART model (LRTI model) 
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Figure 8.11: Calibration plots for internal and temporal validation of CART (LRTI model)
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The same five predictors for CART model including, antibiotic prescription, age 

group, Charlson co-morbidity count, asthma drug use and immune system conditions 

were fitted into simple logistic regression model with their effects quantified show in 

Table 8.12. 

 

Patients reconsulted with pneumonia within 30 days after previous LRTI 

consultations were 0.29 (0.26 to 0.31) times less likely being prescribed with 

antibiotics during initial visits than those free of pneumonia re-consultations. The 

likelihoods of LRTI patients reconsulted with pneumonia within 30 days increased 

parallelly with age with the highest odds (OR 5.22, 95% CI (4.39 to 6.21)) found 

among patients older than 85. Similar trend is noted for Charlson comorbidity 

counts, that is, pneumonia re-consultations were more likely to be found among 

LRTI patients with multi-comorbidities. Both asthma drug use and immune system 

conditions have shown to be protective for LRTI patients from pneumonia re-

consultations (OR 0.35, 95% CI (0.30 to 0.40) and OR 0.47, 95% CI (0.43 to 0.52) 

respectively).  

 

Both internal and temporal validation performances of simple logistic regression 

model as shown in Table 8.13, Figure 8.12 and Figure 8.13. Similar to the CART 

model, acceptable sensitivities (0.57 for internal validation and 0.69 for temporal 

validation) and specificities (0.78 for internal validations and 0.69 for temporal 

validation) are noticed. Discrimination performances with statistical differences 

compared to the CART model are demonstrated with 0.75 and 0.45 for internal and 

temporal validations respectively. CART model outperformed simple logistic 

regression model in temporal validation. This simple logistic regression model is not 

replicable as shown by the calibration performances measured by H-L test (p value < 

0.05 for both internal and temporal validations). 
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Table 8.12: Simple logistic model using same variables from those for CART 
(LRTI model) 
 

Odds ratio 95% CI p value 

Age group    

Age group (16,35] (Ref) 
   

Age group (35,45] 1.42 (1.21,1.66) <0.01 
Age group (45,55] 1.33 (1.14, 1.55) <0.01 

Age group (55,65] 1.6 (1.38, 1.85) <0.01 

Age group (65,75] 1.88 (1.62, 2.18) <0.01 

Age group (75,85] 2.82 (2.43, 3.28) <0.01 

Age group (85,110] 5.22 (4.39, 6.21) <0.01 

Charlson comorbidity count     

Charlson Count (0) (Ref)     

Charlson Count (1) 1.49 (1.36, 1.63) <0.01 
Charlson Count (2) 2.09 (1.85, 2.36) <0.01 

Charlson Count (3) 2.64 (2.26, 3.09) <0.01 

Charlson Count (4) 3.86 (3.10, 4.82) <0.01 

Charlson Count (5) 3.64 (2.68, 5.00) <0.01 

Charlson Count (6) 7.69 (4.35, 14.47) <0.01 

Asthma drug use (Yes) 0.35 (0.30, 0.40) <0.01 

Antibiotic prescription (Yes) 0.29 (0.26, 0.31) <0.01 
Immune system condition (Yes) 0.47 (0.43, 0.52) <0.01 
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Table 8.13: Simple logistic model performance for internal and temporal 
validations (LRTI model) 

 
Internal Validation Temporal Validation 

Sensitivity 0.57 (0.54, 0.59) 0.69 (0.67, 0.71) 

Specificity 0.78 (0.76, 0.79) 0.69 (0.66, 0.71) 

Positive predictive value 0.68 (0.65, 0.70) 0.70 (0.68, 0.72) 

Negative predictive value 0.68 (0.66, 0.70) 0.68 (0.65, 0.70) 

Positive likelihood ratio 2.53 (2.30, 2.78) 2.23 (2.04, 2.43) 

Negative likelihood ratio 0.56 (0.53, 0.59) 0.97 (0.97, 0.98) 

AUROC 0.75 (0.73, 0.77)a 0.45 (0.41,0.49)a 

H-L test p-value = 0.007 p-value = 0.002 
a Difference in AUROC between CART and simple logistic regression models is significant (p 

value<0.01).
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Figure 8.12: ROC curve for internal and temporal validation of simple logistic model (LRTI model) 
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Figure 8.13: Calibration plots for internal and temporal validation of simple logistic regression (LRTI model) 
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8.1.4.2 URTI patients 

 

The top 10 important variables for three models (random forest, penalised regression 

models and simple logistic regression model after backward variable selection) are 

presented in Table 8.14 with results in each process reported in Table A 23, Table A 

24, Table A 25, Table A 26 and Figure A 11, Figure A 12, Figure A 13, Figure A 14,  

Figure A 15. Given that only nine variables are presented with non-zero coefficients 

by lasso model in Table A 25, number of candidate variables for URTI model is set 

at 10.   

 

The top two important variables identified by three modelling approaches are: age 

and Charlson comorbidity count. Age group, eFrailty index, BMI category, Charlson 

score, asthma drug use, cough, sore throat, rhinosinusitis and otitis media are ranked 

as important by two algorithms.    

 

Based on variable selection results, variables for CART modelling included: age 

group, Charlson comorbidity count, BMI category, asthma drug use, eFrailty index, 

cough, sore throat, rhinosinusitis and otitis media. In the final CART model, four 

variables age group, Charlson co-morbidity count, asthma drug use and BMI 

category were used for medium tree model with seven levels of split. Any fewer 

number of split level than seven only yield a root node. The tuning parameter was 

selected as shown in Figure A 16.  
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Table 8.14: Top 10 variables as selected by simple logistic regression, 
penalized regression and random forest for upper respiratory tract infection 
(URTI) model 

Logistic regression Penalized regression Random forest 

Sore throat  Asthma drug Age 

Asthma drug Age group eFrailty Index 

Rhinosinusitis Cough BMI category 

Otitis media Sore throat Season 

Charlson Count Rhinosinusitis Smoking Status 

BMI category eFrailty index Charlson Score 

Age Otitis media Age group 

Cough Charlson Count Charlson Count 

Immune system condition Charlson Score Gender 

Clinical test Age eFrailty category 
a ranking determined by strongest to weakest simple logistic regression coefficients 
b ranking determined by strongest to weakest penalized regression coefficients 
c ranking determined by largest to smallest mean decrease in Gini 

Red: Top risk factors for three models 

Yellow: Top risk factors in two algorithms  

Green: Top risk factors in one algorithm 
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Figure 8.14: CART model for patients presented with URTIs 

* Probabilities of developing pneumonia among patients in individual nodes or leaves 

Purple: Majority of patients in individual nodes being pneumonia cases 

Blue: Majority of patients in individual nodes being non-pneumonia cases 

 

  

N=73,152 (100%) 
Pneumonia n=6,678 

(0.09)*

N=64,134 (88%) 
Pneumonia n=4,481 (0.07)*

N=9,018 (12%) 
Pneumonia n=2,197 

(0.24)*

Age above 75Age 16-75

N=58,231 (80%) 
Pneumonia n=3,462 

(0.06)*

N=5,903 (8%) 
Pneumonia n=1,019 (0.17)*

Charlson co-morbidity count 0-1 Charlson co-morbidity count 2 and above

N=14,859 (7%) 
Pneumonia n=983 (0.20)*

N=1,639 (2%) 
Pneumonia n=496 (0.29)*

N=1,044 (1%)    
Pneumonia n=36 

(0.03)*

 N=3,220 (4%) 
Pneumonia n=514 

(0.16)*

Asthma drug (No)Asthma drug (Yes)

Charlson co-morbidity count 3 and aboveCharlson co-morbidity count =2

N=1,094 (1%) 
Pneumonia n=269 

(0.25)*

N=545 (1%)  
Pneumonia n=200 

(0.37)*

Charlson co-morbidity count=3 Charlson co-morbidity count 4 and above

N=527 (1%) 
Pneumonia n=186 

(0.35)*

N=18 (0%) 
Pneumonia n=4 (0.78)*

Normal weight, over weight and obese Under weight and BMI not recorded
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The CART model is illustrated above in Figure 8.14. Among URTI patients, only 

one subgroup of patients presented with higher risk (0.78) of pneumonia re-

consultation: those aged between 16 and 75 without asthma drug treatment but 

diagnosed with more than three comorbidities, who were under weight or whose 

BMI information was not documented. 

 

Both internal and temporal validation performances as shown in Table 8.15, Figure 

8.15 and Figure 8.16 demonstrated that this CART model for URTI patients has 

extremely low sensitivity (0 for both internal and temporal validations) but nearly 

100% sensitivity for both validation evaluations. Comparison statistics of 

development data and temporal validation data is shown Table A 27. This gives 

model discrimination performances being 0.66 for internal validation 0.68 for 

temporal validation. This CART model is not replicable using recent data as shown 

by the calibration performance of temporal validation as measured by H-L test (p 

value < 0.05). 
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Table 8.15: CART model performance for internal and temporal validations 
(URTI model) 

 
Internal Validation Temporal Validation 

Sensitivity 0.00 (0.00, 0.00) 0.00 (0.00, 0.01) 

Specificity 1.00 (1.00, 1.00) 1.00 (1.00, 1.00) 

Positive predictive value 0.50 (0.01, 0.99) 0.71 (0.29, 0.96) 

Negative predictive value 0.91 (0.90, 0.91) 0.90 (0.89, 0.90) 

Positive likelihood ratio 9.96 (0.62, 159.1) 21.88 (4.25, 112.72) 

Negative likelihood ratio 1.00 (1.00, 1.00) 0.99 (0.98, 0.99) 

AUROC 0.66 (0.65, 0.67) 0.68 (0.67,0.69) 

H-L test p-value = 0.29 p-value = 0.01 
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Figure 8.15: ROC curve for internal and temporal validation of CART model (URTI model) 
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Figure 8.16: Calibration plots for internal and temporal validation of CART (URTI model) 
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The same four predictors for CART model including, age group, Charlson co-

morbidity count, asthma drug use and BMI category were fitted into simple logistic 

regression model with their effects quantified show in Table 8.16. 

 

Patients reconsulted with pneumonia within 30 days after previous URTI 

consultations were 0.34 (0.30 to 0.38) times less likely under asthma drug treatment 

than those free of pneumonia re-consultations. The likelihoods of URTI patients 

reconsulted with pneumonia within 30 days increased parallelly with age with the 

highest odds (OR 8.07, 95% CI (7.14 to 9.12)) found among patients older than 85. 

Similar trend is noted for Charlson comorbidity counts, that is, pneumonia re-

consultations were more likely to be found among URTI patients with multi-

comorbidities. Pneumonia re-consultations were found 1.85 (1.61 to 2.13) more 

likely among under weighted URTI patients compared with healthy weight patients. 

 

Both internal and temporal validation performances of simple logistic regression 

model as shown in Table 8.17, Figure 8.17and Figure 8.18. Similar to the CART 

model, low sensitivities (0.02 for internal validation and 0.03 for temporal 

validation) and high specificities (1.00 for both validations) are noticed. 

Discrimination performances with statistical differences compared to the CART 

model are demonstrated with 0.73 and 0.75 for internal and temporal validations 

respectively. Simple logistic regression model outperformed CART model in internal 

and temporal validations. This simple logistic regression model is replicable as 

shown by the calibration performances measured by H-L test (p value > 0.05 for both 

internal and temporal validations). 

 

Comparisons of discriminative performances between internal and external 

validations of developed models through logistic regression and CART were 

reported in Table 8.18. Apart from logistic regression model for LRTI patients, no 

significant differences in terms of discriminative performances as measured by 

AUROC were identified between internal and temporal validations for the rest five 

prediction models. 
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Table 8.16: Simple logistic model using same variables from those for CART 
(URTI model) 
 

Odds ratio 95% CI p value 

Age group 
    

Age group (16,35] (Ref) 
    

Age group (35,45] 2.03 (1.82, 2.26) <0.01 
Age group (45,55] 2.07 (1.85, 2.31) <0.01 

Age group (55,65] 2.92 (2.63, 3.24) <0.01 

Age group (65,75] 3.58 (3.23, 3.97) <0.01 

Age group (75,85] 4.93 (4.43, 5.50) <0.01 

Age group (85,110] 8.07 (7.14, 9.12) <0.01 

Charlson comorbidity count     

Charlson Count (0) (Ref) 
    

Charlson Count (1) 1.61 (1.51, 1.72) <0.01 
Charlson Count (2) 2.5 (2.30, 2.73) <0.01 

Charlson Count (3) 3.32 (2.97, 3.70) <0.01 

Charlson Count (4) 4.32 (3.71, 5.02) <0.01 

Charlson Count (5) 5.02 (3.97, 6.32) <0.01 

Charlson Count (6) 6.12 (4.41, 8.47) <0.01 

Asthma drug use     

Asthma drug use (Yes) 0.34 (0.30, 0.38) <0.01 
Body weight     

Healthy weight (Ref) 
    

Under weight 1.85 (1.61, 2.13) <0.01 

Overweight 0.77 (0.72, 0.82) <0.01 

Obese 0.74 (0.68, 0.80) <0.01 

Severe obese 0.72 (0.63, 0.82) <0.01 

Morbid obese 0.90 (0.77, 1.06) 0.21 

BMI information not recorded 0.99 (0.91, 1.09) 0.86 

 

  



 
 

237 

Table 8.17: Simple logistic model performance for internal and temporal 
validations (URTI model) 

 
Internal Validation Temporal Validation 

Sensitivity 0.02 (0.01, 0.02) 0.03 (0.02, 0.04) 

Specificity 1.00 (1.00, 1.00) 1.00 (0.99, 1.00) 

Positive predictive value 0.46 (0.33, 0.59) 0.43 (0.34, 0.51) 

Negative predictive value 0.91 (0.91, 0.91) 0.90 (0.90, 0.90) 

Positive likelihood ratio 8.40 (5.05, 13.99) 6.48 (4.62, 9.10) 

Negative likelihood ratio 0.99 (0.98, 0.99) 0.97 (0.97, 0.98) 

AUROC 0.73 (0.72, 0.75)a 0.75 (0.73,0.76)a 

H-L test p-value = 0.75 p-value = 0.49 
a Difference in AUROC between CART and simple logistic regression models is significant (p 

value<0.01)
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Figure 8.17: ROC curve for internal and temporal validation of simple logistic model (URTI model) 
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Figure 8.18: Calibration plots for internal and temporal validation of simple logistic regression (URTI model)
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Table 8.18: Summary of discriminative performances of developed models as 

measured by AUROC 

Models  Internal validation 

(AUROC) 

Temporal validation 

(AUROC) 

Full model Logistic regression 0.81 (0.71, 0.74) 0.80 (0.79, 0.81) 

 CART 0.70 (0.69, 0.71) 0.68 (0.67, 0.69) 

LRTI model Logistic regression 0.75 (0.73, 0.77) 0.45 (0.41,0.49) 

 CART 0.69 (0.67, 0.70) 0.69 (0.67, 0.71) 

URTI model Logistic regression 0.73 (0.72, 0.75) 0.75 (0.73,0.76) 

 CART 0.66 (0.65, 0.67) 0.68 (0.67,0.69) 
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8.1.5 Sensitivity analysis for full model  
 

A subset of data from 2014 to 2017 was deployed for sensitivity analysis. The data 

set was randomly split into 80% for model development and 20% for the internal 

with the most recent 25% data used for temporal validation. 

 

The top 15 important variables for three models (random forest, penalised regression 

models and simple logistic regression model after backward variable selection) are 

presented in Table 8.19 with results in each process reported in Table A 28, Table A 

29, Table A 30, Table A 31 and Figure A 17, Figure A 18, Figure A 19, Figure A 20. 

The top six important variables identified by three modelling approaches are:  

age group, chest infection, Charlson comorbidity count, eFrailty index, BMI category 

and immune system conditions. These six variables were used for medium tree 

model with five levels of split. The tuning parameter was selected as shown in Figure 

A 21. In the final CART model, four variables are included: age group, chest 

infection, antibiotic prescription and immune system conditions. 
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Table 8.19: Top 15 variables as selected by simple logistic regression, 

penalized regression and random forest for sensitivity analysis of full model  

Logistic regression Penalized regression Random forest 

Sore throat eFrailty Index Age 

Rhinosinusitis Otitis media Chest infection 

Otitis media Rhinosinusitis eFrailty Index 

Asthma drug use Sore throat BMI category 

Charlson Count Cold/ Influenza/ URTI Season 

Immune System Condition Cough Charlson Score 

Cold/ Influenza/ URTI Asthma drug use Age group 

Cough Chest Infection Smoking status 

eFrailty Index Charlson Count Charlson Count 

BMI category BMI category eFrailty category 

Diabetes Immune System Condition Gender 

Clinical test Multi-Comorbidity Immune system condition 

Age Age group Multi-comorbidity 

Chest Infection Diabetes Clinical test 

Gender Peptic Ulcer Antibiotic Ever 
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The CART model is illustrated below in Figure 8.19. Among RTI patients, those 

who presented with LRTI evidence labelled as ‘chest infection’ were at higher risk of 

reconsulting with pneumonia in the subsequent 30 days. Within this patient group, 

those who age above 65 and did not receive antibiotic prescriptions had the highest 

probability (79%) of re-consultation with pneumonia; patients younger than 66 

without antibiotic treatment also had a relatively high probability (61%). For LRTI 

patients, even if antibiotic prescriptions were issued by GPs, there were two 

subgroups of patients who were more likely to reconsult with pneumonia in the 

following 30 days: LRTI patients aged 85 and above and those age between 66 and 

85 without immune system conditions. 

 

Both internal and temporal validation performances as shown in Table 8.20, Figure 

8.20 and Figure 8.20 demonstrated that this CART model has low sensitivities (0.26 

for both internal and temporal validations) but high specificities (0.97 for internal 

validation and 0.98 for temporal validation). Comparison statistics of development 

data and temporal validation data is shown Table A 32. This gives model 

discrimination performances being 0.67 for both internal and temporal validations. 

This CART model is replicable using recent data as shown by the calibration 

performance of temporal validation as measured by H-L test (p value > 0.5). 
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Figure 8.19: CART model sensitivity analysis of full model 

* Probabilities of developing pneumonia among patients in individual nodes or leaves 

Purple: Majority of patients in individual nodes being pneumonia cases 

Blue: Majority of patients in individual nodes being non-pneumonia cases 
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Table 8.20: CART model performance for internal and temporal validations 

(sensitivity analysis of full model) 

 
Internal Validation  Temporal Validation  

Sensitivity 0.26 (0.23, 0.30) 0.26 (0.23, 0.30) 

Specificity 0.97 (0.97, 0.98) 0.98 (0.98, 0.99) 

Positive predictive value 0.65 (0.59, 0.71) 0.73 (0.67, 0.79) 

Negative predictive value 0.88 (0.87, 0.89) 0.88 (0.87, 0.89) 

Positive likelihood ratio 10.02 (7.90, 12.70) 14.79 (11.12, 19.67) 

Negative likelihood ratio 0.76 (0.72, 0.79) 0.75 (0.72, 0.79) 

AUROC 0.67 (0.65, 0.69) 0.67 (0.65,0.69) 

H-L test p-value = 1 p-value = 0.88 
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Figure 8.20: ROC curve for internal and temporal validation of CART model (sensitivity analysis of full model) 
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Figure 8.21: Calibration plots for internal and temporal validation of CART model (sensitivity analysis of full model) 
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The same four predictors for CART model including chest infection, age group, 

antibiotic prescription and immune system conditions were fitted into simple logistic 

regression model with their effects quantified show in Table 8.21.  

 

Patients reconsulted with pneumonia within 30 days after previous RTI consultations 

were 8.05 (7.21 to 8.99) times more likely presented with LRTI symptoms during 

initial visits than those free of pneumonia re-consultations. The likelihoods of RTI 

patients reconsulted with pneumonia within 30 days increased parallelly with age 

with the highest odds (OR 16.22, 95% CI (13.22 to 19.95)) found among patients 

older than 85. Antibiotic prescriptions have shown to be slightly protective for RTI 

patients from pneumonia re-consultations (OR 0.91, 95% CI (0.82 to 1.00)). 

Pneumonia re-consultations were more likely to be found among RTI patients 

without immune system conditions (OR 0.60, 95% CI (0.53 to 0.68)). 

 

Both internal and temporal validation performances of simple logistic regression 

model as shown in Table 8.22, Figure 8.22 and Figure 8.23. Similar to the CART 

model, low sensitivities (0.27 for internal validation and 0.26 for temporal 

validation) but high specificities (0.98 for internal validation and 0.98 for temporal 

validation) are noticed. Better discrimination performances with statistical 

differences compared to the CART model are demonstrated with 0.81 and 0.80 for 

internal and temporal validations respectively. This simple logistic regression model 

is not replicable using recent data by the calibration performances measured by H-L 

test (p value < 0.05 for temporal validation). 
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Table 8.21: Simple logistic model using same variables from those for CART 
(sensitivity analysis of full model) 
 

Odds ratio 95% CI p value 

Age group 
   

Age group (16,35] (Ref) 
   

Age group (35,45] 1.75 (1.42, 2.16) <0.01 
Age group (45,55] 2.20 (1.82, 2.67) <0.01 

Age group (55,65] 2.95 (2.45, 3.55) <0.01 

Age group (65,75] 4.79 (4.02, 5.73) <0.01 

Age group (75,85] 7.83 (6.54, 9.42) <0.01 

Age group (85,110] 16.22 (13.22, 19.95) <0.01 

Immune system condition (Yes) 0.60  (0.53, 0.68) <0.01 

Antibiotic prescription (Yes) 0.91 (0.82, 1.00) 0.05 

Chest infection (Yes) 8.05 (7.21, 8.99) <0.01 
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Table 8.22: Simple logistic model performance for internal and temporal 
validations (sensitivity analysis of full model) 

 
Internal Validation  Temporal Validation  

Sensitivity 0.27 (0.23, 0.30) 0.26 (0.23, 0.30) 

Specificity 0.98 (0.97, 0.98) 0.97 (0.97, 0.98) 

Positive predictive value 0.69 (0.63, 0.75) 0.63 (0.57, 0.69) 

Negative predictive value 0.88 (0.87, 0.89) 0.88 (0.86, 0.89) 

Positive likelihood ratio 12.35 (9.95, 15.91) 9.20 (7.26, 11.66) 

Negative likelihood ratio 0.75 (0.71, 0.78) 0.76 (0.72, 0.80) 

AUROC 0.81 (0.79, 0.83)a 0.80 (0.79,0.82)a 

H-L test p-value = 0.57 p-value = 0.01 
a Difference in AUROC between CART and simple logistic regression models is significant (p 

value<0.01)
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Figure 8.22: ROC curve for internal and temporal validation of simple logistic regression model (sensitivity analysis of full model) 
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Figure 8.23: Calibration plots for internal and temporal validation of simple logistic regression model (sensitivity analysis of full 
model)



 

 

8.2 Discussion 
 

8.2.1 Main findings 

 

8.2.1.1 Patient’s profile for RTI patients who reconsulted with pneumonia 

 

RTI patients who presented with LRTIs generally had higher odds of reconsulting 

with pneumonia with several characteristics and antibiotic prescription shown to be 

protective for pneumonia re-consultations. 

 

For LRTI patients aged over 85, even if antibiotic prescriptions were issued during 

clinical consultations, the management outcome was not always optimal. This may 

not only indicate that current antibiotic empirical treatment plan does not work well 

at advanced ages, but this might also suggest that the LRTI presentations could be 

the early onset of other underlying health conditions. Antibiotics may often be 

prescribed during end-of-life care. Antibiotic management failure was also found 

among LRTI patients with multiple comorbidities. Possible reasons could be that 

complicated or atypical RTIs were presented among those patients or deteriorated 

existing conditions contributed to the onset of pneumonia later on. Therefore, care 

bundles which investigate the original causal factors for LRTIs or tailor to intensified 

management of the long-term conditions meanwhile treating LRTIs could be 

considered. 

 

Study results from LRTI patients aged 16 to 65 group suggested that the onset of 

LRTI among patients without apparent risk factors could be viewed as an early 

warning message that the patient’s general health needs to be checked further. This is 

because pneumonia disproportionally affects the very old and young, this age group 

should not be the conventional risk group. Plus, these patients were 

counterintuitively identified as risk cohort without presenting common risk factors of 

pneumonia. 

 

The model for URTI patients did not perform entirely well, nevertheless, it still 

suggests that being underweight could be the sign of deteriorated health conditions 
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(Flegal et al., 2005), especially for patients living with chronic diseases. As shown in 

the leaf nodes in the CART model for URTI patient, the ones with the lowest re-

consultation risk were found among patients who were relatively young (16 to 75 

years old) with more than one comorbidity and under asthma treatment. This together 

with other apparent counterintuitive findings indicate that defensive approaches 

probably had been adopted during clinical practice in the UK primary care system- 

patients presented with common risk factors were treated more conservatively 

whereas apparent healthy patients may need prompt treatment or further 

investigations. Future investigative studies designed based on major risk factors 

identified from this study could be conducted with high efficiency. For example, C-

reactive protein test could be offered to adult LRTI patients who are younger than 65 

without apparent conventional risk factors of developing pneumonia to assist clinical 

decision of antibiotic treatment. If test results do not support common bacterial 

pulmonary infections, other clinical investigations then should be issued to find out 

the underlying reasons for the onset of LRTIs i.e., lung cancer. This could also 

contribute to healthcare policy development such as fast referral care pathways in 

respiratory medicine. Additionally, the relatively low numbers of pneumonia cases in 

each leaf node of CART model for URTI patients in comparison with descriptive 

statistics that more than half of pneumonia patients had previous URTI consultations, 

suggest that the extensive heterogeneity of underlying patterns responsible for URTI 

patients’ pneumonia re-consultations in the community. This together with constant 

high specificities reported across all models through model performance evaluations 

for URTI patients, indicated that disease management for URTI in the UK primary 

care was generally at satisfactory level. 

 

The sensitivity analysis shows much the same results compared with planned 

analysis using 16-year data. But the calibration accuracy for CART model supports 

the replicability of model using up to date information even at the expense of sample 

size.  

 

In summary, the prediction modelling results suggested that age, comorbidity and 

presentation of LRTIs are the main risk factors for RTI patients regarding short term 

pneumonia re-consultations in the UK primary care settings. These risk factors are 
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similar to the ones for incidence CAP, which broadly reflected the weakened lung 

immunity (Almirall et al., 2017, Chalmers et al., 2017). The dominant risk factor 

identified from this study was LRTIs suggesting acute inflammatory responses were 

triggered (Mizgerd, 2008). And if such irritant was caused by bacterial pathogens, 

this means that decreased mucociliary clearance efficiency of upper respiratory tract 

allows overloaded virulence reach the lung or less efficient immune system fails to 

prevent the onset of infections (Brown, 2012, Mizgerd, 2008). Another significant 

risk factor was age. The reasons why increasing age has an influential impact on 

adult incident CAP are multifactorial: aging in itself indicates the accumulation of 

certain hazardous effects of coexisting conditions; it also has a direct impact on 

decreased innate and adaptive immunity (Baxendale and Brown, 2012, Sahuquillo-

Arce et al., 2016). Such deteriorated general health was reflected by the predictive 

models as measured by Charlson comorbidity count in this study. This probably 

suggests that diagnosed long term health conditions may represent the increased risk 

better among RTI patients for the onset of CAP better compared to other 

measurements such as frailty. When it comes to other infectious conditions, frailty 

was reported to be associated with higher risk of sepsis (Gulliford et al., 2020). 

However, certain well-known risk factors for CAP were not identified as strong 

predictors such as smoking (Baskaran et al., 2019). This together with other 

counterintuitive results such as asthma drug use and immune system conditions 

became protective factors against pneumonia re-consultations may results from 

conservative management strategies were adopted during initial RTI treatment. 

Therefore, such results indicate that more attention should be paid to apparent 

healthy patients during clinical practice especially when LRTIs are presented.  

 

8.2.1.2 Variable selection 

 

Prediction modelling could be considered to identify a model, by and large, to 

answer predefined research question and the role of information as expressed by 

individual variables or variables serves to reduce uncertainty. These entail the 

rationale of variable selection to filter out several variables with most predictive 

values to capture the majority aspects of research question of interest. In contrast to 

other de-dimensional techniques like principle component analysis (PCA), machine 
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learning algorithms deployed for variable selection take the target into consideration 

without generating new variables which are linear combinations of old variables 

(Peacock and Peacock, 2011). That is, PCA is valid for variable selection only if the 

most predictive variables are those have the most variations in them, which is not 

always the case.  

 

Given the different results presented in this study during the variable selection 

process, it is crucial to understand how these algorithms behave in order to critically 

appraise the output and, to make sense out of the data. First, predictive information is 

more likely to be identified by various machine learning algorithms or similar 

algorithms with slightly different calculation criteria. During variable selection for 

the full model, LRTIs denoted by ‘chest infection’ was selected as an important 

variable. Also, as illustrated in chapter seven, sex is chosen over the travel class for 

the initial split for classification tree approach to predict survival status of passengers 

on Titanic by various splitting criteria. Similar results were noticed during variable 

selection for ‘chest infection’ if predictive accuracy was chosen to rank variable 

importance instead of mean decreased in Gini index. There were two variable 

ranking techniques in random forest: mean accuracy reduction and Gini impurity 

reduction (Chicco and Rovelli, 2019). Variable importance measured by mean 

accuracy reduction is based on the comparison of accuracy decreased by removing 

one variable to that obtained using all variables- the greater the accuracy decreased, 

the more important the variable is. Similar for mean decreased Gini impurity, the 

most important variable contributes to the largest Gini impurity reduction (Chicco 

and Jurman, 2020). In this study, mean decreased Gini was chosen as the prediction 

models aim to find more homogenous subgroups of RTI patients who reconsulted 

with pneumonia and those did not. 

 

During variable selection, even if certain data transformation procedures to centre or 

scale the variables were not performed, cautions were given to inspect skewed data 

and the ones with high proportions of unique values so called as ‘near zero-variance 

variables’ (Kuhn, 2008). In this study, three types of algorithms were adopted to 

perform variable selection. This was aimed to guide variable selection when similar 

information was presented with various forms, for example when ill health was 
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measured using the eFI, frailty categories, individual long-term medical conditions 

and multi-comorbidities. It is expected that same variable was selected but with 

various orders in terms of variable importance. Generally, simple logistic regression 

and penalized regression favour categorical variables over their continuous forms as 

they quantify variable importance by the absolute values of the coefficients that is, 

the effect size of variables contribute to the outcome interests. If the same 

information such as age was included as continuous variable, then the effect size is 

‘attenuated’ by presented as average effects on the outcome of per unit change 

compared to include the same information presented as age group. This also 

explained why tree-based models favour continuous variables or categorical 

variables with more categories because they are able to offer more options to split the 

tree into more homogenous subgroups as continuous variables could be considered as 

a special kind of categorical variable with infinite number of possible categories.  

 

Random forest was adopted adding information to penalized regression results. Two 

hyperparameters were used to optimize the algorithm: Ntree and Mtry. Ntree serves 

to identify the possible number of decision trees using different random selection 

(with replacement) of Mtry variables which aims to reduce the complexity of 

prediction model in avoidance of overfitting. The number of trees was identified by 

OOB misclassification errors to facilitate variable selection at acceptable level of 

error meanwhile at the ease of computation efficiency. The voting procedure share 

much the same concept of boot strapping and stepwise selections which could be 

trace back to the law of probability. The classic example to illustrate Gaussian 

distribution is to toss the coin multiple times, when the repetition reach to sufficient 

times, a normal distribution with confidence interval to quantify the most likely 

range of true value is generated. Here, we ‘plant’ the decision trees with enough 

times, then the majority of voting would be presented as the model lies in the 

‘confidence interval’. When the OOB errors arrived at a stable and acceptable level, 

then the minimum number of trees could be considered as enough number for 

modelling in terms of the size of the forest.  
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8.2.1.3 Model specification 

 

Model specification of prediction model in this study adopt CART and simple 

logistic regression. CART models are able to capture the interactions between 

predictors which are less straightforward as expressed by interaction terms for simple 

logistic models (Karaca-Mandic et al., 2012). Meanwhile, the overall predictive 

effects of included variables could be quantified by simple logistic regression model. 

Even if CART models do not produce ‘effect sizes’ compared to simple logistic 

regression models, the validity of CART models still could be partially explained by 

the estimation of simple logistic regression models. For example, the estimations of 

odds ratio of ‘chest infection’ supports the first level of split on this variable for full 

model as well as sensitivity analysis results. Also, the overlapping confidence 

intervals between 36-45 and 46-55, 46-55 and 56-65 age groups as shown by the 

sensitivity analysis indirectly support that patients who were younger than 65 was 

classified o the same node during next level of splitting. Given that the prevalence of 

pneumonia went beyond 10% due to the sampling strategy of this study which 

overestimate the relative risk (Zhang and Kai, 1998), nevertheless, the direction as 

well as the nature of confidence interval should not be changed if further adjustment 

is made.  

 

8.2.1.4 Model performance 

 

Prediction model in healthcare could be viewed as non-invasive medical device, for 

which the concept of measurement system analysis (MSA) (Montgomery, 2020) 

could be applied to evaluate its performance. That is, there are generally four aspects 

to consider: precision, accuracy, stability and bias. The precision of the estimation 

largely depends on the size of meaningful data used for model specification usually 

reflected by the confidence intervals for certain measurement outputs. The accuracy 

of prediction model was assessed by two common measurements: if the model could 

accurately identify cases out of real cases and non-cases out of real non-cases- the 

overall discriminative performance is quantified by AUROC; if predicted cases 

accurately align with the real cases and predicted non-cases with real non-cases- 

calibration test. The stability of developed model is quantified by model validation: if 
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the model performs stably within the cohort whose information was adopted to 

develop the model-internal validation; if the model still performs well over time- 

temporal validation; if the model could be applied to same cohort somewhere else- 

spatial validation or generalized to another similar but completely different cohort- 

external validation. Bias normally refers to the systematic error, by quantifying 

which could estimate if the bias is sufficient large to distort the conclusions or adjust 

measurement required during real life application. Even if quantifying the bias is not 

always feasible, by identifying the source of bias still contribute to restrict the scope 

of application or the overarching conditions under which the model is valid. 

 

For prediction modelling, model performance tests generally emphasis on accuracy 

and stability. In this study, simple logistic regression models outperformed CART 

models with same variables as assessed by AUROC. However, this does not 

necessarily mean that CART models are worse than simple logistic models, rather 

the usefulness of a prediction models heavily depends on how efficient to answer the 

research question at hand.  

 

It is noticed that the shapes of ROC curves for CART model differ from those 

generated from simple logistic regression models. The possible explanation is that 

simple logistic regression models assign individual predicted risk estimation to each 

patient, whereas for CART models, patients classified into the same leaf node were 

allocated with the risk estimation of that group. This might also explain why logistic 

models out-performed CART models in terms of discriminative performance for the 

same groups of patients during internal validations. Because logistic regression is 

able to assign individualized risk probabilities to each patient in the validation cohort 

which derives from the same parent cohort of training dataset. In other words, 

prediction models quantified by logistic regression are generally expected to fit better 

for test dataset during internal validations comparing to those from CART. However, 

logistic regression models may not continue to have better discriminative 

performances than CART models as indicated by temporal validation for LRTI 

model. CART model is developed to identify homogeneous groups which allows to 

capture the key features of the problem at hand as reflected by the first several 

splitting criteria. As long as there were no significant changes among identified key 
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features, major discrepancies are not expected between internal and temporal 

validations for CART models. On the other hand, logistic regression models are 

more sensitive to any changes of variables included in the model. As result, the 

secular trends of CAP as reported in chapter five might partially be responsible for 

such less stable performance of logistic regression model for LRTI patients over 

time. Such different behaviours between logistic regression and CART were further 

reflected by the ROC curves: the ones for simple logistic regressions are smoother 

than those from CART which are dominated by homogeneous groups. Similar results 

were observed when comparing 15 machine learning approaches using the same data 

set and cross validation criteria in Table A 16: not only rough ROC curves for tree-

based models were displayed in comparison with simple logistic regression model, 

but less smooth ROC curves from CART models with fewer levels of split (coarse 

and medium tree) were also noted in contrast to the one from fine tree. This may 

suggest that CART model could contribute to identify the homogenous groups that 

dominate model performance which is difficult to be captured by simple logistic 

regression models. Future prediction modelling research could adopt triangulation 

approaches layered one on another to take advantage of complementary advantages 

of various methods especially for real world data that were not purposely collected 

for specific studies. 

 

In this study, full model of CART together with the one from sensitivity analysis 

have shown that patients without LRTIs were at the lowest risk group of pneumonia 

re-consultation, therefore high specificities were identified from model performance 

evaluation. Plus, the CART model for URTI patients also supports such high 

specificity results, that is, most patients free of LRTIs were classified into low-risk 

groups in terms of pneumonia re-consultation. 

 

Discriminative performance as displayed by the ROC curve essentially illustrates the 

trade-off between sensitivity and specificity and could be used to locate the optimal 

cut-off value based on clinical context (Florkowski, 2008, Ekelund, 2012). 

Therefore, how well the model can deliver the same function as individual case 

reports? This question is answered by model performance parameters depending on 

the purpose of developed model in terms of clinical usefulness. If the model is 
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mainly deployed for screening purposes, apart from discrimination performance as 

quantified by AUROC, specificity and negative predictive value are the key 

indicators to see if the model function well given predefined acceptable range 

relating the specific clinical scenarios i.e., 80% to 90%.  

 

8.2.2 Strength and limitations 

 

To our knowledge, this is the first study applying both machine learning and 

conventional modelling approaches to routine primary care EHRs to investigate 

pneumonia patient profile after initial RTI consultations in a large general 

population. The study results have proven the feasibility of deploying machine 

learning approaches to explore the patten from ‘real world’ data.  

 

Data driven and machine learning modelling approaches require less expert input 

during variable selection comparing to conventional statistical modelling techniques. 

Also, prediction models generated through machine learning algorithms have the 

potentials to identify novel disease patterns that could be easily missed out by expert 

experience. Plus, machine learning techniques allow inclusive information on 

patient’s demographic characteristics, lifestyle, environmental exposures, health 

conditions, medication prescriptions, disease preventive interventions, clinical 

management and clinical investigations to be investigated, which makes the use of 

available data.  

 

In this prediction modelling study, the use of both machine learning algorithms and 

conventional modelling methods followed the process of so called as ‘triangulation’ 

(Heale and Forbes, 2013). The analytical approaches were consistently applied to the 

whole sample as well as subgroups of sample. Systematically examining research 

question with different statistical procedures allowed critical appraisal of integrated 

results and provided a more comprehensive understanding of research topic.  

 

Given that the various combinations of patient characteristics are indicating different 

underlying reasons for pneumonia re-consultation among RTI patients, clinical utility 

analysis like decision curve analysis (DCA) (Vickers et al., 2016) was not conducted. 
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This is because the data does not contain detailed information on the exact date if 

patients went through specific clinical investigations nor the corresponding results. 

Also, prompt treatment like antibiotic treatment sometimes is sufficient to prevent 

undesirable outcome, whereas for other group of patients, anti-infectious treatment 

may not enough to resolve the clinical symptom unless primary underlying disease is 

managed. 

 

There are several study designs proposed to deal with confounding variable effects in 

research using observational data including quasi-experimental design (Campbell 

and Cook, 1979, Posternak and Miller, 2001) and propensity score methods (Austin, 

2011). By using these study designs in observational data research, the effects of 

covariates could be investigated and adjusted during analysis which shares the same 

intension of randomized control trials with the baseline covariates effects elucidated 

by study design and randomization. Due to the restrictions on the accessibility of 

whole CPRD data set of our licence, such study designs were not feasible. 

Nevertheless, stratified sampling strategy based on general practice and study years 

has minimized the possible variations owing to data recoding behaviour at general 

practice level over time, which is less relevant to daily clinical practice at individual 

level. 

 

During temporal validations, part of the data used for validation was adopted during 

model development. Such ‘information leakage’ is not optimal for model validation 

as it does not keep training and test data entirely separate (Steele et al., 2018). 

However, the study results have already demonstrated that it is able to generate 

meaningful outcome as long as updated or new information is introduced during 

validation process. Some models are shown to be lack of replicability, which 

indicates there were significant chronological trends in terms of disease management, 

healthcare data documentation, code drifting have happened in the UK primary care 

system even within four-year period such changes in antibiotic prescriptions 

addressed in chapter four.  
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8.3 Conclusion and future implications 
 

The study shows the potentials of using machine learning to implement such 

techniques to primary care EHRs in the context of pneumonia re-consultation within 

RTI patient cohort. Compared to conventional modelling approach, machine learning 

algorithms are able to produce an array of novel and holistic models with wider 

range of individual health care information. Machine learning shows the value of 

being able to disentangle the complexity of overlapping information carried by 

included predictors which could serve for tailored disease management, conducting 

exploratory analysis, identifying underlying disease pattern, generate research 

hypothesis even clinical trial recruitment (Weng et al., 2017, Grosios et al., 2010).  

 

In order to translate prediction model into clinical utility, the validity of machine 

learning algorithms should be established through external validation and replication. 

This would require transparent reporting of study population characteristics, how 

healthcare information was constructed into predictors, essential elements of variable 

selection process as well as model development exercise.  
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Chapter Nine : Overall discussion and conclusions 
 

This chapter begins with a summary of the main findings of this research, followed 

by a general discussion and reflection on the thesis, presenting further conclusions 

and discussing the implications for future research.  

 

9.1 Summary of main findings 
 

This thesis comprised four inter-related studies to offer a coherent understanding of 

prediction modelling in the context of CAP following RTI consultations in primary 

care settings. The initial epidemiological study analysed primary care electronic 

health records data from 102 general practices in England between 2014 to 2017. An 

annual relative reduction rate (RRR) for total antibiotic prescription of 6.9% was 

found from 2014 till 2017. The decline in antibiotic prescriptions for broad-spectrum 

β-lactam showed a faster rate of decline with RRR being 9.3% per year. Overall, 

more than half (54.1%) of antibiotic prescriptions were not recorded with specific 

clinical conditions or informative diagnostic codes. Respiratory conditions remained 

the most frequent indications for antibiotic prescriptions associated with informative 

medical codes and showed the greatest reduction in prescription rates.  

 

The following epidemiological study aimed to investigate the secular trends in the 

incidence of pneumonia and related respiratory conditions using data from the UK 

general practices contributing to CPRD from 2002 to 2017. Four respiratory 

conditions were evaluated: clinically-diagnosed pneumonia, clinically-suspected 

pneumonia defined as antibiotic treated chest infection, influenza pneumonia and 

pleural effusion. Annual percentage change (APC) estimated from joinpoint 

regression model was adopted to quantify the chronological changes and identify 

significant turning time points over the 16 years of follow up. Clinically-diagnosed 

pneumonia incidence was found to increase over time with an accelerated trend with 

an APC of 5.1% after 2010 compared to that of 0.3% before 2010. For clinically-

suspected pneumonia, an overall contemporaneous trend with average increasing rate 

being 3.8% from 2002 to 2008 whereas a faster decreasing rate of 4.9% thereafter 

until 2017. Influenza pneumonia increased in the epidemic year of 2009. Pleural 
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infection rates remained to be static over the study years. The study results suggested 

that antibiotic prescribing practice together with clinically coding behaviour partly 

accounted for the apparent increase in clinically diagnosed pneumonia in primary 

care settings.  

 

In the systematic literature review of current research evidence of prognostic factors 

of community-acquired pneumonia (CAP) published between 1st January 2010 and 

20th January 2020, 30 individual prognostic studies and 16 systematic reviews were 

included. Individual prognostic studies were assessed for risk of bias. Only 12 

studies were rated as being at low risk of bias. Overall, 33 prognostic factors for CAP 

were identified which could be broadly categorized into six groups: patient general 

impression, clinical test biomarkers, medication utilization, lifestyle and 

environmental exposure, preventive procedures and co-morbid conditions. 

Conflicting results concerning the predictive values of C-reactive protein (CRP), 

weight gain/ obesity, flu and pneumococcal vaccinations for CAP were reported. The 

main sources of bias were attributed to statistical methodology, inadequate reporting, 

lack of control of confounding variables and lack of representative study populations. 

Understanding the contextual information on how prognostic studies were 

implemented is essential to explain the prognostic value of identified predictors and 

provide possible candidate variables that could be potentially included in prediction 

modelling study. 

 

Based on these study results together with the enriched primary care information 

documented in CPRD, an inclusive approach was adopted for candidate predictors. 

Machine learning algorithms together with conventional modelling methodology 

were employed for variable selection to identify potentially important predictors for 

the final models. In general, patients presented with LRTIs were at the high risk of 

reconsulting with pneumonia in the following 30 days. Antibiotic prescription has 

shown to be protective for RTI patients in terms of near future pneumonia 

consultations. Among patients presenting with LRTIs, those aged over 85 years 

remained at higher risk of reconsulting with pneumonia even if antibiotic 

prescriptions were offered during the consultation; those aged between 76 to 85 with 

two or more comorbidities as measured by Charlson comorbidity index were also 
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identified as a risk group despite antibiotic prescription. For patients presenting with 

LRTIs, but where clinical discretion did not lead to antibiotic management, those 

who were younger (16 to 65 years old) without asthma nor immunosuppressant drugs 

appear to have higher risks of pneumonia re-consultation within 30 days; whereas for 

patients older than 65 the risk would persist independent from other risk factors. 

However, we caution that allocation to antibiotic treatment as well as other disease 

management procedures was not randomized and confounding by indication might 

account for counter-intuitive findings. Meanwhile, for patients presented with URTIs 

only, the risk of re-consulting with pneumonia within 30 days was found among 

patients younger than 76 years who were not treated with asthma drugs but 

diagnosed with more than three long term conditions being under weight. The study 

results suggest that current management plan of URTIs in the UK primary care was 

generally appropriate. Prediction modelling results of LRTI patient indicate that 

more attention should be paid to subgroups of LRTI patients to find out underlying 

reasons responsible for the onset of LRTIs. Based on study findings, machine 

learning techniques are able to identify novel disease pattern compared to 

conventional approaches, which could be used to generate research hypothesis, 

individualized research design for inventory clinical trials. 

 

9.2 General discussion and reflections on the thesis 
 

Artificial intelligence (AI) or machine intelligence in healthcare, has potential to 

transform the landscape of medicine and medical research (Matheny et al., 2020b). 

The major difference between human intelligence and artificial intelligence is that 

the former is a type of individual intelligence whereas the latter is network based 

intelligence which may sometimes perhaps be observed in the natural world, as 

among ant colonies rather than human beings (Sibisakkaravarthi and Subramaniam, 

2017). Therefore, direct comparisons between human intelligence and artificial 

intelligence are generally unnecessary. The essential attributes for this type of 

intelligence are big data, modelling algorithms and computational technology- the 

historical trajectory of which is denoted by Moore’s law (Moore, 1965). 

Alternatively, the same concept could be captured as information, instruction 

commands and energy. That is, the realization of artificial intelligence is a process of 
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deploying energy to process information under the guidance of algorithms. The 

discussion of the inter-related research studies of the thesis is integrated into the 

implications of these three aspects to research. 

 

Energy and Moore’s law 

 

Moore’s law is not a physical law but a classic example of a prediction model, which 

is adopted to guide work planning and set targets for professionals in the 

semiconductor industry. The model states that the number of transistors on a 

microchip doubles every two years and this growth rate was projected to last for 

decades (Moore, 1965). From the most primary form of computer-abacus to the 

current high-performance computer, endeavour was made to enhance the calculation 

efficiency per unit energy. As long as current computer performance is based on 

physical materials like silicon chips, it will eventually reach technical limits. This 

explains recent questions concerning whether the semiconductor industry is ready for 

the end of this prediction (Waldrop, 2016, Rotman, 2020).  

 

Doing things within boundaries 

 

This gives us the first implication: do things within boundaries, which is crucial for 

researchers to keep away from the ‘hype’ of novel methodologies or technologies 

and set realistic goals for their own work. The advancement of computer 

performance has enabled data science to flourish (Efron and Hastie, 2016b), but 

infinite improvement of computer performance should not be expected. Research 

always faces limits of various sorts, which is unavoidable. Doing things within the 

boundary mainly refers to finding a relatively better solution within these objective 

limits. For example, in medical research, very few researchers have set as a primary 

objective that of prolonging human life into immortality or a longevity of enormous 

range. But most efforts aim to defer premature death and enhance the quality of life.  

 

In this thesis, we performed a stratified sampling approach due to the restrictions of 

data accessibility, which may not be optimal compared to analysing data for a study 

population including all patients consulting with RTI over all study years. By 
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acknowledging the limitations, the stratification criteria were set to be GP practices 

and individual study years, based on previous study findings. Supervised machine 

learning approaches were deployed given that patients with and without pneumonia 

were ‘labelled’ as such by clinicians. But when the quantity of data goes beyond the 

labelling capability of individual doctors and data at hand does not contain the 

information on prior knowledge of outcome values, supervised machine learning 

algorithms are generally unsuitable, then unsupervised machine learning approaches 

should be considered instead. Further, multiple variable selection methods were 

employed, because there is no model that performs best for all problems and fits well 

for all kinds of data as denoted by ‘no free lunch theorem’ in computer science 

(Wolpert and Macready, 1997). Therefore, research was performed to find a relative 

robust answer for the given research question rather aiming for the best answer that 

may not even exist.  

 

Understanding the historical trajectory of research topic 

 

The second implication of Moore’s law is that it is important to have some 

knowledge of the history of the research topic. This includes the evolutionary 

benchmarks of a branch of science and the reasons behind them, including the 

bottlenecks that hampered the way and how they were eliminated. These are exactly 

the fundamental elements to explore. In the context of this thesis, the definition of 

CAP was initially developed to guide empirical antibiotic choice according to the 

common causal pathogens in the environment where the patients acquired the 

infection. Major health policies, or initiatives in antibiotic stewardship, eventually 

impact on coding behaviour in the healthcare system and result in the fluctuations in 

the apparent incidence of infectious conditions. Therefore, the chronological changes 

in the incidence rates of CAP together with related respiratory conditions were 

investigated. It was important to begin with epidemiological study of a research 

topic, the research results have identified the turning point of incidence trend being 

around 2010-2011. This suggested the existence of chronological changes in primary 

care which may not be only confined within respiratory conditions. And such 

changes are not expected to parallel with each other. Hence, prediction models 

generated from data of different years could be slightly different as shown by the 



 

 269 

sensitivity analysis using subset of data from 2014 to 2017. It could be more 

clinically relevant for prediction modelling study using recent data as long as the 

sample size is sufficient even if this is at the expense of larger sample size by 

aggregating dated information.  

 

Efficiency as an essential evaluation criterion 

 

Moore’s law denotes the fundamental role of efficiency of energy employed for 

computation. From transistor to integrated circuit, technology is set to improve the 

efficiency of per unit computational energy, which fits the generic rule of evolution 

pointing at ‘energy conservation’. That is, given the same amount of resources, the 

evolutionary direction is always one that would yield more efficiency or save costs, 

if not in the short term then it- must be so in the long run. This gives us a simple rule 

to evaluate if a piece of research or even investment is worthwhile: only if the 

planned work could generate incremental benefits in terms of improvements in 

efficiency or saving in cost.  

 

Prediction modelling using existing big data could be regarded as using information 

to exchange for energy with machine learning algorithms aiming to enhance the 

efficiency of such processes. In another word, prediction modelling is trying to find a 

simplified model to explain the majority of the question at hand. George Box’s 

aphorism ‘All models are wrong, but some are useful’ denotes the essence of the 

information that statistical models do not fully capture the complexity of reality but- 

still contribute the value of their utility (Box et al., 2005). The famous quotation 

‘Everything should be made as simple as possible, but not simpler’ articulates the 

principle of Occam’s razor which has wide applications ranging from science, 

biology to religion (Schaffer, 2015). In statistical modelling, the preference for 

simplicity could be illustrated by penalized regression models dealing with over-

fitting problems. An excessively complex model is difficult to capture the underlying 

structure, thus may not always have better predictive performance than a simpler 

model. Similarly, for the same prediction, when competing hypotheses are presented, 

the heuristic approach is to choose the one with fewer assumptions (Anderson, 

2002). In this thesis, prediction modelling results based on variable selection through 
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machine learning algorithms have shown that four or five variables out of more than 

30 variables are able to achieve acceptable predictive performance. The models 

developed are able to provide simple yet robust foundations for further research to be 

developed, which function much the same as low magnification microscope to make 

a preliminary observation of a specimen. Therefore, prediction models generated 

from big data processed by machine learning algorithms are generally more efficient 

compared to embarking a new study with similar data quantity and information 

dimensions.   

 

Literature review following systematic approaches as a starting point  

 

In order to determine the incremental benefits of planned research, it is fundamental 

to know where we are and then we can identify where we need to be. This entails the 

necessity of systematic review in research. It is important to acknowledge that much 

of the time researchers are doing incremental rather than entirely novel work. The 

systematic review does not merely serve for identification of current knowledge gap 

but having a relative objective understanding of research area following a 

methodological, comprehensive fashion and reported in a transparent way, so that the 

research is replicable (Siddaway et al., 2019). Given that the main objectives of the 

systematic review should be efficient in comparison to conducting a new piece of 

research and critically appraising reviewed research evidence, the reviewed studies 

are generally set to be published and unpublished research papers rather than books. 

This is partially because reviewing research papers is quicker than reviewing books, 

more importantly determined by the difference in writing style between academic 

papers and books in general. It is crucial for academic researchers to disseminate 

research results from a relatively impartial perspective, whereas book (here does not 

include textbooks) authors may be prone to hold particular views like Bayesian 

versus frequentist. Therefore, the reviewed materials are mainly research papers from 

multiple databases, so that a comprehensive understanding of research topic is 

possible.  

 

Systematically conducting the review following valid methodology is essential, not 

just for systematic review but for any type of research. Even if the results generated 
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from systematic approaches were similar to tossing a coin or random guess, the 

systematic process under methodological guidance makes the result replicable so that 

the authenticity, feasibility of the study could be checked and transferred to related 

research questions, more importantly, enables further improvement, which may make 

the difference.  

 

The specific implication of Moore’s law reflected in this thesis is the study of 

antibiotic prescription in the English general practice. Just like Moore’s law which 

denotes the revolutionary benchmark in computer science is to increase the 

calculation efficiency per unit energy, antibiotics have modified the disease profile of 

modern history especially in infectious medicine field with pneumonia being the 

eminent case. Therefore, understanding antibiotic utilization in the community 

eventually contribute to sensible inference of prediction modelling results. Also, it 

served to explore possible bias of research topic since antibiotics constitute the 

essential element of CAP management which are not allocated to patients by 

randomization. Examine the key role directly associated with research question at 

hand will provide an important perspective to interpret study findings even if there is 

no apparent linkage to the main objective of the study.   

 

Information- big data from electronic health records (EHRs) 

 

Data structures and algorithms constitute the two fundamental elements of computer 

programming (Wirth, 1986). Without knowing the representation and underlying 

structure of the data, it is difficult to choose and construct the algorithms applied to 

them, vice versa, processing raw data into structured data has to reference chosen 

algorithms. Therefore, data structures and computer algorithms are intertwined in 

almost all aspects with each other.  

 

In this thesis, understanding data structure preceded the application of algorithms. 

Because it is crucial to have clear objectives of data employed to answer the research 

question before analysis is performed on them. The main issues related to data 

structuring in this research include how EHR data become the repository of 

healthcare information as discussed in chapter three and, how these HER data were 
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constructed for prediction modelling which was discussed in chapter seven and eight. 

Here, how EHR data in primary care was bounded with CAP is discussed below. 

 

Using existing information to update evidence on common conditions 

 

Given the function and anatomy structure, respiratory and gastrointestinal systems 

are constantly exposed to the environment, which explains that most historical 

pandemics involved these two systems (LePan, 2020). However, with enhanced 

infection control and prevention procedures in modern society especially in 

disrupting ingestion transmission route, recent pandemics were mainly found with 

respiratory conditions being the common presentations such H1N1 (influenza A 

virus subtype H1N1) in 2009 and current Covid-19 (LePan, 2020, Huremović, 2019, 

Liu et al., 2020). Also, RTIs remain the leading common presenting condition in 

primary care in both developed and developing countries  worldwide (Finley et al., 

2018). It is also noticed that many research studies around CAP have presented with 

various results, yet similar conclusions as discussed in chapter one and six. 

Nevertheless, innovative research finding offering coherent comprehensive 

understanding of CAP is still lacking (Brown, 2012). These indicate that respiratory 

infection conditions are a group of common conditions accompanying human history 

for long term with many individual components of the conditions have been well 

studied. Therefore, using enriched existing data like EHR information from primary 

care where most CAP are managed, to update evidence of overall disease profile of 

subgroups of CAP patients is considered to be efficient. 

 

Instruction commands- computer algorithms  

 

Recursion is a central problem-solving approach for computer algorithms which 

makes them computationally efficient by dividing a complex problem into smaller 

sub-problems with the same type of their origin, then repetitive executions could be 

applied, and results are combined to resolve the complex problem. Recursive 

algorithms call themselves repetitively until the base condition or the stopping 

condition is met. Such a top-down branching structure approach is different from 

iteration, which repetitions are implemented using a looping construct until the 
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condition fails (CodeIT, 2020). Given that the implementation of recursion does not 

require prior knowledge, unlike the predefined looping construct in iteration, but 

solely relies on the repetitions of the algorithms, recursive approach sometimes is 

considered to be effective to deal with complicated problems. Whereas for iterative 

approach, the successful implementation needs foreknowledge or to set up a block of 

statements, and the looping function is repeated using output from one iteration as 

the input to the next. Iteration patterns are generally more familiar to humans as the 

natural learning process mimics the looping function- one begins with the basic 

knowledge and gradually upgrades to more advanced knowledge step by step. This 

thesis is, by no means, trying to elucidate these two approaches, rather considering 

the relevant implications for research. 

 

Recursion for study design 

 

First, the recursive approach starts from the overall problem itself rather than parts of 

the problem. When there is little information on the problem or the complex 

interactions between different parts of the problem, having a helicopter view by 

examining the broad aspects of the research question could efficiently harness the 

fundamental elements of the question. Because a research question is embedded in a 

context and compounded in different factors at various levels, it is difficult to 

manage the problem from one point in the system. As discussed previously, the data 

documented in EHRs is the composite reflection of the interaction between 

individual patients and healthcare system, as well as how EHR system functions and 

is deployed during healthcare service delivery at both individual and population 

levels. Therefore, it may not be practical to initiate the investigation of the research 

topic by relying on expert opinion as this may risk omitting components that were 

not captured by specialist knowledge.  

 

In this thesis, antibiotic prescription in UK primary care was investigated for 

common infectious indications rather than pneumonia alone. Because antibiotic 

therapy is the fundamental or even eventual treatment for most infectious conditions 

managed in primary care irrespective the treatment outcome. It is difficult to have a 

up to date prior knowledge about how this group of drugs were being prescribed 
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during daily clinical practice at population level or which specific conditions might 

account for substantial proportions of antibiotic prescriptions in the general 

population. During the study, the most frequent respiratory codes for antibiotic 

prescription were found to be cough and chest infection. Even if this was a simple 

tabulation, it confirmed two points: cough is the most frequent respiratory related 

code, even if it is just a symptom, which could be included as an individual predictor; 

chest infection, which is not a formal diagnosis and easily being missed out in a code 

list relying on expert opinion, actually accounted for larger proportion of antibiotic 

prescriptions than codes suggesting substantive respiratory diagnoses like 

pneumonia. In the epidemiological study of pneumonia incidence trends, the 

incidence rate of clinically suspected pneumonia defined as antibiotic treated chest 

infection was at least nine times than that of clinically diagnosed pneumonia. These 

study findings informed prediction modelling study, also entailed the clinical 

relevance of developed model in the context of UK primary care system. 

 

Objectivity vs subjectivity in machine learning 

 

Secondly, the advantage of the recursive approach is that the fast repetition of the 

same algorithm until the base condition is satisfied enables computational efficiency. 

The base condition or in another word the ‘mission’ of the computation is generally 

set to minimize the difference between observed outcomes and predicted outcomes. 

In this prediction modelling study, this mission was set to be misclassification error 

during variable selection. However, the mission of the algorithms may not 

necessarily be the objective of the study. That is the algorithms only aim to develop 

accurate models rather than making sense out of data according to the study scenario, 

which calls for the human input in order to generate a sensible model relevant to the 

research question. This will generate the question of whether human input violates 

the objectivity of the study result? 

 

Objectivity is a philosophical concept that contrasts with subjectivity. In science, 

objectivity mainly requires researchers to deliver the study process, judge the study 

results and disseminate the study information without partiality or under the 

influence of any individual entity, to assure academic rigour (Honderich, 2005). This 
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does not place subjectivity in an inferior place in scientific research as the most 

insightful interpretation to deepen the understanding of a research topic derives from 

subjective critical reflections (Greenhalgh et al., 2018). Also, some objective 

statements like ‘It either rains tomorrow, or not’ are probably the least useful 

observations about real life. Equally, most statistical measures or methodologies 

were originated from subjective conceptualization. From the choice of p value to 

current ML algorithms, none of them has natural existence but were developed from 

valid scientific theories. Therefore, elimination of subjective interpretation or 

discretion may diverge from the essential principle indicated by objectivity: impartial 

or unbiased. Research studies crafted through subjective interpretation and critique 

from multi-perspectives following structured approaches are still considered to be 

valid, including the Delphi method (Thangaratinam and Redman, 2005) and narrative 

review (MacLure, 2005). In ML, to generate objective results does not mean 

researchers should do as little as possible to the model and let the algorithms 

dominate the modelling process rather, introduce subjective decisions without 

manipulation based on evidence from various sources like medical literature and 

previous even interim study results. It is essentially about understanding a discipline 

of certain form meanwhile allowing freedom for research studies to be imposed onto 

that form, which does not go beyond the realms of comprehension.  

 

In this thesis, studies from multiple perspectives deploying corresponding study 

designs and methodologies were implemented to serve prediction model 

development. For example, pneumonia was examined from its treatment (chapter 

four) and chronological trend (chapter five); code lists for data extraction were sorted 

based on expert opinion and natural language processing (chapter three); candidate 

predictors were sought from systematic review with multiple sources (chapter six); 

variable selection adopted both conventional approaches and ML algorithms (chapter 

seven) was implemented; model development was based on variable selection 

results, clinical relevance and usefulness; major bias related to final modelling results 

were sourced through these series studies as discussed in (from chapter three to six 

and chapter eight).  
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Iteration for study implementation 

 

As discussed earlier before, recursion is efficient to deal with complex problems 

especially when little knowledge is available at the initial phase. But in order to 

ensure the model works better for specific research questions in later stages and at 

various immediate levels, refinement through an iterative process might be 

beneficial. A real-life example to explain this is empowerment in modern leadership. 

Apart from the popular virtues of empowerment like motivation, job commitment, 

sense of self realizations (Lee et al., 2018), empowerment is generally efficient for 

decision-making, especially when the size of the organization is large, or the 

structure of the organization is complex, or the changing pace in that industry is fast 

or the combination of any (Appelo, 2015). The function of such organizations 

depends on numerous of decisions at various levels. It is necessary that problem 

solving starts from the central level by capturing the majority of problem aspects 

other than any point from lower level. But it is almost impossible to have all the 

information at the central level to generate good decisions that function well 

everywhere across the whole organization. That explains why micromanagement is 

criticised because it is not efficient and if the central command does not work well, 

then the whole organization fails. Empowerment may allow decisions to be made 

from available information at local level under the constraints of central command. 

That is the realization of the overall objective is through iteration at local level with 

the foreknowledge being central command. If every level is exercising the same 

decision, it will become feudalistic structure; if each level is self-organising without 

central decisions, then the outcome may be less predictable.   

 

The prediction modelling for the thesis started from variable selection following an 

iterative process as reported in chapter eight. For random forest, the initial 

hyperparameter (Ntree) was identified based on OOB misclassification error. Then 

another hyperparameter (Mtry) with array of values (5 to 30 with increment being 5) 

was applied based on chosen tree number (50). Then random forest models from less 

fitted to over fitted ones were developed to detect the most predictive variables. 

Candidate variables short listed based on averaged model importance ranks were 

selected for model development. A similar iterative process was applied to penalized 
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regression models. Another case is the pruning procedure for classification and 

regression tree (CART). CART is a typical ‘greedy’ recursive approach which only 

looks down to the problem in the next step. But the pruning process is iterative and 

factoring in considerations specific to the scenario. That is, for a given complex 

problem, study design could adopt recursive perspective but realized through an 

iterative process 

 

Clinical significance in prediction modelling  

 

Finally, it is crucial to incorporate clinical significance into prediction modelling 

process. Statistically modelling or mathematical equations sometimes could be 

regarded as using a quantitative language to describe the nature of research question 

at hand. That is, certain medical statistical models share much the same concept that 

could be explained by clinical knowledge which share much the same concept of 

wave-particular duality (Boyer et al., 1938). For example, during survival analysis 

where time effect of certain hazardous (or protective) factors are investigated, the 

analysis aims to find out if the outcome of interest resulted from the accumulation of 

such effects over predefined time. This would require that such effects remain to be 

constant within acceptable range (may not necessarily be absolutely static) over time, 

which is reflected by the validity of proportional hazards assumption (Bewick et al., 

2004). Also, when there are alternative factors could preclude the outcome of interest 

being observed or reported, competing risk is considered (Zhang, 2017). Another 

example of such is the indication of Hagen-Poiseuille equation (R=8hl/ πr4, R: 

resistance, h: the dynamic viscosity, l: length of pipe, r: the radius of the pipe) to the 

determinants of airway resistance. Because of the fourth power of the radius of the 

pipe, a relatively small change in the radius of airway will lead to a significant 

increase in airway resistance even if the assumptions of the equation are not strictly 

held when it is applied to respiratory physiology (West, 2012). By understanding the 

concept, it is apparent why bronchodilators constitute the essential role in acute 

asthma management (NICE, 2019a). Therefore, rules or models that are valid in 

research generally stay valid out of research.  
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The ‘criticism’ of machining learning of being a ‘Black box’ 

 

One of the major criticises that machine leaning algorithms received is that they are 

often referred to as a ‘black box’, which points at the complexity of how risk factors 

behave and how the effects of individual factors contribute to the outcome of interest 

(Weng et al., 2019, Olden and Jackson, 2002). This, by no means, the limitation of 

machine learning algorithms but relies in the excessive amount of necessary 

background knowledge required for intended audiences or users of machine learning 

research outputs compared with those generated from conventional modelling 

approaches, which critical appraisal and judicious application are enabled. The 

technical explanation for this phenomenon could adopt channel capacity in 

information theory or bandwidth in computer science which is defined as the 

maximum rate of information can be reliably transmitted over a communication 

channel (Cover, 1999). The key implication of this definition states the channel 

capacity is determined by the maximum mutual information between the input and 

output of the channel (Cover, 1999). Therefore, information transmission efficiency 

largely depends on the mutual information shared between senders and receivers. A 

real-life example that adopts this notion is that researchers are asked to write for their 

readers when disseminating their research results through publications (Dixon, 

2001). The subtext is that what is the general professional knowledge that the 

majority of the intended audience share in this field? This determines how key 

messages could be organized into a logical structure in order to communicate with 

the readers efficiently. If certain terms or jargons are common sense for both 

researchers and intended audiences, then a brief description should be ample 

otherwise a relatively granular detailed explanation is needed. This, in return, affects 

the communication efficiency when limited word count is applied to the draft. 

Another classic example in medical practice is that doctors are not allowed to talk to 

patients and their family using medical terms to avoid inefficient communications 

and issues derived from insufficient understanding due to mismatched information 

between two parties in such scenarios (Rimmer, 2014).  

 

When it comes to AI in healthcare, the possible solution is to incorporate training and 

educational programmes into healthcare professional development curriculums at 
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various levels, which is advocated by health care academics recently (Matheny et al., 

2020b). Because the trend that AI will influence healthcare service as well as 

medical research at accelerating speeds is very unlikely to be stopped or being 

slowed down, and bypassing the fact that equipping AI product consumers with 

necessary knowledge is the fundamental element to resolve the ‘black box’ issue, 

shall never lead to efficient deployment of AI technology in healthcare (Matheny et 

al., 2020a). Admittedly, transparently reporting machine learning modelling process, 

validating analytical methodology and data visualizations together with other efforts 

such as involving human factors (WHO, 2016a) made by researchers are able to 

enhance the communication efficiency of study outputs, the lack of methodology 

literacy of product consumers does not constitute the limitations of algorithms 

themselves.  

 

In summary, the concept of using efficiency as reference criteria, following 

systematic approach from multiple perspectives has running through the whole 

thesis: from conceiving the research question, study design to conducting each 

individual study. 

 

9.3 Strengths and limitations of this thesis 
 

This section addresses the general strengths and limitations of this thesis, with 

detailed discussing presented in each study chapters (chapter four, five, six and 

eight). 

 

The first strength relates to the overall study design of the thesis, research findings 

from previous studies contributed to the final prediction modelling study. Examining 

research question from various angles were integrated to generate a coherent and 

comprehensive understanding of research results of the thesis as a whole. Second, the 

application of both machine learning and conventional modelling approach has 

provided complementary information to each other. Research findings generated 

from machine learning algorithms have detected novel and tangible disease profile 

that may not be captured by traditional methodology. And to our knowledge, this is 

the first study applying machine learning algorithms to routine primary care EHRs to 
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investigate pneumonia patient profile after initial RTI consultations in a large general 

population. Third, all potential predictors such as frailty with information 

documented in the data set were explored. This would allow the final results and 

conclusion of the thesis to be robust. Fourth, the reporting of each studies has 

followed the guidelines of individual disciplines. Finally, the thesis benefits from 

adopting a nationally representative database of primary care EHR for analysis. Both 

the representativeness and quantity of research data entailed the quality of the study. 

 

The limitations of CPRD data relating to this thesis derived from the bias introduced 

by inaccessibility of free texting information as discussed in chapter four. Therefore, 

information documented as free texting form such as patient’s symptoms were not 

able to be investigated. Also, as illustrated in chapter eight, missing values of some 

predictors may carry certain meaning. Because offering and holding back certain 

treatment or measurements depends on various factors such as healthcare service 

seeking behaviour, clinical discretions or the availability of certain tests. Therefore, 

certain counter intuitive results were presented. Finally, the study population only 

captured regular resident patients presented during routine primary care 

consultations. Healthcare services delivered in out-of-hour, walk-in centre, nursing 

home, private sector, emergency and secondary care facilities were not included. 

 

9.4 Conclusions and future implications 
 

The main objective of this thesis was to understand the characteristics of RTI patients 

who presented with pneumonia within 30 days in the UK primary care settings 

through prediction modelling using EHRs. During prediction modelling study, 

machine learning model together with conventional logistic regression model were 

deployed. Research results demonstrated that machine learning techniques applied to 

routine EHR data have the potentials to identify novel disease pattern that would 

otherwise not have been captured using standard approaches. Future epidemiological 

studies then could be designed specifically based on individualized data-driven 

models from big data sources to verify these signals and support the initial stated 

research hypothesis. 
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Appendices:  
 

Appendix A: Comparisons of clinical terminology systems 
 

Table A 1: Comparisons within primary care terminology systems (Read code 
version 2 and International Classification for Primary Care, ICPC-2) 

Read code-2 Chapters ICPC-2 Chapters 
0.... Occupations A General and unspecified 

1.... History / symptoms A General and unspecified 

2.... Examination / Signs A General and unspecified 

3.... Diagnostic procedures NA 

4.... Laboratory procedures NA 

5.... Radiology/physics in medicine NA 

6.... Preventive procedures NA 

7.... Operations, procedures, sites NA 

8.... Other therapeutic procedures NA 

9.... Administration NA 

A.... Infectious and parasitic diseases NA 

B.... Neoplasms NA 

C.... Endocrine, nutritional, metabolic and immunity 

disorders 

T Endocrine, metabolic and 

nutritional 

D.... Diseases of blood and blood-forming organs B Blood, blood forming 

organs, lymphatics, spleen 

E.... Mental disorders P Psychological 

F.... Nervous system and sense organ diseases F Eye; H Ear; N Neurological 

G.... Circulatory system diseases K Circulatory 

H.... Respiratory system diseases R Respiratory 

J.... Digestive system diseases D Digestive 

K.... Genitourinary system diseases U Urology; X Female genital 

system and breast; Y Male 

genital system 

L.... Complications of pregnancy, childbirth and the 

puerperium 

  

M.... Skin and subcutaneous tissue diseases S Skin 

N.... Musculoskeletal and connective tissue diseases L Musculoskeletal 

P.... Congenital anomalies   
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Q.... Perinatal conditions W Pregnancy, childbirth, 

family planning 

R.... [D]Symptoms, signs and ill-defined conditions   

S.... Injury and poisoning NA 

T.... Causes of injury and poisoning NA 

U.... [X]External causes of morbidity and mortality NA 

Z.... Unspecified conditions A General and unspecified 

  NA Z Social problems 
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Table A 2: Comparison of main structure between Read Code-2 and 
International Classification of Disease, ICD-10 

Read Code-2 Chapters ICD-10 Chapters 

0.... Occupations NA 

1.... History / symptoms NA 

2.... Examination / Signs NA 

3.... Diagnostic procedures NA 

4.... Laboratory procedures NA 

5.... Radiology/physics in medicine NA 

6.... Preventive procedures NA 

7.... Operations, procedures, sites NA 

8.... Other therapeutic procedures NA 

9.... Administration NA 

A.... Infectious and parasitic diseases I Certain infectious and parasitic 

diseases   

B.... Neoplasms II Neoplasms   

C.... Endocrine, nutritional, metabolic and 

immunity disorders 

IV Endocrine, nutritional and metabolic 

diseases   

D.... Diseases of blood and blood-forming 
organs 

III Diseases of the blood and blood-
forming organs and certain disorders 

involving the immune mechanism   

E.... Mental disorders V Mental and behavioural disorders   

F.... Nervous system and sense organ 

diseases 

VI Diseases of the nervous system & VII 

Diseases of the eye and adnexa (F4...) & 

VIII Diseases of the ear and mastoid 

process (F5...) 

G.... Circulatory system diseases IX Diseases of the circulatory system   

H.... Respiratory system diseases X Diseases of the respiratory system   

J.... Digestive system diseases XI Diseases of the digestive system   
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K.... Genitourinary system diseases XIV Diseases of the genitourinary 

system   

L.... Complications of pregnancy, childbirth 

and the puerperium 

XV Pregnancy, childbirth and the 

puerperium   

M.... Skin and subcutaneous tissue 

diseases 

XII Diseases of the skin and 

subcutaneous tissue   

N.... Musculoskeletal and connective tissue 
diseases 

XIII Diseases of the musculoskeletal 
system and connective tissue   

P.... Congenital anomalies XVII Congenital malformations, 

deformations and chromosomal 
abnormalities   

Q.... Perinatal conditions XVI Certain conditions originating in the 

perinatal period   

R.... [D]Symptoms, signs and ill-defined 

conditions 

XXII Codes for special purposes   

S.... Injury and poisoning XIX Injury, poisoning and certain other 

consequences of external causes   

T.... Causes of injury and poisoning XX External causes of morbidity and 

mortality   

U.... [X]External causes of morbidity and 

mortality 

XX External causes of morbidity and 

mortality   

Z.... Unspecified conditions XVIII Symptoms, signs and abnormal 

clinical and laboratory findings, not 

elsewhere classified   
 

NA XXI Factors influencing health status and 
contact with health services   
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Table A 3: Comparison of main structure between ICPC-2 and ICD-10 

ICPC-2 Chapters ICD-10 Chapters 
 

NA I Certain infectious and parasitic diseases   
 

NA II Neoplasms   

B Blood, blood forming 

organs, lymphatics, spleen 

III Diseases of the blood and blood-forming organs 

and certain disorders involving the immune 
mechanism   

T Endocrine, metabolic and 

nutritional 

IV Endocrine, nutritional and metabolic diseases   

P Psychological V Mental and behavioural disorders   

N Neurological VI Diseases of the nervous system   

F Eye VII Diseases of the eye and adnexa   

H Ear VIII Diseases of the ear and mastoid process   

K Circulatory IX Diseases of the circulatory system   

R Respiratory X Diseases of the respiratory system   

D Digestive XI Diseases of the digestive system   

S Skin XII Diseases of the skin and subcutaneous tissue   

L Musculoskeletal XIII Diseases of the musculoskeletal system and 

connective tissue   

U& 

X&Y 

Urology& Female genital 

system and breast & Male 

genital system 

XIV Diseases of the genitourinary system   

W Pregnancy, childbirth, 

family planning 

XV Pregnancy, childbirth and the puerperium   

 
NA XVI Certain conditions originating in the perinatal 

period   
 

NA XVII Congenital malformations, deformations and 
chromosomal abnormalities   

A General and unspecified XVIII Symptoms, signs and abnormal clinical and 

laboratory findings, not elsewhere classified   
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NA XIX Injury, poisoning and certain other 

consequences of external causes   
 

NA XX External causes of morbidity and mortality   

Z Social problems XXI Factors influencing health status and contact 
with health services   

 
NA XXII Codes for special purposes   
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Appendix B: Medical codes associated with antibiotic prescriptions 

in primary care in England 
 

Table A 4: Medical codes associated with 99.8% antibiotic prescriptions in 
CPRD ranked descendent according to frequencies 

Med code 
Number of 
episodes Read code Read term 

16 116951 9N31.00 Telephone encounter 

26 70142 6A...00 Patient reviewed 

1 62477 246..00 O/E - blood pressure reading 
92 50517 171..00 Cough 

1273 47609 171..11 C/O - cough 

18726 43161 9N3A.00 Telephone triage encounter 

138 35355 H03..00 Acute tonsillitis 

7579 34500 1J4..00 Suspected UTI 

2581 33859 H06z000 Chest infection NOS 

6154 28452 242..00 O/E - pulse rate 

2 24969 22A..00 O/E - weight 
68 23986 H06z011 Chest infection 

5755 22571 1C9..00 Sore throat symptom 

33 22156 1371.00 Never smoked tobacco 

1289 20331 K190.00 Urinary tract infection, site not specified 

7622 20013 8CAL.00 Smoking cessation advice 

6039 19824 9N1C.11 Home visit 

6677 19197 9Z...00 Administration NOS 
38 18823 8CB..00 Had a chat to patient 

980 18642 H01..00 Acute sinusitis 

389 18054 K15..00 Cystitis 

12200 17747 661M.00 Clinical management plan agreed 

8034 17336 8B3S.00 Medication review 

93 16522 137P.00 Cigarette smoker 

90 16187 137S.00 Ex smoker 

2637 15275 H05z.11 Upper respiratory tract infection NOS 
74 14306 8B3H.00 Medication requested 

76 13856 H05z.00 Upper respiratory infection NOS 

292 13149 1719.00 Chesty cough 

379 12865 M261000 Acne vulgaris 

1649 12812 9....00 Administration 
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4207 12769 M03z000 Cellulitis NOS 

4495 11919 M0...00 Skin and subcutaneous tissue infections 

532 11424 1A55.00 Dysuria 

57 11056 246..11 O/E - BP reading 
6679 10338 2....11 Examination of patient 

461 9772 8CA..00 Patient given advice 

22811 9605 ZQ3J.00 Triage 

667 9356 1A...12 Urinary symptoms 

8797 8245 9N58.00 Emergency appointment 

2963 8145 677B.00 Advice about treatment given 

4703 7830 1D14.00 C/O: a rash 

267 7810 F52z.00 Otitis media NOS 
3358 7695 H06z100 Lower resp tract infection 

8297 7272 Z4A..00 Discussion 

1665 7111 8B31400 Medication review 

150 7066 K190z00 

Urinary tract infection, site not specified 

NOS 

6573 6984 14L..00 H/O: drug allergy 

11843 6895 8B3x.00 Medication review with patient 

96 6890 81H..00 Dressing of wound 
4556 6759 9N4..00 Failed encounter 

17828 6268 23...00 Examn. of respiratory system 

177 6193 1969.00 Abdominal pain 

5813 6082 1C3..00 Earache symptoms 

11955 6017 8B3V.00 Medication review done 

312 5808 H060.00 Acute bronchitis 

18645 5578 9N32.00 Third party encounter 
2138 5563 F501.00 Infective otitis externa 

3 5526 229..00 O/E - height 

1683 5507 212..00 Patient examined 

6373 5364 M07z.11 Infected insect bite 

10043 5315 66YJ.00 Asthma annual review 

9753 5191 1....00 History / symptoms 

9513 4663 8CAZ.00 Patient given advice NOS 

893 4444 H02..00 Acute pharyngitis 
943 4376 M05..00 Impetigo 

1135 4278 F587.11 Ear pain 

9599 4276 1151.00 No known allergies 

13174 4246 663Q.00 Asthma not limiting activities 
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96915 4246 8CAw.00 

Advice about long acting reversible 

contraception 

1367 4225 M244.00 Folliculitis 

27 4205 136..00 Alcohol consumption 
13173 4152 663O.00 Asthma not disturbing sleep 

5754 4109 1BA5.11 Pain in sinuses 

5577 4085 F51..00 

Nonsuppurative otitis media + eustachian 

tube disorders 

404 4024 1C9..11 Throat soreness 

1474 3963 F52..00 Suppurative and unspecified otitis media 

47 3931 679..11 Advice to patient - subject 

1446 3903 H312200 
Acute exacerbation of chronic obstructive 
airways disease 

13380 3893 2128.00 Patient's condition the same 

17690 3783 2....00 Examination / Signs 

11287 3690 66YM.00 

Chronic obstructive pulmonary disease 

annual review 

185 3646 H333.00 Acute exacerbation of asthma 

2651 3618 2D...00 Ear, nose + throat examination 

2007 3582 M0z..11 Infected sebaceous cyst 
6124 3557 H062.00 Acute lower respiratory tract infection 

731 3533 F587.00 Otalgia 

821 3498 M230.00 Ingrowing nail 

25997 3494 8BP0.00 Deferred antibiotic therapy 

5859 3459 1652.00 Feels hot/feverish 

293 3430 H06z111 Respiratory tract infection 

226 3339 1J...00 Suspected condition 
35441 3279 9c0C.00 Result 

19258 3243 9N3D.00 Letter received 

5887 3172 F510.00 Acute non suppurative otitis media 

17473 3114 9N7..12 Patient asked to come in 

28910 3105 8BMC.00 Prescription collected by pharmacy 

7917 3103 8H8..00 Follow-up arranged 

1741 3059 M111.00 Atopic dermatitis/eczema 

1160 3038 R062.00 [D]Cough 
729 2980 1A1..13 Urinary frequency 

3627 2922 1A7..00 Vaginal discharge symptom 

4822 2898 1739.00 Shortness of breath 

243 2827 H01..11 Sinusitis 
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6334 2811 9N4F.00 

Failed encounter - message left on answer 

machine 

1746 2803 16E..00 Feels unwell 

6588 2788 ZV68100 [V]Issue of repeat prescription 
17275 2716 9NE8.00 Fax sent to: 

12949 2693 1361.00 Teetotaller 

7877 2661 8HQ1.00 Refer for X-Ray 

1103 2613 J025000 Dental abscess 

5965 2568 M03z100 Abscess NOS 

1356 2564 M01..00 Furuncle - boil 

9378 2555 1AG..00 Recurrent urinary tract infections 

3629 2534 8B31100 Medication given 
48 2529 13A..00 Diet - patient initiated 

18732 2521 8BC1.00 Treatment plan given 

860 2471 2315.00 Resp. system examined - NAD 

42824 2465 663q.00 Asthma daytime symptoms 

140 2446 9N19.00 Seen in hospital casualty 

1442 2436 M02z.12 Paronychia 

36 2428 138..00 Exercise grading 

99138 2417 9Oq3.00 
Brief intervention for physical activity 
completed 

6294 2361 H051.00 Acute upper respiratory tract infection 

5926 2359 M230000 Ingrowing great toe nail 

1139 2324 M2yz.11 Skin lesion 

1763 2323 R090.00 [D]Abdominal pain 

2364 2292 SP25500 Postoperative wound infection, unspecified 

6366 2216 9N33.11 Letter encounter 
4348 2186 F527.00 Acute right otitis media 

7645 2184 9N4Z.00 Failed encounter NOS 

5910 2141 M01z.00 Boil NOS 

101042 2132 8BMW.00 

Issue of chronic obstructive pulmonary 

disease rescue pack 

10907 2129 9Na..00 Consultation 

374 2083 182..00 Chest pain 

26501 2065 663s.00 Asthma never causes daytime symptoms 
14674 2054 8B41.00 Repeated prescription 
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Appendix C: Code lists for antibiotic prescription study 
 

Table A 5: Read codes for respiratory conditions 

Read code Read term 

1656 Feverish cold 

1712 Dry cough 

1713 Productive cough -clear sputum 

1714 Productive cough -green sputum 

1715 Productive cough-yellow sputum 

1716 Productive cough NOS 

1716.11 Coughing up phlegm 

1717 Night cough present 

1719 Chesty cough 

1719.11 Bronchial cough 

1739 Shortness of breath 

14B2.00 H/O: pneumonia 

14B3.11 H/O: bronchitis 

14B9.00 History of acute lower respiratory tract infection 

16L..00 Influenza-like symptoms 

171..00 Cough 

171..11 C/O - cough 

171A.00 Chronic cough 

171B.00 Persistent cough 

171C.00 Morning cough 

171D.00 Evening cough 

171E.00 Unexplained cough 

171F.00 Cough with fever 

171G.00 Bovine cough 

171H.00 Difficulty in coughing up sputum 

171J.00 Reflux cough 

171K.00 Barking cough 

171Z.00 Cough symptom NOS 

173..00 Breathlessness 

173B.00 Nocturnal cough / wheeze 

1BA5.11 Pain in sinuses 

1c3..00 Earache symptoms 

1C3..00 Earache symptoms 
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1C32.00 Unilateral earache 

1C33.00 Bilateral earache 

1C3Z.00 Earache symptom NOS 

1C9..00 Sore throat symptom 

1C9..11 Throat soreness 

1C92.00 Has a sore throat 

1C93.00 Persistent sore throat 

1C9Z.00 Sore throat symptom NOS 

1CB..00 Throat symptom NOS 

1CB3.00 Throat pain 

1CB3.11 Pain in throat 

1CB4.00 Feeling of lump in throat 

1CB4.11 Constriction in throat 

1CB4.12 Tightness in throat 

1CB5.00 Throat irritation 

1CBZ.00 Throat symptom NOS 

2DB6.00 O/E - follicular tonsillitis 

2DC2.00 O/E - granular pharyngitis 

2DC3.00 Inflamed throat 

A022200 Salmonella pneumonia 

A32..00 Diphtheria 

A320.00 Faucial diphtheria 

A321.00 Nasopharyngeal diphtheria 

A322.00 Anterior nasal diphtheria 

A323.00 Laryngeal diphtheria 

A32y.00 Other specified diphtheria 

A32y000 Conjunctival diphtheria 

A32y400 Cutaneous diphtheria 

A32yz00 Other specified diphtheria NOS 

A32z.00 Diphtheria NOS 

A33..00 Whooping cough 

A33..11 Bordetella 

A330.00 Bordetella pertussis 

A331.00 Bordetella parapertussis 

A33y.00 Whooping cough - other specified organism 

A33y000 Bordetella bronchiseptica 

A33yz00 Other whooping cough NOS 

A33z.00 Whooping cough NOS 
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A34..00 Streptococcal sore throat and scarlatina 

A340.00 Streptococcal sore throat 

A340100 Streptococcal laryngitis 

A340200 Streptococcal pharyngitis 

A340300 Streptococcal tonsillitis 

A340z00 Streptococcal sore throat NOS 

A34z.00 Streptococcal sore throat with scarlatina NOS 

A383000 Fusobacterial necrotising tonsillitis 

A54x400 Herpes simplex pneumonia 

A551.00 Postmeasles pneumonia 

A552.00 Postmeasles otitis media 

A730.00 Ornithosis with pneumonia 

A789300 HIV disease resulting in Pneumocystis carinii pneumonia 

A789311 HIV disease resulting in Pneumocystis jirovecii pneumonia 

AA12.00 Vincent's pharyngitis 

AA1z.11 Vincent's laryngitis 

AA1z.12 Vincent's tonsillitis 

AA25.11 Rhinopharyngitis mutilans 

AB24.11 Pneumonia - candidal 

AB40500 Histoplasma capsulatum with pneumonia 

AB41500 Histoplasma duboisii with pneumonia 

AyuK900 [X]Mycoplasma pneumoniae [PPLO]cause/dis classifd/other 

chapter 

AyuKA00 [X]Klebsiella pneumoniae/cause/disease classifd/other 

chapters 

F00y400 Meningitis due to klebsiella pneumoniae 

F501.00 Infective otitis externa  

F51..00 Nonsuppurative otitis media + eustachian tube disorders 

F510.00 Acute non suppurative otitis media 

F510000 Acute otitis media with effusion 

F510011 Acute secretory otitis media 

F510100 Acute serous otitis media 

F510200 Acute mucoid otitis media 

F510300 Acute sanguinous otitis media 

F510z00 Acute nonsuppurative otitis media NOS 

F514.00 Unspecified nonsuppurative otitis media 

F514100 Serous otitis media NOS 

F514200 Catarrhal otitis media NOS 
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F514300 Mucoid otitis media NOS 

F514z00 Nonsuppurative otitis media NOS 

F52..00 Suppurative and unspecified otitis media 

F520.00 Acute suppurative otitis media 

F520000 Acute suppurative otitis media tympanic membrane intact 

F520100 Acute suppurative otitis media tympanic membrane ruptured 

F520300 Acute suppurative otitis media due to disease EC 

F520z00 Acute suppurative otitis media NOS 

F521.00 Chronic suppurative otitis media, tubotympanic 

F522.00 Chronic suppurative otitis media, atticoantral 

F523.00 Chronic suppurative otitis media NOS 

F524.00 Purulent otitis media NOS 

F524000 Bilateral suppurative otitis media 

F525.00 Recurrent acute otitis media 

F526.00 Acute left otitis media 

F527.00 Acute right otitis media 

F528.00 Acute bilateral otitis media 

F52z.00 Otitis media NOS 

F52z.11 Infection ear 

F53..00 Mastoiditis and related conditions 

F530.00 Acute mastoiditis 

F530.11 Abscess of mastoid 

F530.12 Empyema of mastoid 

F530000 Acute mastoiditis without complications 

F530100 Subperiosteal mastoid abscess 

F530200 Gradenigo's syndrome 

F530300 Acute mastoiditis with other complication 

F530z00 Acute mastoiditis NOS 

F531.00 Chronic mastoiditis 

F531000 Caries of mastoid 

F531100 Post aural mastoid fistula 

F531z00 Chronic mastoiditis NOS 

F532.00 Petrositis 

F5329 Petrositis 

F533.00 Postmastoidectomy complication 

F533000 Unspecified postmastoidectomy complication 

F533100 Postmastoidectomy cavity mucinous cyst 

F533200 Recurrent cholesteatoma postmastoidectomy 
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F533300 Postmastoidectomy granulation cavity 

F533z00 Postmastoidectomy complication NOS 

F53y.00 Other mastoid disorders 

F53y000 Postauricular fistula 

F53y100 Other mastoid disorder NOS 

F53z.00 Mastoiditis NOS 

F540.00 Acute myringitis without otitis media 

F540z00 Acute myringitis NOS 

F587.00 Otalgia 

F587.11 Ear pain 

FyuP000 [X]Other acute nonsuppurative otitis media 

FyuP200 [X]Other chronic suppurative otitis media 

FyuP300 [X]Otitis media in bacterial diseases classified elsewhere 

FyuP400 [X]Otitis media in viral diseases classified elsewhere 

FyuP500 [X]Otitis media in other diseases classified elsewhere 

H0...00 Acute respiratory infections 

H00..00 Acute nasopharyngitis 

H00..11 Common cold 

H00..12 Coryza - acute 

H00..13 Febrile cold 

H00..14 Nasal catarrh - acute 

H00..15 Pyrexial cold 

H00..16 Rhinitis - acute 

H01..00 Acute sinusitis 

H01..11 Sinusitis 

H010.00 Acute maxillary sinusitis 

H010.11 Antritis - acute 

H011.00 Acute frontal sinusitis 

H012.00 Acute ethmoidal sinusitis 

H013.00 Acute sphenoidal sinusitis 

H014.00 Acute rhinosinusitis 

H01y.00 Other acute sinusitis 

H01y000 Acute pansinusitis 

H01yz00 Other acute sinusitis NOS 

H01z.00 Acute sinusitis NOS 

H02..00 Acute pharyngitis 

H02..11 Sore throat NOS 

H02..12 Viral sore throat NOS 
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H02..13 Throat infection - pharyngitis 

H020.00 Acute gangrenous pharyngitis 

H021.00 Acute phlegmonous pharyngitis 

H022.00 Acute ulcerative pharyngitis 

H023.00 Acute bacterial pharyngitis 

H023000 Acute pneumococcal pharyngitis 

H023100 Acute staphylococcal pharyngitis 

H023z00 Acute bacterial pharyngitis NOS 

H024.00 Acute viral pharyngitis 

H02z.00 Acute pharyngitis NOS 

H03..00 Acute tonsillitis 

H03..11 Throat infection - tonsillitis 

H03..12 Tonsillitis 

H030.00 Acute erythematous tonsillitis 

H031.00 Acute follicular tonsillitis 

H032.00 Acute ulcerative tonsillitis 

H033.00 Acute catarrhal tonsillitis 

H034.00 Acute gangrenous tonsillitis 

H035.00 Acute bacterial tonsillitis 

H035000 Acute pneumococcal tonsillitis 

H035100 Acute staphylococcal tonsillitis 

H035z00 Acute bacterial tonsillitis NOS 

H036.00 Acute viral tonsillitis 

H037.00 Recurrent acute tonsillitis 

H03z.00 Acute tonsillitis NOS 

H04..00 Acute laryngitis and tracheitis 

H040.00 Acute laryngitis 

H040000 Acute oedematous laryngitis 

H040100 Acute ulcerative laryngitis 

H040200 Acute catarrhal laryngitis 

H040300 Acute phlegmonous laryngitis 

H040400 Acute haemophilus influenzae laryngitis 

H040600 Acute suppurative laryngitis 

H040w00 Acute viral laryngitis unspecified 

H040x00 Acute bacterial laryngitis unspecified 

H040z00 Acute laryngitis NOS 

H041.00 Acute tracheitis 

H041000 Acute tracheitis without obstruction 
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H041100 Acute tracheitis with obstruction 

H041z00 Acute tracheitis NOS 

H042.00 Acute laryngotracheitis 

H042.11 Laryngotracheitis 

H042000 Acute laryngotracheitis without obstruction 

H042100 Acute laryngotracheitis with obstruction 

H042z00 Acute laryngotracheitis NOS 

H043.00 Acute epiglottitis (non strep) 

H043.11 Viral epiglottitis 

H043000 Acute epiglottitis without obstruction 

H043100 Acute epiglottitis with obstruction 

H043200 Acute obstructive laryngitis 

H043211 Croup 

H043z00 Acute epiglottitis NOS 

H044.00 Croup 

H04z.00 Acute laryngitis and tracheitis NOS 

H05..00 Other acute upper respiratory infections 

H050.00 Acute laryngopharyngitis 

H051.00 Acute upper respiratory tract infection 

H052.00 Pharyngotracheitis 

H053.00 Tracheopharyngitis 

H054.00 Recurrent upper respiratory tract infection 

H055.00 Pharyngolaryngitis 

H05y.00 Other upper respiratory infections of multiple sites 

H05z.00 Upper respiratory infection NOS 

H05z.11 Upper respiratory tract infection NOS 

H05z.12 Viral upper respiratory tract infection NOS 

H06..00 Acute bronchitis and bronchiolitis 

H060.00 Acute bronchitis 

H060.11 Acute wheezy bronchitis 

H060000 Acute fibrinous bronchitis 

H060100 Acute membranous bronchitis 

H060200 Acute pseudomembranous bronchitis 

H060300 Acute purulent bronchitis 

H060400 Acute croupous bronchitis 

H060500 Acute tracheobronchitis 

H060600 Acute pneumococcal bronchitis 

H060700 Acute streptococcal bronchitis 
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H060800 Acute haemophilus influenzae bronchitis 

H060900 Acute neisseria catarrhalis bronchitis 

H060A00 Acute bronchitis due to mycoplasma pneumoniae 

H060B00 Acute bronchitis due to coxsackievirus 

H060C00 Acute bronchitis due to parainfluenza virus 

H060D00 Acute bronchitis due to respiratory syncytial virus 

H060E00 Acute bronchitis due to rhinovirus 

H060F00 Acute bronchitis due to echovirus 

H060v00 Subacute bronchitis unspecified 

H060w00 Acute viral bronchitis unspecified 

H060x00 Acute bacterial bronchitis unspecified 

H060z00 Acute bronchitis NOS 

H061.00 Acute bronchiolitis 

H061000 Acute capillary bronchiolitis 

H061100 Acute obliterating bronchiolitis 

H061200 Acute bronchiolitis with bronchospasm 

H061300 Acute exudative bronchiolitis 

H061500 Acute bronchiolitis due to respiratory syncytial virus 

H061600 Acute bronchiolitis due to other specified organisms 

H061z00 Acute bronchiolitis NOS 

H062.00 Acute lower respiratory tract infection 

H06z.00 Acute bronchitis or bronchiolitis NOS 

H06z000 Chest infection NOS 

H06z011 Chest infection 

H06z100 Lower resp tract infection 

H06z111 Respiratory tract infection 

H06z112 Acute lower respiratory tract infection 

H06z200 Recurrent chest infection 

H07..00 Chest cold 

H0y..00 Other specified acute respiratory infections 

H0z..00 Acute respiratory infection NOS 

H121100 Atrophic pharyngitis 

H121200 Granular pharyngitis 

H121300 Hypertrophic pharyngitis 

H121400 Pharyngitis keratosa 

H130.12 Maxillary sinusitis 

H131.11 Frontal sinusitis 

H135.00 Recurrent sinusitis 
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H13y100 Pansinusitis 

H14y600 Lingular tonsillitis 

H2...00 Pneumonia and influenza 

H20..00 Viral pneumonia 

H20..11 Chest infection - viral pneumonia 

H200.00 Pneumonia due to adenovirus 

H201.00 Pneumonia due to respiratory syncytial virus 

H202.00 Pneumonia due to parainfluenza virus 

H203.00 Pneumonia due to human metapneumovirus 

H20y.00 Viral pneumonia NEC 

H20y000 Severe acute respiratory syndrome 

H20z.00 Viral pneumonia NOS 

H21..00 Lobar (pneumococcal) pneumonia 

H21..11 Chest infection - pneumococcal pneumonia 

H22..00 Other bacterial pneumonia 

H22..11 Chest infection - other bacterial pneumonia 

H220.00 Pneumonia due to klebsiella pneumoniae 

H221.00 Pneumonia due to pseudomonas 

H222.00 Pneumonia due to haemophilus influenzae 

H222.11 Pneumonia due to haemophilus influenzae 

H223.00 Pneumonia due to streptococcus 

H223000 Pneumonia due to streptococcus, group B 

H224.00 Pneumonia due to staphylococcus 

H22y.00 Pneumonia due to other specified bacteria 

H22y000 Pneumonia due to escherichia coli 

H22y011 E.coli pneumonia 

H22y100 Pneumonia due to proteus 

H22y200 Pneumonia - Legionella 

H22yX00 Pneumonia due to other aerobic gram-negative bacteria 

H22yz00 Pneumonia due to bacteria NOS 

H22z.00 Bacterial pneumonia NOS 

H23..00 Pneumonia due to other specified organisms 

H23..11 Chest infection - pneumonia organism OS 

H230.00 Pneumonia due to Eaton's agent 

H231.00 Pneumonia due to mycoplasma pneumoniae 

H232.00 Pneumonia due to pleuropneumonia like organisms 

H233.00 Chlamydial pneumonia 

H23z.00 Pneumonia due to specified organism NOS 
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H24..00 Pneumonia with infectious diseases EC 

H24..11 Chest infection with infectious disease EC 

H240.00 Pneumonia with measles 

H241.00 Pneumonia with cytomegalic inclusion disease 

H242.00 Pneumonia with ornithosis 

H243.00 Pneumonia with whooping cough 

H243.11 Pneumonia with pertussis 

H244.00 Pneumonia with tularaemia 

H246.00 Pneumonia with aspergillosis 

H247000 Pneumonia with candidiasis 

H247100 Pneumonia with coccidioidomycosis 

H247z00 Pneumonia with systemic mycosis NOS 

H24y.00 Pneumonia with other infectious diseases EC 

H24y000 Pneumonia with actinomycosis 

H24y100 Pneumonia with nocardiasis 

H24y200 Pneumonia with pneumocystis carinii 

H24y300 Pneumonia with Q-fever 

H24y400 Pneumonia with salmonellosis 

H24y500 Pneumonia with toxoplasmosis 

H24y600 Pneumonia with typhoid fever 

H24y700 Pneumonia with varicella 

H24yz00 Pneumonia with other infectious diseases EC NOS 

H24z.00 Pneumonia with infectious diseases EC NOS 

H25..00 Bronchopneumonia due to unspecified organism 

H25..11 Chest infection - unspecified bronchopneumonia 

H26..00 Pneumonia due to unspecified organism 

H26..11 Chest infection - pnemonia due to unspecified organism 

H260.00 Lobar pneumonia due to unspecified organism 

H260000 Lung consolidation 

H261.00 Basal pneumonia due to unspecified organism 

H262.00 Postoperative pneumonia 

H263.00 Pneumonitis, unspecified 

H27..00 Influenza 

H270.00 Influenza with pneumonia 

H270.11 Chest infection - influenza with pneumonia 

H270000 Influenza with bronchopneumonia 

H270100 Influenza with pneumonia, influenza virus identified 

H270z00 Influenza with pneumonia NOS 
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H271.00 Influenza with other respiratory manifestation 

H271000 Influenza with laryngitis 

H271100 Influenza with pharyngitis 

H271z00 Influenza with respiratory manifestations NOS 

H27y.00 Influenza with other manifestations 

H27y100 Influenza with gastrointestinal tract involvement 

H27yz00 Influenza with other manifestations NOS 

H27z.00 Influenza NOS 

H27z.11 Flu like illness 

H27z.12 Influenza like illness 

H28..00 Atypical pneumonia 

H29..00 Avian influenza 

H2A..00 Influenza due to Influenza A virus subtype H1N1 

H2A..11 Influenza A (H1N1) swine flu 

H2B..00 Community acquired pneumonia 

H2C..00 Hospital acquired pneumonia 

H2y..00 Other specified pneumonia or influenza 

H2z..00 Pneumonia or influenza NOS 

H30..00 Bronchitis unspecified 

H30..11 Chest infection - unspecified bronchitis 

H300.00 Tracheobronchitis NOS 

H301.00 Laryngotracheobronchitis 

H30z.00 Bronchitis NOS 

H310100 Smokers' cough 

H312200 Acute exacerbation of chronic obstructive airways disease 

H470312 Aspiration pneumonia 

H471000 Aspiration pneumonia due to vomit 

H50..00 Lipoid pneumonia (exogenous) 

H500.00 Empyema 

H500000 Empyema with fistula 

H500100 Empyema with bronchocutaneous fistula 

H500400 Empyema with bronchopleural fistula 

H501.00 Empyema with pleural fistula NOS 

H501000 Empyema with no fistula 

H501100 Pleural abscess 

H501200 Thorax abscess NOS 

H501300 Pleural empyema 

H501400 Lung empyema NOS 
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H501500 Purulent pleurisy 

H501600 Pyopneumothorax 

H50z.00 Pyothorax 

H51..00 Empyema NOS 

H510.00 Pleurisy 

H510000 Pleurisy without effusion or active tuberculosis 

H510100 Adhesion of pleura or lung 

H510200 Thickening of pleura 

H510300 Calcification of pleura 

H510400 Acute dry pleurisy 

H510500 Diaphragmatic pleurisy 

H510600 Basal pleurisy 

H510700 Chronic dry pleurisy 

H510800 Fibrinous pleurisy 

H510900 Sterile pleurisy 

H510A00 Pneumococcal pleurisy 

H510B00 Staphylococcal pleurisy 

H510C00 Streptococcal pleurisy 

H510z00 Pleural plaque 

H511.00 Pleurisy without effusion or active tuberculosis NOS 

H511000 Bacterial pleurisy with effusion 

H511100 Pneumococcal pleurisy with effusion 

H511200 Staphylococcal pleurisy with effusion 

H511z00 Streptococcal pleurisy with effusion 

H51y.00 Bacterial pleurisy with effusion NOS 

H51y000 Other pleural effusion excluding mention of tuberculosis 

H51y100 Encysted pleurisy 

H51y200 Haemopneumothorax 

H51y300 Haemothorax 

H51y400 Hydropneumothorax 

H51y500 Hydrothorax 

H51y600 Chylous effusion 

H51y700 Fibrothorax 

H51yz00 Malignant pleural effusion 

H51z.00 Other pleural effusion 

H51z000 Pleural effusion NOS 

H51z100 Exudative pleurisy NOS 

H51z200 Serofibrinous pleurisy NOS 
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H51zz00 Serous pleurisy NOS 

H530200 Pleural effusion NOS 

H530300 Gangrenous pneumonia 

H540000 Abscess of lung with pneumonia 

H540100 Hypostatic pneumonia 

Hyu0.00 Hypostatic bronchopneumonia 

Hyu0000 [X]Acute upper respiratory infections 

Hyu0100 [X]Other acute sinusitis 

Hyu0200 [X]Acute pharyngitis due to other specified organisms 

Hyu0300 [X]Other acute upper respiratory infections/multiple sites 

Hyu0500 [X]Influenza+other manifestations,influenza virus identified 

Hyu0600 [X]Influenza+oth respiratory manifestatns,virus not identified 

Hyu0700 [X]Influenza+other manifestations, virus not identified 

Hyu0800 [X]Other viral pneumonia 

Hyu0A00 [X]Other bacterial pneumonia 

Hyu0B00 [X]Pneumonia due to other specified infectious organisms 

Hyu0D00 [X]Pneumonia in viral diseases classified elsewhere 

Hyu0H00 [X]Other pneumonia, organism unspecified 

Hyu1.00 [X]Other acute lower respiratory infections 

Hyu1000 [X]Acute bronchitis due to other specified organisms 

Hyu1100 [X]Acute bronchiolitis due to other specified organisms 

M03z000 Cellulitis NOS 

R041.00 [D]Throat pain 

R062.00 [D]Cough 

SN30.11 Aero-otitis media 

SN31.11 Aerosinusitis 

SP13100 Other aspiration pneumonia as a complication of care 

SP13200 Post operative chest infection 
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Table A 6: Read codes for genitourinary conditions. 

Read code Read term 
1979 Suprapubic pain 

14D2.00 H/O: kidney infection 

14D4.00 H/O: recurrent cystitis 

14D5.00 H/O: haematuria 

14D6.00 H/O: urethral stricture 

14D7.00 History of recurrent urinary tract infection 

14DZ.00 H/O: urinary disease NOS 

16F..00 Double incontinence 

1A...00 Genitourinary symptoms 

1A...11 GU symptoms 

1A...12 Urinary symptoms 

1A1..00 Micturition frequency 

1A1..11 Frequency of micturition 

1A1..12 Polyuria 

1A1..13 Urinary frequency 

1A12.00 Frequency of micturition 

1A13.00 Nocturia 

1A1Z.00 Micturition frequency NOS 

1A2..00 Micturition control 

1A2..11 Urinary control 

1A22.00 Enuresis 

1A22000 Nocturnal enuresis 

1A22011 Bedwetting 

1A22100 Daytime enuresis 

1A23.00 Incontinence of urine 

1A24.00 Stress incontinence 

1A24.11 Stress incontinence - symptom 

1A25.00 Urgency 

1A25.11 Urgency of micturition 

1A26.00 Urge incontinence of urine 

1A27.00 Urge to pass urine again shortly after finishing voiding 

1A2Z.00 Micturition control NOS 

1A3..00 Micturition stream 

1A3..11 Urine stream 

1A32.00 Cannot pass urine - retention 

1A32.11 Retention - symptom 
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1A33.00 Micturition stream poor 

1A34.00 Hesitancy 

1A34.11 Hesitancy of micturition 

1A35.00 Precipitancy 

1A35.11 Precipitancy of micturition 

1A36.00 Terminal dribbling of urine 

1A37.00 Dribbling of urine 

1A3Z.00 Micturition stream NOS 

1A4..00 Urine appearance 

1A4..11 Urine appearance symptom 

1A41.00 Urine looks normal 

1A42.00 Urine looks dark 

1A43.00 Urine looks pale 

1A44.00 Urine looks cloudy 

1A45.00 Blood in urine - haematuria 

1A45.11 Blood in urine - symptom 

1A45.12 Haematuria - symptom 

1A4Z.00 Urine appearance NOS 

1A5..00 Genitourinary pain 

1A51.00 No genitourinary pain 

1A52.00 Renal colic 

1A52.11 Renal colic, symptom 

1A53.00 Lumbar ache - renal 

1A53.11 C/O - loin pain 

1A53.12 C/O - lumbar pain 

1A53.13 C/O - renal pain 

1A54.00 Ureteric colic 

1A54.11 C/O - ureteric colic 

1A54.12 C/O - ureteric pain 

1A55.00 Dysuria 

1A56.00 Strangury 

1A57.00 Pain in testicle 

1A57.11 Testicular pain 

1A5B.00 Pain in penis 

1A5D.00 Urethral pain 

1A5Z.00 Genitourinary pain NOS 

1A6..00 Urethral discharge symptom 

1A61.00 No urethral discharge 

1A62.00 Urethral discharge 
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1A6Z.00 Urethral discharge NOS 

1AC..00 Micturition volume 

1AC0.00 Anuria 

1AC1.00 Oligouria 

1AC2.00 Polyuria 

1AF..00 Diuresis 

1AG..00 Recurrent urinary tract infections 

1AH..00 Bladder emptying 

1AH0.00 Incomplete emptying of bladder 

1AZ..00 Genitourinary symptoms NOS 

1AZ3.00 Difficulty with micturition 

1AZ6.00 Lower urinary tract symptoms 

1AZ6000 Mild lower urinary tract symptoms 

1AZ6100 Moderate lower urinary tract symptoms 

1AZ6200 Severe lower urinary tract symptoms 

1AZZ.00 Genitourinary symptom NOS 

1J4..00 Suspected UTI 

46B..00 Urine bacteriuria test 

46B3.00 Urine bacteria test: positive 

46B4.00 Urinary pneumococcal antigen test 

46BZ.00 Urine bacteria test NOS 

46f..00 Urine leucocyte test 

46f2.00 Urine leucocyte test = + 

46f3.00 Urine leucocyte test = ++ 

46f4.00 Urine leucocyte test = +++ 

46f5.00 Urine leucocyte test = trace 

46G..00 Urine microscopy: cells 

46G4.11 Leucocytes in urine 

46G4.12 Sterile pyuria 

46G5.00 Urine micr.: leucs - % polys 

46G8.00 Urine Microscopy: white cells 

46GZ.00 Urine microscopy: cells NOS 

K1...00 Other urinary system diseases 

K10..00 Infections of kidney 

K10..11 Renal infections 

K100.00 Chronic pyelonephritis 

K100000 Chronic pyelonephritis without medullary necrosis 

K100100 Chronic pyelonephritis with medullary necrosis 

K100200 Chronic pyelitis 
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K100300 Chronic pyonephrosis 

K100400 Nonobstructive reflux-associated chronic pyelonephritis 

K100500 Chronic obstructive pyelonephritis 

K100600 Calculous pyelonephritis 

K100z00 Chronic pyelonephritis NOS 

K101.00 Acute pyelonephritis 

K101000 Acute pyelonephritis without medullary necrosis 

K101200 Acute pyelitis 

K101300 Acute pyonephrosis 

K101z00 Acute pyelonephritis NOS 

K102.00 Renal and perinephric abscess 

K102000 Renal abscess 

K102100 Perinephric abscess 

K102200 Renal carbuncle 

K102z00 Renal and perinephric abscess NOS 

K103.00 Pyeloureteritis cystica 

K103.11 Ureteritis cystica 

K103.12 Infestation of renal pelvis with ureter 

K104.00 Xanthogranulomatous pyelonephritis 

K105.00 Chronic infective interstitial nephritis 

K106.00 Candida pyelonephritis 

K10y.00 Pyelonephritis and pyonephrosis unspecified 

K10y000 Pyelonephritis unspecified 

K10y100 Pyelitis unspecified 

K10y200 Pyonephrosis unspecified 

K10y300 Pyelonephritis in diseases EC 

K10y400 Pyelitis in diseases EC 

K10yz00 Unspecified pyelonephritis NOS 

K10z.00 Infection of kidney NOS 

K112.00 Hydronephrosis with renal and ureteral calculous obstruction 

K113.00 Hydronephrosis with ureteropelvic junction obstruction 

K113.11 Hydronephrosis with pelviureteric junction obstruction 

K11X.00 Hydronephrosis with ureteral stricture NEC 

K11z.00 Hydronephrosis NOS 

K12..00 Calculus of kidney and ureter 

K12..11 Kidney calculus 

K12..12 Urinary calculus 

K120.00 Calculus of kidney 

K120.11 Nephrolithiasis NOS 
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K120.12 Renal calculus 

K120.13 Renal stone 

K120000 Staghorn calculus 

K120z00 Renal calculus NOS 

K121.00 Calculus of ureter 

K121.11 Ureteric calculus 

K121.12 Ureteric stone 

K121.13 Ureterolithiasis 

K122.00 Calculus of kidney with calculus of ureter 

K12z.00 Urinary calculus NOS 

K13..00 Other kidney and ureter disorders 

K13..11 Other kidney disorders 

K13..12 Other ureter disorders 

K132.00 Acquired cyst of kidney 

K132.11 Acquired renal cystic disease 

K132000 Single acquired kidney cyst 

K132100 Multiple acquired kidney cysts 

K132200 Peripelvic (lymphatic) cyst 

K132300 Acquired renal cyst with neoplastic change 

K132400 Acquired renal cyst without neoplastic change 

K132z00 Acquired cyst of kidney NOS 

K133.00 Stricture of ureter 

K133000 Postoperative ureteric constriction 

K133100 Stricture of pelviureteric junction 

K133z00 Stricture of ureter NOS 

K134.00 Other ureteric obstruction 

K134z00 Occlusion of ureter NOS 

K135.00 Hydroureter 

K136.11 Orthostatic proteinuria 

K137.00 Vesicoureteric reflux 

K137.11 Ureteric reflux 

K13B.00 Calyceal diverticulum 

K13y600 Ureterocele - acquired 

K13y611 Idiopathic dilation of ureter 

K13y700 Megaloureter - acquired 

K13y800 Perirenal haematoma 

K13y900 Ureteric neuromuscular incoordination 

K13yA00 Dent's disease 

K13yz00 Other kidney and ureteric disorders NOS 
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K13z.00 Kidney and ureter disease NOS 

K14..00 Lower urinary tract calculus 

K140.00 Bladder calculus 

K140.11 Bladder stone 

K140000 Calculus in diverticulum of bladder 

K140100 Other calculus in bladder 

K140z00 Bladder calculus NOS 

K141.00 Calculus in urethra 

K14y.00 Other lower urinary tract calculus 

K14z.00 Lower urinary tract calculus NOS 

K15..00 Cystitis 

K150.00 Acute cystitis 

K151.00 Chronic interstitial cystitis 

K151000 Hunner's ulcer 

K151100 Panmural fibrosis of bladder 

K151200 Submucous cystitis 

K151z00 Chronic interstitial cystitis NOS 

K152.00 Other chronic cystitis 

K152000 Subacute cystitis 

K152y00 Chronic cystitis unspecified 

K152z00 Other chronic cystitis NOS 

K153.00 Trigonitis 

K153.11 Follicular cystitis 

K153000 Acute trigonitis 

K153100 Chronic trigonitis 

K153200 Urethrotrigonitis 

K153z00 Trigonitis NOS 

K154.00 Cystitis in diseases EC 

K154000 Cystitis in actinomycosis 

K154100 Cystitis in amoebiasis 

K154200 Cystitis in bilharziasis 

K154500 Cystitis in gonorrhoea 

K154600 Cystitis in moniliasis 

K154700 Cystitis in trichomoniasis 

K154800 Cystitis in tuberculosis 

K154z00 Cystitis in diseases EC NOS 

K155.00 Recurrent cystitis 

K15y.00 Other specified cystitis 

K15y000 Cystitis cystica 
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K15y100 Irradiation cystitis 

K15y200 Abscess of bladder 

K15y300 Malakoplakia of bladder 

K15yz00 Other cystitis NOS 

K15z.00 Cystitis NOS 

K16..00 Other disorders of bladder 

K160.00 Bladder neck obstruction 

K160.11 Contracture of bladder neck 

K160.12 Stenosis of bladder neck 

K160.13 BOO - Bladder outflow obstruction 

K161.00 Intestinovesical fistula 

K161000 Enterovesical fistula 

K161100 Vesicocolic fistula 

K161111 Colovesical fistula 

K161200 Vesicosigmoidal fistula 

K161300 Vesicorectal fistula 

K161z00 Intestinovesical fistula NOS 

K162.00 Vesical fistula NEC 

K162000 Vesicocutaneous fistula 

K162100 Vesicoperineal fistula 

K162200 Urethrovesical fistula 

K162z00 Vesical fistula NEC NOS 

K163.00 Diverticulum of bladder 

K163000 Acquired bladder diverticulum 

K163100 False bladder diverticulum 

K163200 Bladder diverticulitis 

K163z00 Diverticulum of bladder NOS 

K164.00 Atony of bladder 

K164.11 Atonic bladder 

K164000 Hypotonic bladder 

K164100 Bladder inertia 

K164z00 Atony of bladder NOS 

K165.00 Other functional disorder of bladder 

K165000 Hypertonic bladder sphincter 

K165100 Bladder sphincter paralysis 

K165200 Bladder outflow obstruction 

K165300 Detrusor instability 

K165400 Unstable bladder 

K165z00 Other bladder function disorder NOS 
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K166.00 Bladder rupture due to nontraumatic cause 

K167.00 Haemorrhage into bladder wall 

K168.00 Amyloid of bladder 

K16V.00 Neuromuscular dysfunction of bladder, unspecified 

K16V000 Neuropathic bladder 

K16V011 Neurogenic bladder 

K16V100 Overactive bladder 

K16W.00 Reflex neuropathic bladder, not elsewhere classified 

K16X.00 Uninhibited neuropathic bladder, NEC 

K16y.00 Other bladder disorders 

K16y000 Calcified bladder 

K16y100 Contracted bladder 

K16y200 Bladder haemorrhage 

K16y300 Bladder hypertrophy 

K16y400 Irritable bladder 

K16y411 Detrusor instability 

K16y412 Unstable bladder 

K16y500 Trabeculation of bladder 

K16y700 Squamous metaplasia of bladder 

K16y800 Functional disorder of bladder 

K16y811 Functional voiding disorder 

K16y900 Metaplasia of trigone 

K16yA00 Bladder scarring 

K16yz00 Other bladder disorders NOS 

K16z.00 Bladder disorders NOS 

K17..00 Urethritis due to non venereal causes 

K17..11 Periurethritis 

K170.00 Urethral and periurethral abscess 

K170.11 Urethral abscess 

K170000 Urethral abscess unspecified 

K170100 Bulbourethral gland abscess 

K170111 Cowper's gland abscess 

K170200 Urethral gland abscess 

K170300 Periurethral cellulitis 

K170311 Periurethritis 

K170400 Periurethral abscess 

K170z00 Urethral abscess NOS 

K171.00 Post menopausal atrophic urethritis 

K171.11 Post menopausal urethritis 
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K172.00 Candidal urethritis 

K17y.00 Other urethritis 

K17y000 Urethritis unspecified 

K17y100 Urethral syndrome NOS 

K17y200 Skene's glands adenitis 

K17y300 Cowperitis 

K17y400 Urethral meatitis 

K17y500 Urethral meatal ulcer 

K17y600 Verumontanitis 

K17y700 Utriculus masculinus 

K17yz00 Other urethritis NOS 

K17z.00 Urethritis due to non venereal cause NOS 

K18..00 Urethral stricture 

K18..11 Pinhole meatus 

K180.00 Infective urethral stricture 

K180000 Urethral stricture due to unspecified infection 

K180100 Urethral stricture due to infection EC 

K180z00 Infective urethral stricture NOS 

K181.00 Traumatic urethral stricture 

K181.11 Postobstetric urethral stricture 

K182.00 Postoperative urethral stricture 

K182.11 Postcatheterisation urethral stricture 

K183.00 Stenosis of urinary meatus 

K18y.00 Other urethral stricture 

K18z.00 Urethral stricture NOS 

K19..00 Other urethral and urinary tract disorders 

K19..11 Other urethral disorders 

K190.00 Urinary tract infection, site not specified 

K190.11 Recurrent urinary tract infection 

K190000 Bacteriuria, site not specified 

K190011 Asymptomatic bacteriuria 

K190100 Pyuria, site not specified 

K190200 Post operative urinary tract infection 

K190300 Recurrent urinary tract infection 

K190311 Recurrent UTI 

K190400 Chronic urinary tract infection 

K190500 Urinary tract infection 

K190600 Urosepsis 

K190X00 Persistent proteinuria, unspecified 
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K190z00 Urinary tract infection, site not specified NOS 

K191.00 Urethral fistula 

K191000 Urethroperineal fistula 

K191100 Urethrorectal fistula 

K191z00 Urethral fistula NOS 

K192.00 Urethral diverticulum 

K193.00 Urethral caruncle 

K193.11 Urethral polyp 

K194.00 Urethral false passage 

K195.00 Prolapsed urethral mucosa 

K195.11 Urethrocele 

K196.00 Urinary obstruction unspecified 

K196.11 Obstructive uropathy, unspecified 

K197.00 Haematuria 

K197.11 Traumatic haematuria 

K197.12 Essential haematuria 

K197000 Painless haematuria 

K197100 Painful haematuria 

K197200 Microscopic haematuria 

K197300 Frank haematuria 

K197400 Clot haematuria 

K197500 Benign familial haematuria 

K198.00 Stress incontinence 

K19C.00 Other obstructive and reflux uropathy 

K19W.00 Urethral disorder, unspecified 

K19X.00 Obstructive and reflux uropathy, unspecified 

K19y.00 Other urinary tract disorders 

K19y000 Urethral rupture due to nontraumatic cause 

K19y100 Urethral cyst 

K19y200 Urethral granuloma 

K19y300 Pneumaturia 

K19y400 Bleeding from urethra 

K19y411 Urethral bleeding 

K19yw00 Disorder of urinary system, unspecified 

K19yz00 Other urinary tract disorders NOS 

K19z.00 Urethral and urinary tract disorders NOS 

K1A..00 Urinary calculus in schistosomiasis 

K1y..00 Other specified diseases of urinary system 

K1z..00 Other urinary system diseases NOS 



 

 366 

Ky...00 Other specified diseases of genitourinary system 

Kyu..00 [X]Additional genitourinary disease classification terms 

Kyu1200 [X]Other obstructive and reflux uropathy 

Kyu1300 [X]Obstructive and reflux uropathy, unspecified 

Kyu1F00 [X]Hydronephrosis with ureteral stricture NEC 

Kyu3.00 [X]Urolithiasis 

Kyu3000 [X]Other lower urinary tract calculus 

Kyu3100 [X]Calculus of urinary tract in other diseases CE 

Kyu4.00 [X]Other disorders of kidney and ureter 

Kyu4100 [X]Other specified disorders of kidney and ureter 

Kyu5.00 [X]Other diseases of urinary system 

Kyu5000 [X]Other chronic cystitis 

Kyu5100 [X]Other cystitis 

Kyu5200 [X]Other neuromuscular dysfunction of bladder 

Kyu5300 [X]Other specified disorders of bladder 

Kyu5500 [X]Other urethritis 

Kyu5600 [X]Other urethral stricture 

Kyu5A00 [X]Other specified urinary incontinence 

Kyu5B00 [X]Other specified disorders of urinary system 

Kyu5E00 [X]Neuromuscular dysfunction of bladder, unspecified  

Kyu5F00 [X]Urethral disorder, unspecified 

Kyu6100 [X]Other specified disorders of prostate 

Kyu8200 [X]Other diseases of Bartholin's gland 

Kyu8800 [X]Disease of Bartholin's gland, unspecified 

Kyu9200 [X]Other female urinary-genital tract fistulae 

Kyu9300 [X]Other female intestinal-genital tract fistulae 

Kyu9400 [X]Other female genital tract fistulae 

Kyu9F00 perimenopausal disorders 

KyuA.00 [X]Other disorders of genitourinary tract 

KyuA000 [X]Other postprocedural disorders/genitourinary system 

L162.00 Unspecified renal disease in pregnancy 

L162.11 Albuminuria in pregnancy without hypertension 

L162.12 Nephropathy NOS in pregnancy without hypertension 

L162.13 Uraemia in pregnancy without hypertension 

L162000 Unspecified renal disease in pregnancy unspecified 

L162100 Unspecified renal disease in pregnancy - delivered 

L165.00 Asymptomatic bacteriuria in pregnancy 

L165200 Asymptomatic bacteriuria in pregnancy – del with p/n comp 

L165300 Asymptomatic bacteriuria in pregnancy – not delivered 
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L165z00 Asymptomatic bacteriuria in pregnancy NOS 

L166.00 Genitourinary tract infections in pregnancy 

L166.11 Cystitis of pregnancy 

L166000 Genitourinary tract infection in pregnancy unspecified 

L166100 Genitourinary tract infection in pregnancy - delivered 

L166300 Genitourinary tract infection in pregnancy – not delivered 

L166400 Genitourinary tract infection in pregnancy with p/n comp 

L166500 Infections of kidney in pregnancy 

L166600 Urinary tract infection following delivery 

L166700 Infections of the genital tract in pregnancy 

L166800 Urinary tract infection complicating pregnancy 

L166z00 Genitourinary tract infection in pregnancy NOS 

L166z11 UTI - urinary tract infection in pregnancy 

L16A.00 Glycosuria during pregnancy 

L16A000 Glycosuria during pregnancy unspecified 

L16A100 Glycosuria during pregnancy - delivered 

L16A200 Glycosuria during pregnancy - delivered with p/n comp 

L16A300 Glycosuria during pregnancy - not delivered 

L16Az00 Glycosuria during pregnancy NOS 

L177.00 Infections of bladder in pregnancy 

L178.00 Infections of urethra in pregnancy 

L1y..00 Complications of pregnancy/childbirth/puerperium OS 

L1z..00 Complications of pregnancy/childbirth/puerperium NOS 

L3z..00 Complications of labour and delivery NOS 

PDz..00 Urinary system anomalies NOS 

PDz0.00 Unspecified anomaly of kidney 

PDz2.00 Unspecified anomaly of bladder 

PDz3.00 Unspecified anomaly of urethra 

SP07Q00 Catheter-associated urinary tract infection 

SP07Q11 CAUTI - catheter-associated urinary tract infection 
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Table A 7: Read codes for skin conditions. 

Read code Read term 
14F..00 H/O: skin disorder 
14F3.00 H/O: chronic skin ulcer 
14F4.00 H/O: Admission in last year for diabetes foot problem 
14F5.00 H/O: venous leg ulcer 
14F6.00 H/O: foot ulcer 
14F7.00 H/O: arterial lower limb ulcer 
14FZ.00 H/O: skin disease NOS 
1D14.00 C/O: a rash 
1N0..00 Skin symptoms 
1N00.00 Change in skin lesion 
1N04.00 Itching of skin lesion 
1N05.00 Mottling of skin 
2F7..00 O/E - pustules 
2F72.00 O/E - pustules present 
2F73.00 O/E - purulent pustules 
2F74.00 O/E - deep seated pustules 
2F75.00 O/E - follicular pustules 
2F7Z.00 O/E - pustules NOS 
2FD..00 O/E - skin cyst 
2FD2.00 O/E - skin cyst present 
2FD2000 O/E - eyebrow cyst present 
2FD2100 O/E - scalp cyst present 
2FDZ.00 O/E - skin cyst NOS 
2FF..00 O/E - skin ulcer 
2FF2.00 O/E - skin ulcer present 
2FF3.00 O/E - depth of ulcer 
2FFZ.00 O/E - skin ulcer NOS 
2G2A.00 Tinel's sign 
2G35.00 O/E - nails - pitting 
2G37.00 Splitting toenail 
2G48.00 O/E - ankle ulcer 
2G51000 Foot abnormality - diabetes related 
2G54.00 O/E - Right foot ulcer 
2G55.00 O/E - Left foot ulcer 
2G5A.00 O/E - Right diabetic foot at risk 
2G5B.00 O/E - Left diabetic foot at risk 
2G5C.00 Foot abnormality - diabetes related 
2G5d.00 O/E - Left diabetic foot at increased risk 
2G5E.00 O/E - Right diabetic foot at low risk 
2G5e.00 O/E - Right diabetic foot at increased risk 
2G5F.00 O/E - Right diabetic foot at moderate risk 
2G5G.00 O/E - Right diabetic foot at high risk 
2G5H.00 O/E - Right diabetic foot - ulcerated 
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2G5I.00 O/E - Left diabetic foot at low risk 
2G5J.00 O/E - Left diabetic foot at moderate risk 
2G5K.00 O/E - Left diabetic foot at high risk 
2G5L.00 O/E - Left diabetic foot - ulcerated 
2G5S.00 O/E - right healed foot ulcer 
2G5V.00 O/E - right chronic diabetic foot ulcer 
2G5W.00 O/E - left chronic diabetic foot ulcer 
2G64.00 O/E - infected toe 
A35..00 Erysiplas 
A90..00 Congenital syphilis 
A900.00 Early congenital syphilis with symptoms 
A900.12 Congenital syphilitic choroiditis 
A900.13 Congenital syphilitic chronic coryza 
A900.14 Congenital syphilitic epiphysitis 
A900.16 Congenital syphilitic osteochondritis 
A901.00 Early latent congenital syphilis 
A902.00 Early congenital syphilis NOS 
A903.00 Syphilitic interstitial keratitis 
A904.00 Juvenile neurosyphilis 
A904200 Congenital syphilitic meningitis 
A905.00 Other late congenital syphilis 
A905000 Congenital syphilitic gumma 
A905100 Hutchinson's teeth 
A905200 Syphilitic saddle nose 
A905300 Late congenital syphilitic oculopathy 
A906.00 Latent late congenital syphilis 
A907.00 Unspecified late congenital syphilis 
A90z.00 Congenital syphilis NOS 
A913.00 Secondary syphilis of skin or mucus membranes 
A913000 Secondary syphilis of anus 
A913300 Secondary syphilis of skin 
A913400 Secondary syphilis of tonsils 
A913500 Secondary syphilis of vulva 
A913z00 Secondary syphilis of skin or mucus membranes NOS 
A92..00 Latent early syphilis 
A92z.00 Latent early syphilis NOS 
M0...00 Skin and subcutaneous tissue infections 
M00..00 Carbuncle 
M000.00 Carbuncle of face 
M000000 Carbuncle of ear 
M000100 Carbuncle of face (excluding eye) 
M000200 Carbuncle of nasal septum 
M000300 Carbuncle of temple region 
M000z00 Carbuncle of face NOS 
M001.00 Carbuncle of neck 
M002.00 Carbuncle of trunk 
M002000 Carbuncle of chest wall 
M002100 Carbuncle of breast 
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M002200 Carbuncle of back 
M002300 Carbuncle of abdominal wall 
M002400 Carbuncle of umbilicus 
M002500 Carbuncle of flank 
M002600 Carbuncle of groin 
M002700 Carbuncle of perineum 
M002z00 Carbuncle of trunk NOS 
M003.00 Carbuncle of upper arm and forearm 
M003000 Carbuncle of shoulder 
M003100 Carbuncle of axilla 
M003200 Carbuncle of upper arm 
M003300 Carbuncle of elbow 
M003400 Carbuncle of forearm 
M003z00 Carbuncle of upper arm and forearm NOS 
M004.00 Carbuncle of hand 
M004000 Carbuncle of wrist 
M004100 Carbuncle of thumb 
M004200 Carbuncle of finger 
M004z00 Carbuncle of hand NOS 
M005.00 Carbuncle of buttock 
M005000 Carbuncle of anus 
M005100 Carbuncle of gluteal region 
M005z00 Carbuncle of buttock NOS 
M006.00 Carbuncle of leg (excluding foot) 
M006000 Carbuncle of hip 
M006100 Carbuncle of thigh 
M006200 Carbuncle of knee 
M006300 Carbuncle of lower leg 
M006400 Carbuncle of ankle 
M006z00 Carbuncle of leg (excluding foot) NOS 
M007.00 Carbuncle of foot 
M007100 Carbuncle of heel 
M007200 Carbuncle of toe 
M007z00 Carbuncle of foot NOS 
M00y.00 Carbuncle of other specified site 
M00y000 Carbuncle of head (excluding face) 
M00yz00 Carbuncle of other specified site NOS 
M00z.00 Carbuncle NOS 
M01..00 Furuncle - boil 
M010.00 Boil of face 
M010000 Boil of ear 
M010100 Boil of face (excluding eye) 
M010200 Boil of nasal septum 
M010300 Boil of temple region 
M010400 Boil of external nose 
M010z00 Boil of face NOS 
M011.00 Boil of neck 
M012.00 Boil of trunk 
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M012000 Boil of chest wall 
M012100 Boil of breast 
M012200 Boil of back 
M012300 Boil of abdominal wall 
M012400 Boil of umbilicus 
M012500 Boil of flank 
M012600 Boil of groin 
M012700 Boil of perineum 
M012z00 Boil of trunk NOS 
M013.00 Boil of upper arm and forearm 
M013000 Boil of shoulder 
M013100 Boil of axilla 
M013200 Boil of upper arm 
M013300 Boil of elbow 
M013400 Boil of forearm 
M013z00 Boil of upper arm and forearm NOS 
M014.00 Boil of hand 
M014000 Boil of wrist 
M014100 Boil of thumb 
M014200 Boil of finger 
M014z00 Boil of hand NOS 
M015.00 Boil of buttock 
M015000 Boil of anus 
M015100 Boil of gluteal region 
M015z00 Boil of buttock NOS 
M016.00 Boil of leg (excluding foot) 
M016000 Boil of hip 
M016100 Boil of thigh 
M016200 Boil of knee 
M016300 Boil of lower leg 
M016400 Boil of ankle 
M016z00 Boil of leg (excluding foot) NOS 
M017.00 Boil of foot 
M017000 Boil of foot unspecified 
M017100 Boil of heel 
M017200 Boil of toe 
M017z00 Boil of foot NOS 
M01y.00 Boil of other specified site 
M01y000 Boil of head (excluding face) 
M01yz00 Boil of other specified site NOS 
M01z.00 Boil NOS 
M01z.11 Recurrent boils 
M01z.12 Boils of multiple sites 
M01z000 Multiple boils 
M02..00 Cellulitis and abscess of finger and toe 
M020.00 Cellulitis and abscess of finger 
M020000 Cellulitis and abscess of finger unspecified 
M020100 Finger pulp abscess 
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M020111 Felon 
M020112 Whitlow 
M020200 Onychia of finger 
M020300 Paronychia of finger 
M020311 Perionychia of finger 
M020400 Finger web space infection 
M020500 Pulp space infection of finger/thumb 
M020z00 Cellulitis and abscess of finger NOS 
M021.00 Cellulitis and abscess of toe 
M021000 Cellulitis and abscess of toe unspecified 
M021100 Onychia of toe 
M021200 Paronychia of toe 
M021300 Pulp space infection of toe 
M021z00 Cellulitis and abscess of toe NOS 
M021z11 Perionychia of toe 
M02z.00 Cellulitis and abscess of digit NOS 
M02z.11 Nail infection NOS 
M02z.12 Paronychia 
M02z.13 Infected nailfold 
M02z.14 Nailfold infected 
M03..00 Other cellulitis and abscess 
M03..11 Abscess of skin area excluding digits of hand or foot 
M03..12 Acute lymphangitis of skin excluding digits of hand or foot 
M03..13 Cellulitis of skin area excluding digits of hand or foot 
M030.00 Cellulitis and abscess of face 
M030000 Cellulitis and abscess of cheek (external) 
M030011 Cellulitis and abscess of cheek 
M030100 Cellulitis and abscess of nose (external) 
M030111 Cellulitis and abscess of nose 
M030200 Cellulitis and abscess of chin 
M030300 Cellulitis and abscess of submandibular region 
M030400 Cellulitis and abscess of forehead 
M030500 Cellulitis and abscess of temple region 
M030600 Cellulitis of face 
M030z00 Cellulitis and abscess of face NOS 
M031.00 Cellulitis and abscess of neck 
M032.00 Cellulitis and abscess of trunk 
M032000 Cellulitis and abscess of chest wall 
M032100 Cellulitis and abscess of breast 
M032200 Cellulitis and abscess of back 
M032300 Cellulitis and abscess of abdominal wall 
M032400 Cellulitis and abscess of umbilicus 
M032500 Cellulitis and abscess of flank 
M032600 Cellulitis and abscess of groin 
M032700 Cellulitis and abscess of perineum 
M032800 Cellulitis of trunk 
M032z00 Cellulitis and abscess of trunk NOS 
M033.00 Cellulitis and abscess of arm 
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M033000 Cellulitis and abscess of shoulder 
M033100 Cellulitis and abscess of axilla 
M033200 Cellulitis and abscess of upper arm 
M033300 Cellulitis and abscess of elbow 
M033400 Cellulitis and abscess of forearm 
M033z00 Cellulitis and abscess of arm NOS 
M034.00 Cellulitis and abscess of hand excluding digits 
M034.11 Cellulitis and abscess of hand 
M034000 Cellulitis and abscess of hand unspecified 
M034011 Abscess of dorsum of hand 
M034012 Abscess of palm of hand 
M034013 Cellulitis of dorsum of hand 
M034014 Cellulitis of palm of hand 
M034100 Cellulitis and abscess of wrist 
M034z00 Cellulitis and abscess of hand NOS 
M035.00 Cellulitis and abscess of buttock 
M036.00 Cellulitis and abscess of leg excluding foot 
M036.11 Cellulitis and abscess of leg 
M036000 Cellulitis and abscess of hip 
M036100 Cellulitis and abscess of thigh 
M036200 Cellulitis and abscess of knee 
M036300 Cellulitis and abscess of lower leg 
M036400 Cellulitis and abscess of ankle 
M036z00 Cellulitis and abscess of leg NOS 
M037.00 Cellulitis and abscess of foot excluding toe 
M037.11 Cellulitis and abscess of foot 
M037000 Cellulitis and abscess of foot unspecified 
M037100 Cellulitis and abscess of heel 
M037200 Cellulitis in diabetic foot 
M037z00 Cellulitis and abscess of foot NOS 
M038.00 Cellulitis of external ear 
M03y.00 Other specified cellulitis and abscess 
M03y000 Cellulitis and abscess of head unspecified 
M03y011 Abscess of scalp 
M03z.00 Cellulitis and abscess NOS 
M03z000 Cellulitis NOS 
M03z100 Abscess NOS 
M03zz00 Cellulitis and abscess NOS 
M03zz11 Acute lymphangitis NOS 
M04..00 Acute lymphadenitis 
M04..11 Acute abscess lymph node 
M04..12 Acute adenitis 
M040.00 Acute lymphadenitis of trunk 
M041.00 Acute lymphadenitis of upper limb 
M042.00 Acute lymphadenitis of lower limb 
M043.00 Acute lymphadenitis of face, head and neck 
M05..00 Impetigo 
M050.00 Impetigo contagiosa unspecified 
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M051.00 Impetigo contagiosa bullosa 
M052.00 Impetigo contagiosa gyrata 
M053.00 Impetigo circinata 
M054.00 Impetigo neonatorum 
M055.00 Impetigo simplex 
M056.00 Impetigo follicularis 
M057.00 Chronic symmetrical impetigo 
M05z.00 Impetigo NOS 
M06..00 Pilonidal sinus/cyst 
M060.00 Pilonidal cyst with abscess 
M061.00 Pilonidal cyst with no abscess 
M061.11 Dermal sinus 
M062.00 Pilonidal sinus with abscess 
M063.00 Pilonidal sinus without abscess 
M06z.00 Pilonidal sinus/cyst NOS 
M07..00 Other local infections of skin and subcutaneous tissue 
M070.00 Pyoderma 
M070.11 Purulent dermatitis 
M070000 Pyoderma chancriforme 
M070100 Pyoderma faciale 
M070200 Pyoderma gangrenosum 
M070300 Pyoderma ulcerosum tropicalum 
M070z00 Pyoderma NOS 
M071.00 Pyogenic granuloma 
M071000 Pyogenic granuloma unspecified 
M071100 Pyogenic progressive granuloma 
M071200 Granuloma telangiectaticum 
M071300 Umbilical granuloma 
M071z00 Pyogenic granuloma NOS 
M072.00 Erythrasma 
M073.00 Scalp infection 
M07y.00 Local infection of skin or subcutaneous tissue OS 
M07y.11 Pustular eczema 
M07y000 Pustular bacterid 
M07y100 Ecthyma 
M07y200 Dermatitis vegetans 
M07y300 Perleche 
M07y400 Pitted keratolysis 
M07y500 Inflammation of scar 
M07yz00 Other spec local skin/subc infection NOS 
M07yz11 Infection toe 
M07yz12 Infection foot 
M07yz13 Infection finger 
M07z.00 Local infection skin/subcut tissue NOS 
M07z.11 Infected insect bite 
M07z.12 Infected skin ulcer 
M07z.13 Septic spots 
M07z.14 Infected dermatitis 
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M07z.15 Sinus 
M07z000 Infection foot 
M07z100 Infection toe 
M07z200 Infection finger 
M08..00 Cutaneous cellulitis 
M080.00 [X]Cellulitis of finger and toe 
M080.11 [X]Nail bed infection 
M080.12 [X]Septic thumb 
M080.13 [X]Cellulitis of thumb 
M081.00 [X]Cellulitis of other parts of limb 
M082.00 Cellulitis of face 
M083.00 Cellulitis of trunk 
M084.00 [X]Cellulitis of breast 
M085.00 Cellulitis of leg 
M086.00 Cellulitis of ankle 
M087.00 Chronic paronychia 
M088.00 Cellulitis of arm 
M089.00 Cellulitis of neck 
M08A.00 Cellulitis of axilla 
M08B.00 Cellulitis of foot 
M08C.00 Cellulitis of toe 
M08y.00 [X]Cellulitis of other sites 
M09..00 Cutaneous abscess 
M090.00 [X]Abscess of face 
M091.00 [X]Abscess of neck 
M092.00 [X]Abscess of trunk 
M092000 [X]Abscess of buttock 
M092100 [X]Abdominal wall abscess 
M092200 [X]Perineal abscess 
M093.00 [X]Abscess of buttock 
M094.00 [X]Abscess of limb 
M094000 [X]Abscess of axilla 
M095.00 Skin abscess 
M09y.00 [X]Abscess of other site 
M0y..00 Other specified infections of skin or subcutaneous tissue 
M0z..00 Skin and subcut tissue infection NOS 
M0z..11 Infected sebaceous cyst 
M111.00 Atopic dermatitis/eczema 
M153.00 Rosacea 
M153000 Acne rosacea 
M153100 Rhinophyma 
M153200 Rosacea hypertrophica 
M153300 Lupoid rosacea 
M153400 Ocular rosacea 
M153500 Perioral dermatitis 
M153511 Circumoral dermatitis 
M153600 Periocular dermatitis 
M153z00 Rosacea NOS 
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M244.00 Folliculitis 
M25y100 Hidradenitis 
M25y111 Hidradenitis suppurativa 
M25y600 Acne keloid 
M25yX00 Apocrine sweat disorder, unspecified 
M26..00 Sebaceous gland diseases 
M260.00 Acne varioliformis 
M260000 Acne frontalis 
M260z00 Acne varioliformis NOS 
M260z11 Acne necrotica 
M261.00 Other acne 
M261000 Acne vulgaris 
M261011 Blackhead 
M261012 Comedo 
M261100 Acne conglobata 
M261200 Bromine acne 
M261300 Chlorine acne 
M261400 Iodine acne 
M261500 Colloid acne 
M261600 Cystic acne 
M261700 Acne neonatorum 
M261800 Infantile acne 
M261900 Occupational acne 
M261A00 Pustular acne 
M261B00 Steroid acne 
M261C00 Tropical acne 
M261D00 Acne urticata 
M261E00 Acne excoriee des jeunes filles 
M261F00 Acne fulminans 
M261G00 Acne agminata 
M261H00 Acne keloid 
M261J00 Acne necrotica 
M261K00 Acne keloidalis 
M261X00 Acne, unspecified 
M261z00 Other acne NOS 
M262.00 Sebaceous cyst - wen 
M262.11 Keratin cyst 
M262.12 Sebaceous cyst 
M262000 Trichilemmal cyst 
M262100 Pilar cyst 
M262200 Pilar cyst of scalp 
M262211 Sebaceous cyst of scalp 
M263.00 Seborrhoea 
M263000 Seborrhoea corporis 
M263100 Seborrhoea faciei 
M263200 Seborrhoea nasi 
M263300 Seborrhoea oleosa 
M263400 Post-encephalitic seborrhoea 
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M263z00 Seborrhoea NOS 
M26y.00 Other specified sebaceous gland diseases 
M26y000 Asteatosis cutis 
M26y200 Giant comedo 
M26y300 Fordyce spots 
M26y400 Sebaceous gland hypertrophy 
M26yz00 Other sebaceous gland diseases NOS 
M26z.00 Sebaceous gland diseases NOS 
M2yz.11 Skin lesion 
Myu6800 [X]Other acne 
R02..00 [D]Symptoms affecting skin and other integumentary tissue 
R021.00 [D]Rash and other nonspecific skin eruption 
R021000 [D]Exanthem 
R021100 [D]Rash on genitals 
R021z00 [D]Rash and other nonspecific skin eruption NOS 
R021z11 [D]Spots 
R022.00 [D]Local superficial swelling, mass or lump 
R022000 [D]Swelling, local and superficial 
R022100 [D]Mass, localized and superficial 
R022200 [D]Lump, localized and superficial 
R022300 [D]Nodule, subcutaneous 
R022400 [D]Localized swelling, mass and lump, upper limb 
R022500 [D]Localized swelling, mass and lump, lower limb 
R022600 [D]Localized swelling, mass and lump, multiple sites 
R022700 [D]Axillary lump 
R022800 [D]Lump on back 
R022900 [D]Foot lump 
R022A00 [D]Shoulder lump 
R022B00 [D]Lump on hand 
R022C00 [D]Lump on knee 
R022D00 [D]Lump on leg 
R022E00 [D]Lump on shin 
R022F00 [D]Lump on thigh 
R022G00 [D]Finger lump 
R022H00 [D]Wrist lump 
R022I00 [D]Toe lump 
R022J00 [D]Subungual swelling 
R022K00 [D]Buttock swelling 
R022z00 [D]Local superficial swelling, mass or lump NOS 
R02z.00 [D]Skin symptoms NOS 
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Table A 8: Read codes for eye conditions. 

Read code Read term 
1486 H/O: iritis 
148Z.00 H/O: eye disorder NOS 
F400.00 Purulent endophthalmitis 
F400100 Acute endophthalmitis 
F400200 Panophthalmitis 
F400300 Chronic endophthalmitis 
F400400 Vitreous abscess 
F400500 Eye infection 
F400z00 Purulent endophthalmitis NOS 
F44..00 Disorders of iris and ciliary body 
F44..11 Ciliary body disorders 
F44..12 Iridocyclitis 
F440.00 Acute and subacute iridocyclitis 
F440.11 Iritis - acute 
F440000 Unspecified acute iridocyclitis 
F440100 Unspecified subacute iridocyclitis 
F440200 Primary iridocyclitis 
F440300 Recurrent iridocyclitis 
F440400 Secondary infected iridocyclitis 
F440600 Hypopyon 
F440700 Diabetic iritis 
F440z00 Acute or subacute iritis NOS 
F441.00 Chronic iridocyclitis 
F441.11 Chronic iritis 
F441000 Unspecified chronic iridocyclitis 
F441100 Chronic iridocyclitis due to disease EC 
F441200 Chronic anterior uveitis 
F441z00 Chronic iridocyclitis NOS 
F442.00 Certain types of iridocyclitis 
F442000 Fuchs' heterochromic cyclitis 
F442200 Lens-induced iridocyclitis 
F442300 Vogt-Koyanagi syndrome 
F442z00 Certain types of cyclitis NOS 
F443.00 Unspecified iridocyclitis 
F443.11 Uveitis NOS 
F443000 Anterior uveitis 
F443100 Iritis 
F444.00 Iris and ciliary body vascular disorders 
F444z00 Iris and ciliary body vascular disorders NOS 
F446.11 Uveal cysts 
F446000 Idiopathic cyst of iris, ciliary body or anterior chamber 
F44y.00 Other iris and ciliary body disorders 
F44yz00 Other iris or ciliary body disorder NOS 
F44z.00 Iris or ciliary body disorder NOS 
F48..00 Visual disturbances 
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F481.00 Subjective visual disturbances 
F481000 Unspecified subjective visual disturbance 
F481100 Sudden visual loss 
F481400 Other transient visual loss 
F481700 Photophobia 
F481800 Other visual discomfort 
F481C00 Photopsia 
F481D00 Visual halos 
F481E00 Refractive diplopia 
F481F00 Refractive polyopia 
F481G00 Other visual distortion 
F481K00 Visual hallucinations 
F482.00 Diplopia (double vision) 
F483.00 Other binocular vision disorders 
F483000 Unspecified binocular vision disorder 
F484.00 Visual field defects 
F484000 Unspecified visual field defect 
F484z00 Visual field defects NOS 
F485.00 Colour vision deficiency 
F48y.00 Other specified visual disturbance 
F48y000 Blurred vision NOS 
F48y011 Cloudy vision NOS 
F48y012 Dull vision NOS 
F48yz00 Other specified visual disturbance NOS 
F48z.00 Visual disturbance NOS 
F4A..00 Keratitis 
F4A..11 Keratoconjunctivitis 
F4A0.00 Corneal ulcer 
F4A0.11 Dendritic ulcer 
F4A0000 Unspecified corneal ulcer 
F4A0100 Marginal corneal ulcer 
F4A0200 Ring corneal ulcer 
F4A0300 Central corneal ulcer 
F4A0400 Hypopyon ulcer 
F4A0411 Serpiginous ulcer 
F4A0600 Perforated corneal ulcer 
F4A0700 Mooren's ulcer 
F4A0z00 Corneal ulcer NOS 
F4A1.00 Dendritic keratitis 
F4A2.00 Other superficial keratitis without conjunctivitis 
F4A2000 Unspecified superficial keratitis 
F4A2100 Punctate keratitis 
F4A2111 Keratitic precipitates 
F4A2112 Thygeson's superficial punctate keratitis 
F4A2200 Nummular keratitis 
F4A2300 Striate keratitis 
F4A2400 Macular keratitis NOS 
F4A2500 Filamentary keratitis 
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F4A2711 Arc-welders' keratitis 
F4A2800 Photokeratitis NOS 
F4A2z00 Other superficial keratitis without conjunctivitis NOS 
F4A3.00 Specific keratoconjunctivitis 
F4A3000 Phlyctenular keratoconjunctivitis 
F4A3100 Vernal conjunctivitis of limbus and cornea 
F4A3200 Keratoconjunctivitis sicca (excluding Sjogren's syndrome) 
F4A3300 Exposure keratoconjunctivitis 
F4A3400 Neurotrophic keratoconjunctivitis 
F4A3z00 Specific keratoconjunctivitis NOS 
F4A4.00 Other keratoconjunctivitis 
F4A4000 Unspecified keratoconjunctivitis 
F4A4100 Keratitis or keratoconjunctivitis in other exanthemata 
F4A4z00 Other keratoconjunctivitis NOS 
F4A5.00 Interstitial and deep keratitis 
F4A5000 Unspecified interstitial keratitis 
F4A5100 Diffuse interstitial keratitis 
F4A5300 Corneal abscess 
F4A5400 Keratitis due to syphilis 
F4A5500 Keratitis due to tuberculosis 
F4A5z00 Interstitial and deep keratitis NOS 
F4Ay.00 Other forms of keratitis 
F4Az.00 Keratitis NOS 
F4B..00 Corneal opacity and other disorders of cornea 
F4B..11 Corneal disorders 
F4B0.00 Corneal scars and opacities 
F4B0z00 Corneal scar or opacity NOS 
F4B1.00 Corneal pigmentations and deposits 
F4B1z00 Corneal pigmentation or deposit NOS 
F4B2.00 Corneal oedema 
F4B2z00 Corneal oedema NOS 
F4B3.00 Corneal membrane changes 
F4B3z00 Corneal membrane changes NOS 
F4B4.00 Corneal degenerations 
F4B4z00 Corneal degenerations NOS 
F4B5000 Corneal dystrophy unspecified 
F4B7100 Corneal ectasia 
F4B7300 Corneal staphyloma 
F4By000 Corneal hypoaesthesia 
F4By100 Corneal anaesthesia 
F4Bz.00 Corneal disorder NOS 
F4C0.00 Acute conjunctivitis 
F4C0.11 Eye infection 
F4C0.12 Conjunctivitis 
F4C0000 Unspecified acute conjunctivitis 
F4C0011 Conjunctivitis 
F4C0100 Serous conjunctivitis 
F4C0200 Acute follicular conjunctivitis 



 

 381 

F4C0300 Acute mucopurulent conjunctivitis 
F4C0311 Sticky eye 
F4C0400 Catarrhal conjunctivitis 
F4C0500 Pseudomembranous conjunctivitis 
F4C0511 Membranous conjunctivitis 
F4C0600 Acute atopic conjunctivitis 
F4C0611 Acute allergic conjunctivitis 
F4C0z00 Acute conjunctivitis NOS 
F4C1.00 Chronic conjunctivitis 
F4C1000 Unspecified chronic conjunctivitis 
F4C1100 Simple chronic conjunctivitis 
F4C1200 Chronic follicular conjunctivitis 
F4C1300 Vernal conjunctivitis 
F4C1z00 Chronic conjunctivitis NOS 
F4C2.00 Blepharoconjunctivitis 
F4C2000 Unspecified blepharoconjunctivitis 
F4C2100 Angular blepharoconjunctivitis 
F4C2200 Contact blepharoconjunctivitis 
F4C2z00 Blepharoconjunctivitis NOS 
F4C3.00 Other and unspecified conjunctivitis 
F4C3000 Unspecified conjunctivitis 
F4C3100 Rosacea conjunctivitis 
F4C3200 Conjunctivitis with mucocutaneous disorder 
F4C3300 Bacterial conjunctivitis 
F4C3z00 Other conjunctivitis NOS 
F4Cy.00 Other conjunctival disorders 
F4Cy000 Filarial infection of conjunctiva 
F4Cy100 Ocular pemphigoid 
F4D..00 Inflammation of eyelids 
F4D0.00 Blepharitis 
F4D0.11 Cellulitis of eyelids 
F4D0000 Unspecified blepharitis 
F4D0100 Ulcerative blepharitis 
F4D0200 Squamous blepharitis 
F4D0z00 Blepharitis NOS 
F4D1.00 Hordeolum and other deep inflammation of eyelid 
F4D1000 Hordeolum externum ( stye ) 
F4D1100 Hordeolum internum (infected meibomian cyst) 
F4D1111 Meibomian cyst infected 
F4D1200 Abscess of eyelid 
F4D1211 Boil of eyelid 
F4D1212 Furuncle of eyelid 
F4D1300 Meibomianitis 
F4D1400 Cellulitis of eyelid 
F4D1z00 Hordeolum and other deep inflammation of eyelid NOS 
F4D2.00 Chalazion (meibomian cyst) 
F4D3000 Eczematous eyelid dermatitis 
F4D3100 Contact or allergic eyelid dermatitis 
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F4D3111 Allergic dermatitis - eyelid 
F4D3112 Contact eczema - eyelids 
F4D4.00 Infective eyelid dermatitis of types resulting in deformity 
F4D5.00 Other eyelid infective dermatitis 
F4D6.00 Parasitic eyelid infestation 
F4Dy.00 Other eyelid inflammation 
F4Dy000 Ulcer of eyelid 
F4Dz.00 Eyelid inflammation NOS 
F4F0.00 Dacryoadenitis 
F4F0000 Unspecified dacryoadenitis 
F4F0100 Acute dacryoadenitis 
F4F0200 Chronic dacryoadenitis 
F4F0z00 Dacryoadenitis NOS 
F4F3.00 Acute and unspecified inflammation of lacrimal passages 
F4F3.11 Dacryocystitis - acute 
F4F3000 Unspecified dacryocystitis 
F4F3100 Acute lacrimal canaliculitis 
F4F3200 Acute dacryocystitis 
F4F3300 Phlegmonous dacryocystitis 
F4F3z00 Dacryocystitis NOS 
F4F6000 Lacrimal fistula 
F4G0.00 Acute inflammation of orbit 
F4G0000 Unspecified acute orbit inflammation 
F4G0100 Orbital cellulitis 
F4G0200 Orbital abscess 
F4G0300 Orbital periostitis 
F4G0400 Orbital osteomyelitis 
F4G0500 Tenonitis 
F4G0z00 Acute inflammation of orbit NOS 
F4G1.00 Chronic inflammation of orbit 
F4G1000 Unspecified chronic inflammation of orbit 
F4G1300 Parasitic infestation of orbit 
F4G1z00 Chronic inflammation of orbit NOS 
F4K0.00 Scleritis and episcleritis 
F4K0.11 Episcleritis 
F4K0.12 Scleritis 
F4K0000 Unspecified scleritis 
F4K0100 Episcleritis periodica fugax 
F4K0200 Episcleritis periodica fugax 
F4K0300 Anterior scleritis 
F4K0400 Scleromalacia perforans 
F4K0500 Sclerokeratitis 
F4K0600 Brawny scleritis 
F4K0700 Posterior scleritis 
F4K0711 Sclerotenonitis 
F4K0800 Scleral abscess 
F4K0z00 Scleritis or episcleritis NOS 
F4Kz.00 Eye and adnexa disorder NOS 
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F4Kz000 Unspecified disorder of eye 
F4Kz100 Eye pain NOS 
F4Kz200 Swelling of eye NOS 
F4Kz300 Mass of eye NOS 
F4Kz400 Redness of eye NOS 
F4Kz411 Red eye NOS 
F4Kz500 Discharge of eye NOS 
F4Kzz00 Ill-defined eye disorder NOS 
SD81000 Corneal abrasion 
SG00.00 Corneal foreign body 
SH0..12 Corneal burns 
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Appendix D: Searching strategies for systematic review 
 

Database: Ovid MEDLINE(R) Epub Ahead of Print, In-Process & Other Non-

Indexed Citations, Ovid MEDLINE(R) Daily and Ovid MEDLINE(R) 1946 to 

Present (last update 20/01/2020) 

 

#1. Lower Respiratory Infections (including pneumonia)  

1. (RTI or rti or (respiratory tract$ adj3 infect$)).ab,ti. (24,121) 

2. ((chest$ or thorac$) adj5 infect$).ab,ti. (3,911) 

3.  (bronchi$ or trachei$).ab,ti. (130,796) 

4. ((pulmonary or lung) adj3 (inflammation$ or infect$)).ab,ti. (37,243) 

5. exp Pneumonia/ (89,835) 

6. (LRTI or (low$ respiratory tract$ adj3 infect$)).ab,ti. (7,028) 

7. (cough$ or bronchit$).ab,ti. (67,657) 

8. 1 or 2 or 3 or 4 or 5 or 6 or 7 (302,314) 

 

#2. Risk factor 

9. (risk factor$ or ((patient$ or population) adj3 risk)).mp. [mp=title, abstract, 

original title, name of substance word, subject heading word, keyword heading 

word, protocol supplementary concept word, rare disease supplementary concept 

word, unique identifier, synonyms] (1,217,264) 

 

#3. Prediction Model 

10.  Models, Theoretical/ or Linear Models/ or Models, Biological/ or Logistic 

Models/ or Models, Molecular/ (913,060) 

11.  (predic$ or prognos$ or probabilit$ or valid$).mp. [mp=title, abstract, original 

title, name of substance word, subject heading word, keyword heading word, 

protocol supplementary concept word, rare disease supplementary concept word, 

unique identifier, synonyms] (2,949,035) 

12.  9 or 10 or 11 (4,464,682) 

13.  8 and 12 (51,004) 
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#4. Primary care setting 

14.  (general practice$ or GP or GP's or GP surger$ or family practice$ or out 

patient$ or out-patient$ or community or (community adj3 setting$) or 

ambulatory).mp. [mp=title, abstract, original title, name of substance word, 

subject heading word, keyword heading word, protocol supplementary concept 

word, rare disease supplementary concept word, unique identifier, synonyms] 

(829,471) 

15.  (general practitioner$ or family physician$ or primary care physician$ or general 

physician$ or family doctor$).mp. [mp=title, abstract, original title, name of 

substance word, subject heading word, keyword heading word, protocol 

supplementary concept word, rare disease supplementary concept word, unique 

identifier, synonyms] (87,583) 

16.  ((primary adj3 $care) or (general adj3 $care) or (community adj3 $care)).mp. 

[mp=title, abstract, original title, name of substance word, subject heading word, 

keyword heading word, protocol supplementary concept word, rare disease 

supplementary concept word, unique identifier, synonyms] (186,460) 

17.  14 or 15 or 16 (969,078) 

18.  13 and 17 (6,515) 

19.  limit 18 to (yr="2010 -Current" and english) (2,944) 
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Database: Embase Classic and Embase 1947 to Present (last update 20/01/2020) 

 

#1. Lower Respiratory Infections (including pneumonia)  

1. (RTI or rti or (respiratory tract$ adj3 infect$)).ab,ti. (36,617) 

2. ((chest$ or thorac$) adj5 infect$).ab,ti. (6,589) 

3. (bronchi$ or trachei$).ab,ti. (204,769) 

4. ((pulmonary or lung) adj3 (inflammation$ or infect$)).ab,ti. (57,875) 

5. exp Pneumonia/ (311,302) 

6. (LRTI or (low$ respiratory tract$ adj3 infect$)).ab,ti. (10,372) 

7. (cough$ or bronchit$).ab,ti. (116,372)  

8. 1 or 2 or 3 or 4 or 5 or 6 or 7 (617,325) 

 

#2. Risk factor 

9. (risk factor$ or ((patient$ or population) adj3 risk)).mp. [mp=title, abstract, 

heading word, drug trade name, original title, device manufacturer, drug 

manufacturer, device trade name, keyword, floating subheading word, candidate 

term word] (1,692,686) 

 

#3. Prediction Model 

10.  Models, Theoretical/ or Linear Models/ or Models, Biological/ or Logistic 

Models/ or Models, Molecular/ (420,442) 

11.  (predic$ or prognos$ or probabilit$ or valid$).mp. [mp=title, abstract, heading 

word, drug trade name, original title, device manufacturer, drug manufacturer, 

device trade name, keyword, floating subheading word, candidate term word] 

(4,003,125) 

12.  9 or 10 or 11 (5,530,594) 

13.  8 and 12 (116,947) 

 

#4. Primary care setting 

14.  (general practice$ or GP or GP's or GP surger$ or family practice$ or out 

patient$ or out-patient$ or community or (community adj3 setting$) or 

ambulatory).mp. [mp=title, abstract, heading word, drug trade name, original 

title, device manufacturer, drug manufacturer, device trade name, keyword, 

floating subheading word, candidate term word] (1,042,779) 
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15.  (general practitioner$ or family physician$ or primary care physician$ or general 

physician$ or family doctor$).mp. [mp=title, abstract, heading word, drug trade 

name, original title, device manufacturer, drug manufacturer, device trade name, 

keyword, floating subheading word, candidate term word] (158,013) 

16.  ((primary adj3 $care) or (general adj3 $care) or (community adj3 $care)).mp. 

[mp=title, abstract, heading word, drug trade name, original title, device 

manufacturer, drug manufacturer, device trade name, keyword, floating 

subheading word, candidate term word] (317,738) 

17.  14 or 15 or 16 (1,283,242) 

18.  13 and 17 (13,073) 

19.  limit 18 to (yr="2010 -Current" and english) (8,637) 
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Appendix E: Excluded studies by full text 
 

The full texts of following studies were reviewed for intended inclusion but failed to 

meet inclusion criteria due to reasons below:1: Ineligible population (i.e. HIV 

patients); 2: Ineligible clinical setting (i.e. hospital setting or nursing home); 3: 

Ineligible study design (i.e. case report, biomedical experimental research, qualitative 

study or prediction model validation study); 4: Ineligible endpoint (i.e. hospital 

admission due to pneumonia); 5: Ineligible publication type (i.e. editorial letter); 6: 

Non-English language papers with English abstracts; 7: Observational studies with 

inadequate sample size for prediction modelling (i.e. event per variable is fewer than 

10); 8: No full text available for access. 
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Table A 9: Excluded studies by full text 

Study Exclusion 
code 

Note 

1. (Pick et al., 2020) Pneumococcal serotype trends, surveillance and risk factors in UK adult pneumonia, 

2013-18 

4 Prediction endpoint being 

pneumococcal vaccination 

2. (Nakajima et al., 2020) Association between oral candidiasis and bacterial pneumonia: A retrospective 

study 

2 Nursing home residents 

3. (Tashiro et al., 2019) Relationship between oral environment and development of pneumonia and acute 

viral respiratory infection in dependent older individuals 

2 Nursing home residents 

4. (Garcia Garrido et al., 2019) Incidence and Risk Factors for Invasive Pneumococcal Disease and 

Community-acquired Pneumonia in Human Immunodeficiency Virus-Infected Individuals in a High-

income Setting 

1 Study patient being HIV 

patients 

5. (Clark et al., 2020) Plasma vitamin D, past chest illness, and risk of future chest illness in chronic spinal 

cord injury (SCI): a longitudinal observational study 

4 chronic spinal cord injury (SCI) 

cohort; endpoint being chest 

illness 

6. (Abelleira et al., 2019) Influenza A H1N1 Community-Acquired Pneumonia: Characteristics and Risk 

Factors-A Case-Control Study 

2 Endpoint being influenza 

pneumonia out of hospitalized 

CAP patients  

7. (Heath et al., 2019) Variable selection for early diagnosis of congenital heart disease using random 

forest entropy calculations 

4 Endpoint being congenital 

heart failure  

8. (Sungur Biteker et al., 2019) Right Heart Function in Community-Acquired Pneumonia 4 Endpoint being different phase 

of CAP 
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9. (Zhang et al., 2019) Utility of Blood Cultures in Pneumonia 2 Hospital setting 

10. (Hadda et al., 2019) Severe community acquired pneumonia: Prediction of outcome 5 Editorial 

11. (Gonzalez Del Castillo et al., 2019) Risk stratification of patients with pneumonia 8 No full text 

12. (Ozlek et al., 2019) The risk stratification in community-acquired pneumonia 8 No full text 

13. (Van Buynder, 2019) Reducing pneumococcal risk in people aged 65 years and over 8 Review 

14. (Malek et al., 2019) Relationship between the serum level of C-reactive protein and severity and 

outcomes of community-acquired pneumonia 

4 Endpoint being CAP severity 

and mortality 

15. (Ham and Eun Song, 2019) A prospective study of presepsin as an indicator of the severity of 

community-acquired pneumonia in emergency departments: Comparison with pneumonia severity index 

and CURB-65 scores 

4 Pneumonia severity prediction 

model comparison 

16. (Akagi et al., 2019) Procalcitonin is not an independent predictor of 30-day mortality, albeit predicts 

pneumonia severity in patients with pneumonia acquired outside the hospital 

4 Pneumonia severity prediction 

17. (Tanzella et al., 2019) Optimal approaches to preventing severe community-acquired pneumonia 8 No full text 

18. (Kalra et al., 2019) Elevated C-reactive protein increases diagnostic accuracy of algorithm-defined 

stroke-associated pneumonia in afebrile patients 

4 Endpoint being stroke 

associated pneumonia 

19. (Bastidas et al., 2019) CURB-65 validity through use of artificial intelligence for multiple outcomes in 

community acquired pneumonia 

3 Model validity study 

20. (Garin et al., 2019) Computed tomography scan contribution to the diagnosis of community-acquired 

pneumonia 

2 Hospital setting 

21. (Edelman et al., 2019) Association of Prescribed Opioids with Increased Risk of Community-Acquired 

Pneumonia among Patients with and Without HIV 

2 Hospital setting 
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22. (Rillera and Manuel, 2019) Association of procalcitonin levels and risk of mortality in adults with hospital 

acquired pneumonia and high risk community acquired pneumonia 

4 Endpoint being mortality due to 

CAP and HAP 

23. (Karakioulaki and Stolz, 2019b) Biomarkers in pneumonia-beyond procalcitonin 5 Review 

24. (Karakioulaki and Stolz, 2019a) Biomarkers and clinical scoring systems in community-acquired 

pneumonia 

5 Review 

25. (Cohen et al., 2019) Associations between Community-Acquired Pneumonia and Proton Pump Inhibitors 

in the Laryngeal/Voice-Disordered Population 

1 Patient cohort being 

laryngeal/voice-disordered 

population 

26. (Eizadi-Mood et al., 2018) Risk factors associated with aspiration pneumonia among the patients with 

drug intoxication 

2 Hospital setting 

27. (Lu et al., 2018) Link between community-acquired pneumonia and vitamin D levels in older patients 2 Hospital setting 

28. (Siljan et al., 2018) Procalcitonin has wider applicability in community-acquired pneumonia than other 

biomarkers 

4 End points being pneumonia 

severity and treatment 

outcome 

29. (Lee and Song, 2018) Pneumococcal urinary antigen test use as a prognostic marker in patients 

admitted with community-acquired pneumonia: A propensity score matching study 

4 Endpoint being CAP mortality 

30. (Xu et al., 2017) eGFR and the Risk of Community-Acquired Infections 4 Composite endpoint 

31. (Sadigov and Abdullayev, 2017) Corellation between emphysema and pneumonia risk in patients with 

chronic obstructive pulmonary disease 

8 No full text  

32. (Stern et al., 2017) Corticosteroids for pneumonia 4 Endpoint being treatment 

effect for pneumonia 



 

 392 

33. (Cho et al., 2017) Prognostic significance of nutritional risk in the elderly patients with community 

acquired pneumonia 

8 No full text 

34. (Faverio and Sibila, 2017) New biomarkers in community-acquired pneumonia: Another step in 

improving outcome prediction 

5 Editorial 

35. (Al-Helou et al., 2016) Validation of the modified CRB-65 pneumonia severity index as a prognostic tool 2 Hospital setting 

36. (Almirall et al., 2016) Risk Factors for Community-acquired Pneumonia in Adults: A Review 5 Review 

37. (Stolz, 2016) Procalcitonin in Severe Community-Acquired Pneumonia: Some Precision Medicine Ready 

for Prime Time 

5 Editorial 

38. (Minnaard et al., 2017) The added value of C-reactive protein measurement in diagnosing pneumonia in 

primary care: A meta-analysis of individual patient data 

4 Prognostic value of single 

biomarker (CRP) 

39. (Choby and Hunter, 2015) Respiratory infections: community-acquired pneumonia 8 No full text 

40. (Dang et al., 2015) Recurrent pneumonia: a review with focus on clinical epidemiology and modifiable 

risk factors in elderly patients 

4 End point being recurrent 

pneumonia after incident 

pneumonia 

41. (Ticinesi et al., 2016) An investigation of multimorbidity measures as risk factors for pneumonia in elderly 

frail patients admitted to hospital 

2 Hospital setting 

42. (Schierenberg et al., 2016) External validation of prediction models for pneumonia in primary care 

patients with lower respiratory tract infection: An individual patient data meta-analysis 

3 External validation study of 

pneumonia prediction models 

43. (Lin et al., 2016) Increased risk of community-acquired pneumonia in COPD patients with comorbid 

cardiovascular disease 

2 Unclear clinical setting 

44. (Janson et al., 2018) Identifying the associated risks of pneumonia in COPD patients: ARCTIC an 

observational study 

4 Pneumonia managed in both 

primary and secondary care 
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45. (Chatterjee et al., 2016) Anticholinergic medication use and risk of pneumonia in elderly adults: A nested 

case-control study 

4 Pneumonia managed in both 

primary and secondary care 

46. (Li et al., 2015) Severe pneumonia in the elderly: A multivariate analysis of risk factors 2 Hospitalized pneumonia 

47. (Ishifuji et al., 2015) Medications associated with the incidence of recurrent pneumonia in Japanese 

elderly population 

4 Endpoint being recurrent 

pneumonia 

48. (Williams et al., 2015) Co-morbidity and pneumonia risk in COPD patients: A population database 

analysis of primary care patients 

5 Spoken sessions: COPD 

weighs heavy on the heart 

49. (Nose et al., 2015) Antipsychotic drug exposure and risk of pneumonia: A systematic review and meta-

analysis of observational studies 

4 Endpoint being pneumonia  

50. (Smith et al., 2014) Infections diseases and stroke a novel point-of-care clinical risk score for predicting 

pneumonia in acute stroke care: a UK multicenter cohort study 

5 Conference abstract 

51. (Simonetti et al., 2014b) Impact of pre-hospital antibiotic use on community-acquired pneumonia 2 Hospitalized CAP patients  

52. (Simonetti et al., 2014a) Management of community-acquired pneumonia in older adults 5 Review 

53. (Sanz et al., 2014a) Does prolonged onset of symptoms have a prognostic significance in community-

acquired pneumonia? 

2 Hospitalized CAP patients 

54. (Pick et al., 2014) Clinical characteristics of hospitalised patients misdiagnosed with community-acquired 

pneumonia 

2 Hospitalized patients with 

initial CAP diagnosis 

55. (Nemoto et al., 2014) Incremental prognostic predict ability of chest computed tomography in patients 

with community onset pneumonia 

2 Hospitalized CAP patients 

56. (Nie et al., 2014) Obesity survival paradox in pneumonia: A meta-analysis 4 All cause pneumonia as a 

composite endpoint 
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57. (Kew and Seniukovich, 2014) Inhaled steroids and risk of pneumonia for chronic obstructive pulmonary 

disease 

4 All cause pneumonia as a 

composite endpoint 

58. (Samokhvalov et al., 2010) Alcohol consumption as a risk factor for pneumonia: A systematic review and 

meta-analysis 

4 Endpoint being CAP morbidity 

and /or mortality 

59. (Trifiro, 2011) Antipsychotic drug use and community-acquired pneumonia 5 Report 

60. (Doshi et al., 2011) Anemia and community-acquired pneumococcal pneumonia 2 Hospitalized CAP patients 

61. (Giuliano et al., 2012) Are proton pump inhibitors associated with the development of community-

acquired pneumonia? A meta-analysis 

5 No full text 

62. (Yende et al., 2013) Epidemiology and Long-term Clinical and Biologic Risk Factors for Pneumonia in 

Community-Dwelling Older Americans: Analysis of Three Cohorts 

4 Endpoint being hospitalized 

pneumonia 

63. (Dublin et al., 2012) Angiotensin-converting enzyme inhibitor use and pneumonia risk in community-

dwelling older adults: Results from a population-based case-control study 

4 Endpoint being pneumonia 

from outpatient and inpatient 

settings 

64. (Van Vugt et al., 2013) Diagnosing pneumonia in patients with acute cough: Clinical judgment compared 

to chest radiography 

3 Comparative study 

65. (Cilloniz et al., 2013) Impact of age and comorbidity on cause and outcome in community-acquired 

pneumonia 

4 Endpoint being causal 

pathogens and treatment 

outcomes of CAP  

66. (Watanabe Tejada et al., 2013) Effect of comorbidities on clinical outcomes in low-risk curb-65 patients 2 Inpatient CAP cohort 

67. (Tanday, 2013) C-reactive protein could predict pneumonia in COPD 5 News 

68. (Morillo et al., 2013) Computer-aided diagnosis of pneumonia in patients with chronic obstructive 

pulmonary disease 

2 Hospitalized CAP patients 
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69. (Almirall et al., 2013) Relationship between the Use of Inhaled Steroids for Chronic Respiratory Diseases 

and Early Outcomes in Community-Acquired Pneumonia 

4 Endpoint being CAP 

hospitalization 

70. (Torres et al., 2013) Risk factors for community-acquired pneumonia in adults in Europe: A literature 

review 

5 Review 

71. (Eurich et al., 2013) Inhaled corticosteroids and risk of recurrent pneumonia: A population-based, nested 

case-control study 

2 Emergency and inpatient 

departments 

72. (Polverino et al., 2013) Influence of comorbidities on pneumococcal community-acquired pneumonia 4 Endpoints being subtypes of 

CAP 

73. (Schubert et al., 2013) Observational study on diagnostics and treatment in community acquired 

pneumonia (CAP) 

2 Hospitalized CAP 

74. (Subramanian et al., 2013) Performance of SOAR (systolic blood pressure, oxygenation, age and 

respiratory rate) scoring criteria in community-acquired pneumonia: A prospective multi-centre study 

3 Prediction model performance 

comparison study 

75. (Blumentals et al., 2012) Body mass index and the incidence of influenza-associated pneumonia in a UK 

primary care cohort 

4 Endpoints being influenza, 

influenza associated 

pneumonia. 

76. (Afonso et al., 2012) The use of classification and regression trees to predict the likelihood of seasonal 

influenza 

4 Endpoint being influenza 

77. (Schepp et al., 2012) A clinical prediction rule for pneumonia after acute stroke 2 Endpoint being post stroke 

pneumonia in hospital settings 

78. (Anonymous, 2010) Antipsychotic drugs in elderly patients associated with increased risk of pneumonia 8 No full text 

79. (Thornton Snider et al., 2012) Inhaled corticosteroids and the risk of pneumonia in Medicare patients 

with COPD 

4 Composite endpoint being 

outpatient and inpatient 

pneumonia 
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80. (Khan et al., 2011a) The association between statin use and the outcome of community acquired 

pneumonia: A systematic review and meta-analysis 

4 Endpoint being CAP mortality 

81. (Khan et al., 2011b) The association between statin use and the risk of community acquired pneumonia: 

A systematic review and meta-analysis 

5 Abstract 

82. (Wiersinga et al., 2012) SWAB/NVALT (Dutch working party on antibiotic policy and Dutch association of 

chest physicians) guidelines on the management of community-acquired pneumonia in adults 

5 Guideline 

83. (Woodhead et al., 2011b) Guidelines for the management of adult lower respiratory tract infections - Full 

version 

5 Guideline 

84. (Held et al., 2012) Validating and updating a risk model for pneumonia – a case study 3 Model validation and updating 

study 

85. (Long et al., 2010) What factors predict pneumonia in patients with rheumatoid arthritis? 8 No full text 

86. (Berg and Lindhardt, 2012) The role of procalcitonin in adult patients with community-acquired 

pneumonia - A systematic review 

3 PCT diagnostic performance 

study 

87. (Yende et al., 2010) The influence of pre-existing diabetes mellitus on the host immune response and 

outcome of pneumonia: analysis of two multicentre cohort studies 

4 Endpoint being CAP mortality 

risk 

88. (Watkins and Lemonovich, 2011) Diagnosis and management of community-acquired pneumonia in 

adults 

5 Guidelines 

89. (Viasus et al., 2011) Community-acquired pneumonia in patients with liver cirrhosis: Clinical features, 

outcomes, and usefulness of severity scores 

2 Hospitalized CAP patients 

90. (Vilanova et al., 2012) Obesity and metabolic syndrome as risk factors for community-acquired 

pneumonia 

2 Emergency department setting 

91. (Fung and Monteagudo-Chu, 2010) Community-acquired pneumonia in the elderly 5 Review 
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92. (Liapikou et al., 2012) Clinical presentation and evolution of community acquired pneumonia in older 

patients 

8 No full text 

93. (Hess et al., 2010) Comparative antibiotic failure rates in the treatment of community-acquired 

pneumonia: Results from a claims analysis 

4 Endpoint being treatment 

failure 

94. (Salluh et al., 2010) Cortisol levels and adrenal response in severe community-acquired pneumonia: a 

systematic review of the literature 

4 Endpoint being severe CAP 

95. (Lera et al., 2011) Differential features of Community Acquired Pneumonia (CAP) in young adults 2 Emergency department setting 

96. (Viasus et al., 2010) Epidemiology, clinical features, and outcomes of community- acquired pneumonia 

in patients with liver cirrhosis 

2 Hospitalized CAP 

97. (Horie et al., 2012) Diagnostic and prognostic value of procalcitonin in community-acquired pneumonia 4 Endpoint being microbial 

aetiology and CAP outcome 

98. (Schuetz et al., 2011) Prognostic value of procalcitonin in community-acquired pneumonia 4 Endpoint being CAP mortality 

risk 

99. (Spindler et al., 2012) Swedish guidelines on the management of community-acquired pneumonia in 

immunocompetent adults--Swedish Society of Infectious Diseases 2012 

5 Guidelines 

100. (Sanz Herrero and Blanquer Olivas, 2012) Community-acquired pneumonia in adults 5 Seminar article 

101. (Lin et al., 2019) Association of Increased Risk of Pneumonia and Using Proton Pump Inhibitors 

in Patients with Type II Diabetes Mellitus 

4 Endpoint being hospitalized 

pneumonia 

102. (Caldeira et al., 2012) Risk of pneumonia associated with use of angiotensin converting enzyme 

inhibitors and angiotensin receptor blockers: systematic review and meta-analysis 

4 Endpoint being all cause 

pneumonia 

103. (Dublin et al., 2011) Use of angiotensin-converting enzyme inhibitors is not associated with 

decreased pneumonia risk 

8 No full text 
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104. (He et al., 2013) Pneumonia and mortality risk in continuous ambulatory peritoneal dialysis 

patients with diabetic nephropathy 

2 Peritoneal dialysis (PD) centre 

105. (Mapel et al., 2010) Pneumonia among COPD patients using inhaled corticosteroids and long-

acting bronchodilators 

4 Endpoint being all cause 

pneumonia 

106. (Nakanishi et al., 2010) Significance of the progression of respiratory symptoms for predicting 

community-acquired pneumonia in general practice 

7 Patient age (groups) were not 

specified 

107. (Eom et al., 2011) Use of acid-suppressive drugs and risk of pneumonia: A systematic review 

and meta-analysis 

4 Endpoint being CAP and HAP 

108. (Bonten et al., 2015) Polysaccharide conjugate vaccine against pneumococcal pneumonia in 

adults 

4 Endpoint Being VE-CAP 

109. (Suaya et al., 2018) Post hoc analysis of the efficacy of the 13-valent pneumococcal conjugate 

vaccine against vaccine-type community-acquired pneumonia in at-risk older adults 

4 Endpoint Being VE-CAP 

110. (Ochoa-Gondar et al., 2014) Effectiveness of the 23-valent pneumococcal polysaccharide 

vaccine against community-acquired pneumonia in the general population aged >=60 years: 3 years of 

follow-up in the CAPAMIS study 

4 Endpoint Being VE-CAP 
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Appendix F: Interim results during model development  
 

Table A 10: General health status of study cohort frailty vs comorbidity 

 No comorbidity One comorbidity Multi-comorbidity 
Fit 42,473 (76.79%) 14,998 (47.42%) 2,774 (12.67%) 

Mild  10,250 (18.53%) 11,159 (35.28%) 7,004 (31.98%) 

Moderate 2,127 (3.85%) 4,194 (13.26%) 6,953 (31.75%) 

Severe 463 (0.84%) 1,278 (4.04%) 5,169 (23.60%) 

Total 55,313 (100%) 31,629 (100%) 21,900 (100%) 

 

 
Green line: misclassification rate of pneumonia category 

Black line: overall misclassification rate of both categories 

Red line: misclassification rate of non-pneumonia category 

Figure A 1: Number of trees for random forest 50, 100 and 150 for full model 
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Table A 11: Variable importance ranking based on top 20 variables across 

Mtry (5-30 in increments of 5) models (Ntree=50) for full model 

 
Mtry5 Mtry10 Mtry15 Mtry20 Mtry25 Mtry30 Overall 

Age 19 20 20 20 20 20 119 

Chest Infection 20 19 19 19 19 19 115 

eFrailty Index 18 18 18 18 18 18 108 

BMI category 17 17 17 17 17 17 102 

Season 15 16 16 16 16 16 95 

Smoking Status 12 13 14 15 15 15 84 

Charlson Score 14 14 13 14 14 14 83 

Age group 16 15 15 13 12 10 81 

Charlson Count 13 12 12 11 11 12 71 

Antibiotic Ever 10 10 11 12 13 13 69 

eFrailty category 11 11 9 9 9 9 58 

Gender 3 9 10 10 10 11 53 

Antibiotic  8 8 8 8 8 7 47 

Immune system 

condition 

6 7 7 7 7 8 42 

Multi-comorbidity 7 6 6 5 3 3 30 

Asthma drug 4 4 4 6 6 6 30 

Cough 9 2 1 4 4 5 25 

Flu vaccination 5 1 2 3 5 4 20 

Pneumococcal 

Vaccination 

2 5 5 2 1 1 16 

Clinical test 1 3 3 1 2 2 12 
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Figure A 2: lambada for 3 penalize regressions (full model) 
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Table A 12: Lambda and alpha for elastic net (full model) 

alpha mim lamda mim lamda+1se misclassification 
error (mim lamda) 

misclassification 
error (mim 
lamda+1se) 

0 0.014011 0.020637 0.128902 0.12961 

0.01 0.002623 0.008458 0.127221 0.128232 

0.02 0.002432 0.009431 0.127194 0.128259 

0.03 0.002366 0.005326 0.127138 0.127772 

0.04 0.002297 0.005567 0.127074 0.127837 

0.05 0.00221 0.005873 0.126918 0.127947 

0.06 0.002567 0.005724 0.127166 0.128094 

0.07 0.00214 0.005481 0.127138 0.128149 

0.08 0.002092 0.005766 0.127093 0.128112 

0.09 0.002058 0.005126 0.127083 0.127919 

0.1 0.001975 0.005599 0.12712 0.128066 

0.11 0.001933 0.003686 0.126799 0.127644 

0.12 0.00189 0.004538 0.12701 0.127855 

0.13 0.002004 0.004387 0.127074 0.127901 

0.14 0.002156 0.003388 0.126955 0.127506 

0.15 0.001736 0.004286 0.126835 0.127837 

0.16 0.001852 0.003404 0.127083 0.127616 

0.17 0.001696 0.006222 0.127138 0.128461 

0.18 0.001662 0.005117 0.126973 0.128278 

0.19 0.001964 0.004107 0.12701 0.127901 

0.2 0.001625 0.003493 0.126854 0.127607 

0.21 0.001562 0.003648 0.126863 0.127616 

0.22 0.001547 0.003482 0.126991 0.127726 

0.23 0.001507 0.004391 0.126991 0.128195 

0.24 0.001628 0.003251 0.126982 0.127772 

0.25 0.00152 0.005279 0.127028 0.128553 

0.26 0.001476 0.003142 0.12701 0.127681 

0.27 0.001573 0.003111 0.127037 0.12769 

0.28 0.001502 0.003607 0.127028 0.127919 

0.29 0.001385 0.003326 0.12701 0.127929 

0.3 0.001686 0.003305 0.126936 0.127818 

0.31 0.001647 0.003573 0.1269 0.12802 

0.32 0.001799 0.002878 0.126955 0.127763 

0.33 0.001424 0.002923 0.126854 0.127681 
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0.34 0.001544 0.004217 0.126872 0.128342 

0.35 0.00133 0.003253 0.127001 0.127938 

0.36 0.001405 0.002884 0.12701 0.127717 

0.37 0.001458 0.003135 0.126982 0.127883 

0.38 0.001319 0.004884 0.12723 0.128572 

0.39 0.001333 0.003057 0.127001 0.128057 

0.4 0.001479 0.003519 0.126973 0.128241 

0.41 0.001304 0.003562 0.127001 0.128076 

0.42 0.001396 0.003085 0.127019 0.128002 

0.43 0.001389 0.003041 0.127037 0.127929 

0.44 0.001238 0.003083 0.127138 0.128103 

0.45 0.001429 0.002724 0.126991 0.128039 

0.46 0.001411 0.002568 0.12701 0.127809 

0.47 0.001191 0.002378 0.127074 0.127699 

0.48 0.001352 0.003337 0.126946 0.128213 

0.49 0.001208 0.003209 0.127037 0.128223 

0.5 0.001286 0.00232 0.126946 0.127607 

0.51 0.001088 0.002837 0.12701 0.128131 

0.52 0.001087 0.003377 0.127102 0.12825 

0.53 0.001047 0.002292 0.12689 0.127598 

0.54 0.001224 0.002607 0.126872 0.127818 

0.55 0.001009 0.002356 0.126918 0.127745 

0.56 0.001009 0.0024 0.126863 0.127671 

0.57 0.001067 0.002231 0.126909 0.127726 

0.58 0.000974 0.002339 0.126964 0.127965 

0.59 0.00094 0.002321 0.12689 0.127984 

0.6 0.000925 0.002526 0.126771 0.127846 

0.61 0.000918 0.001955 0.126909 0.127579 

0.62 0.00087 0.00209 0.126946 0.127708 

0.63 0.000889 0.002095 0.127148 0.127625 

0.64 0.000883 0.002457 0.127148 0.12802 

0.65 0.001328 0.002126 0.126982 0.127818 

0.66 0.000856 0.002449 0.127056 0.128158 

0.67 0.000836 0.002325 0.126955 0.127919 

0.68 0.001147 0.001786 0.126918 0.127469 

0.69 0.000874 0.00204 0.126964 0.127892 

0.7 0.00083 0.002125 0.126982 0.127873 

0.71 0.001079 0.002451 0.127074 0.128269 

0.72 0.00134 0.001955 0.127047 0.127809 
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0.73 0.000826 0.002001 0.127093 0.127855 

0.74 0.001054 0.001956 0.127028 0.127837 

0.75 0.001021 0.002385 0.127166 0.128149 

0.76 0.001017 0.002166 0.126909 0.127846 

0.77 0.000995 0.002571 0.127047 0.128232 

0.78 0.00126 0.002336 0.127212 0.128204 

0.79 0.001244 0.0026 0.127203 0.128259 

0.8 0.001031 0.001727 0.127065 0.127754 

0.81 0.000963 0.001923 0.126991 0.127947 

0.82 0.001103 0.002264 0.127138 0.128085 

0.83 0.0011 0.002385 0.127111 0.12837 

0.84 0.001009 0.003051 0.12724 0.128636 

0.85 0.000961 0.001937 0.127065 0.127956 

0.86 0.000959 0.001845 0.127129 0.127809 

0.87 0.000993 0.00191 0.126991 0.12803 

0.88 0.000981 0.001837 0.127028 0.127938 

0.89 0.000927 0.00265 0.127138 0.128553 

0.9 0.000933 0.002241 0.127184 0.128324 

0.91 0.000923 0.002078 0.127111 0.128103 

0.92 0.000896 0.002233 0.126927 0.128232 

0.93 0.000903 0.001787 0.127047 0.127919 

0.94 0.000919 0.002247 0.127212 0.12836 

0.95 0.000892 0.001717 0.127102 0.127855 

0.96 0.000891 0.002062 0.127047 0.128158 

0.97 0.000985 0.001811 0.127184 0.128085 

0.98 0.000993 0.001912 0.127093 0.128103 

0.99 0.001002 0.001742 0.127074 0.128057 

1 0.000921 0.001631 0.127083 0.127873 

Blue highlighted lambda and alpha are chosen for the elastic model 
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Figure A 3: Alpha for elastic net model against misclassification error (full 

model) 
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Table A 13: Absolute value of coefficients of three penalized regression 

models (full model) 

 Lasso 
model 

 Ridge model  Elastic net 
model 

 

Variable Importance Sign Importance Sign Importance Sign 
Age 0.03 POS 0.04 POS 0.02 POS 

Age group (35,45] 0.11 POS 0.01 NEG 0.17 POS 

Age group (45,55] 0.20 NEG 0.41 NEG 0.05 NEG 

Age group (55,65] 0.27 NEG 0.56 NEG 0.06 NEG 

Age group (65,75] 0.42 NEG 0.80 NEG 0.16 NEG 

Age group (75,85] 0.30 NEG 0.75 NEG 0.00 NEG 

Age group (85,110] 0.00 NEG 0.52 NEG 0.35 POS 

Antibiotic (Yes) 0.15 NEG 0.15 NEG 0.14 NEG 

Antibiotic prescription in 

the following 30 days 

after initial RTI 

consultations 

0.07 NEG 0.08 NEG 0.07 NEG 

Asthma drug (Yes) 1.10 NEG 1.11 NEG 1.07 NEG 

Healthy weight 0.44 NEG 0.56 NEG 0.19 NEG 

Overweight 0.73 NEG 0.85 NEG 0.48 NEG 

Obese 0.76 NEG 0.88 NEG 0.51 NEG 

Severe obese 0.73 NEG 0.86 NEG 0.47 NEG 

Morbid obese 0.45 NEG 0.58 NEG 0.20 NEG 

BMI information not 

recorded 

0.37 NEG 0.48 NEG 0.12 NEG 

Cancer (Yes) 0.05 NEG 0.05 NEG 0.01 NEG 

Charlson Count 0.66 POS 0.74 POS 0.55 POS 

Charlson Score 0.03 NEG 0.07 NEG 0.00 NEG 

Chest Infection (Yes) 1.00 POS 0.93 POS 1.21 POS 

Chronic heart disease 

(Yes) 

0.30 NEG 0.34 NEG 0.25 NEG 

Chronic kidney disease 

(Yes) 

0.19 NEG 0.21 NEG 0.16 NEG 

Chronic liver disease 

(Yes) 

0.18 POS 0.17 POS 0.18 POS 

Chronic neurological 

condition (Yes) 

0.02 NEG 0.07 NEG 0.01 POS 
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Chronic respiratory 

disease (yes) 

0.13 NEG 0.18 NEG 0.09 NEG 

Clinical check (Yes) 1.15 NEG 1.19 NEG 1.09 NEG 

Clinical test (Yes) 0.28 POS 0.29 POS 0.27 POS 

Cold/ Influenza/ URTI 

(Yes) 

0.98 NEG 1.06 NEG 0.74 NEG 

Cough (Yes) 0.70 NEG 0.77 NEG 0.46 NEG 

Diabetes (Yes) 0.39 NEG 0.44 NEG 0.32 NEG 

eFrailty index 0.29 POS 0.76 POS 0.00 POS 

Frailty (Mild) 0.00 NEG 0.05 NEG 0.01 POS 

Frailty (Moderate) 0.05 NEG 0.16 NEG 0.00 NEG 

Frailty (Severe) 0.10 NEG 0.27 NEG 0.00 NEG 

Flu vaccination (Yes) 0.06 POS 0.07 POS 0.05 POS 

Female 0.19 NEG 0.20 NEG 0.18 NEG 

Hemiplegia (Yes) 0.02 POS 0.04 POS 0.03 POS 

Immune system 

condition (Yes) 

0.44 NEG 0.45 NEG 0.43 NEG 

Hospital admission in 

previous year (Yes) 

0.41 POS 0.43 POS 0.39 POS 

Multi-comorbidity (one 

comorbidity) 

0.27 NEG 0.29 NEG 0.22 NEG 

Multi-comorbidity (more 

than one comorbidity) 

0.58 NEG 0.59 NEG 0.50 NEG 

Otitis media (Yes) 2.70 NEG 2.82 NEG 2.32 NEG 

Peptic ulcer (Yes) 0.43 NEG 0.48 NEG 0.34 NEG 

Pneumococcal 

vaccination (Yes) 

0.12 POS 0.13 POS 0.12 POS 

PVD (Yes) 0.42 NEG 0.48 NEG 0.33 NEG 

Rhinosinusitis (Yes) 2.41 NEG 2.51 NEG 2.08 NEG 

Season (spring) 0.03 NEG 0.05 NEG 0.01 NEG 

Season (summer) 0.02 NEG 0.04 NEG 0.00 NEG 

Season (winter) 0.03 NEG 0.04 NEG 0.01 NEG 

Past smoker 0.18 POS 0.19 POS 0.16 POS 

Current smoker 0.12 POS 0.13 POS 0.11 POS 

Sore throat (Yes) 2.18 NEG 2.26 NEG 1.89 NEG 
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Table A 14: Variable importance ranking based on top 20 variables across 

three penalized regression models (full model) 

 
Lasso 
model 

Ridge model Elastic 
net 
model 

Overall 

Chest infection 20 20 20 60 

Charlson Count 19 18 19 56 

Admission during previous year 18 17 18 53 

Clinical test 16 16 16 48 

Chronic liver disease 15 14 15 44 

Smoking status 14 15 13 42 

eFrailty index 17 19 5 41 

Pneumococcal vaccination 13 13 12 38 

Age group 11 8 17 36 

Hemiplegia 8 10 9 27 

Age 9 9 8 26 

Flu vaccination 0 11 10 21 

eFrailty category 7 4 6 17 

Season 4 7 4 15 

Chronic neurological disease 5 2 7 14 

Flu vaccination 10 0 0 10 

Charlson Score 1 1 1 3 

cancer  0 3 0 3 
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Table A 15: Machine learning model comparison using full dataset with 10-fold 

cross validation  

Decision Trees Accuracy  AUC Sensitivity Specificity 

Coarse Tree (Max number of split: 

4) 

87.0% 0.70 29.3% 97.1% 

Fine Trees 87.2% 0.82 36.1% 96.2% 

Medium Tree (Max number of split: 

20) 

87.1% 0.70 26.3% 97.8% 

Logistic Regression 87.3% 0.84 31.1% 97.2% 

Naïve Bayes     

Gaussian Naïve Bayes 79.2% 0.77 47.1% 84.8% 

Kernel Naïve Bayes 75.6% 0.77 57.3% 78.8% 

Support Vector Machines (SVM)     

Linear SVM 85% 0.82 0% 100% 

Quadratic SVM 87.7% 0.77 29.5% 98% 

Cubic SVM 87.4% 0.77 35.4% 96.5% 

Fine Gaussian SVM 86.3% 0.79 15.9% 98.6% 

Medium Gaussian SVM 87.6% 0.79 29.3% 97.8% 

Coarse Gaussian SVM 85.8% 0.82 6.7% 99.7% 

Ensemble Classifiers     

Boosted Trees 87.4% 0.84 27.5% 96% 

Bagged Trees 86.9% 0.82 27.8% 97.3% 

RUSBoost Trees 79.5% 0.84 68.9% 81.4% 
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Table A 16: Machine learning model using full dataset with 10-fold cross 

validation ROC curves 
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Note: The red dot on the plots shows the 

performance of the currently selected classifier. 

This marker shows the values of the false 

positive rate (FPR) and the true positive rate 

(TPR) for the currently selected classifier. For 

example, a false positive rate (FPR) of 0.2 

indicates that the current classifier assigns 20% 

of the observations incorrectly to the positive 

class. A true positive rate of 0.9 indicates that 

the current classifier assigns 90% of the 

observations correctly to the positive class. 
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Figure A 4: Tuning parameter for CART full model 
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Table A 17: Comparison statistics of model variables for development data 

and temporal validation data (full model). Figures are frequencies (column 

percentages) except where indicated. 

 Development data Temporal validation data 
 

Non-
pneumonia 
patients 

Pneumonia 
patients 

Non-
pneumonia 
patients 

Pneumonia 
patients 

 
(n=92,553) (n=16,289) (n=18,022) (n=3,310) 

Age group 
    

16-35 26,518 (28.7) 1,446 (8.9) 5059 (28.1) 263 (7.9) 

36-45 15,640 (16.9) 1,598 (9.8) 2672 (14.8) 253 (7.6) 

46-55 14,616 (15.8) 1,725 (10.6) 2935 (16.3) 365 (11.0) 

56-65 13,880 (15.0) 2,480 (15.2) 2736 (15.2) 456 (13.8) 

66-75 11,607 (12.5) 3,020 (18.5) 2536 (14.1) 687 (20.8) 

76-85 7,669 (8.3) 3,549 (21.8) 1533 (8.5) 732 (22.1) 

86 and above 2,623 (2.8) 2,471 (15.2) 551 (3.1) 554 (16.7) 

Charlson Comorbidity Count 
0 52,182 (56.4) 5,142 (31.6) 9914 (55.0) 941 (28.4) 

1 28,523 (30.8) 5,027 (30.9) 5574 (30.9) 1006 (30.4) 

2 7,434 (8.0) 2,964 (18.2) 1544 (8.6) 624 (18.9) 

3 2,866 (3.1) 1,734 (10.6) 645 (3.6) 370 (11.2) 

4 1,046 (1.1) 878 (5.4) 241 (1.3) 221 (6.7) 

5 364 (0.4) 371 (2.3) 77 (0.4) 104 (3.1) 

6 138 (0.1) 173 (1.1) 27 (0.1) 44 (1.3) 

Antibiotic prescription 
on the RTI index date 

49,591 (53.6) 9,114 (56.0) 8708 (48.3) 1863 (56.3) 

Chest Infection 9,461 (10.2) 7,942 (48.8) 1,338 (7.4) 1,404 (42.4) 
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Green line: misclassification rate of pneumonia category 

Black line: overall misclassification rate of both categories 

Red line: misclassification rate of non-pneumonia category 

Figure A 5: Number of trees for random forest 50, 100 and 150 for LRTI model 
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Figure A 6: Variable importance results by random forest models with Mtry 5- 

30 (5 increments) for LRTI model 
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Table A 18: Variable importance ranking based on top 20 variables across 

Mtry (5-30 in increments of 5) models (Ntree=50) for LRTI model 

 
Mtry5 Mtry10 Mtry15 Mtry20 Mtry25 Mtry30 Overall 

Age 20 20 20 20 20 20 120 

eFrailty Index 19 19 19 19 19 19 114 

BMI category 18 18 18 18 18 18 108 

Season 15 17 17 17 17 17 100 

Antibiotic Ever 17 16 15 16 16 16 96 

Age group 16 15 16 13 13 10 83 

Charlson Score 14 14 13 14 14 14 83 

Smoking Status 10 13 14 15 15 15 82 

Charlson Count 12 11 11 12 12 13 71 

Immune system 

condition 

11 10 10 11 11 12 65 

Antibiotic  13 12 12 9 9 8 63 

Asthma drug 9 8 9 10 10 11 57 

eFrailty category 8 9 8 8 7 7 47 

Gender 6 7 7 7 8 9 44 

Multi-comorbidity 7 6 6 6 6 6 37 

Flu vaccination 3 4 5 5 5 5 27 

Clinical test 4 5 4 4 4 4 25 

Cough 5 2 2 3 2 3 17 

Pneumococcal 

Vaccination 

2 3 3 2 3 2 15 

Chronic respiratory 

disease 

0 1 1 1 1 0 4 
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Figure A 7: Lambada for 3 penalize regressions (LRTI model) 
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Table A 19: Lambda and alpha for elastic net (LRTI model) 

alpha mim lamda mim lamda+1se misclassification 
error (mim lamda) 

misclassification 
error (mim 
lamda+1se) 

0 0.014452 0.105877 0.293455 0.296156 

0.01 0.007057 0.054641 0.292938 0.295351 

0.02 0.006366 0.018043 0.291789 0.293915 

0.03 0.005545 0.069981 0.291559 0.296213 

0.04 0.003935 0.049205 0.290984 0.294719 

0.05 0.004427 0.030974 0.290812 0.293455 

0.06 0.003828 0.037669 0.291272 0.294777 

0.07 0.004019 0.028906 0.291157 0.294087 

0.08 0.004113 0.023931 0.290984 0.293857 

0.09 0.004397 0.038377 0.291272 0.294604 

0.1 0.003921 0.041918 0.290927 0.295984 

0.11 0.004247 0.035073 0.290755 0.294892 

0.12 0.004269 0.031855 0.29041 0.294547 

0.13 0.004567 0.032543 0.291616 0.294949 

0.14 0.004012 0.010088 0.290697 0.293225 

0.15 0.004587 0.026933 0.291387 0.294834 

0.16 0.003815 0.025018 0.291387 0.294834 

0.17 0.003492 0.020506 0.290755 0.29403 

0.18 0.004115 0.012327 0.291502 0.29449 

0.19 0.003555 0.026775 0.291329 0.295696 

0.2 0.003285 0.022151 0.291789 0.294892 

0.21 0.003217 0.017383 0.290582 0.294834 

0.22 0.003245 0.011797 0.290352 0.29334 

0.23 0.00328 0.022739 0.292191 0.295984 

0.24 0.004463 0.019509 0.291042 0.295122 

0.25 0.003074 0.010286 0.292019 0.294604 

0.26 0.003153 0.021456 0.291846 0.296845 

0.27 0.003454 0.01955 0.291789 0.295811 

0.28 0.002695 0.010353 0.290984 0.294202 

0.29 0.0051 0.009546 0.291099 0.293743 

0.3 0.003378 0.009574 0.290984 0.294375 

0.31 0.003239 0.006233 0.290812 0.293225 

0.32 0.003347 0.012742 0.291731 0.294432 

0.33 0.003368 0.010275 0.291272 0.293283 
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0.34 0.002668 0.008605 0.291444 0.293743 

0.35 0.002545 0.014535 0.291904 0.295007 

0.36 0.002841 0.014002 0.290755 0.294949 

0.37 0.00243 0.008055 0.290869 0.293455 

0.38 0.002432 0.013512 0.291559 0.294949 

0.39 0.002797 0.012457 0.291157 0.295466 

0.4 0.002289 0.012718 0.290755 0.295122 

0.41 0.002233 0.008581 0.291444 0.29403 

0.42 0.002262 0.007431 0.291272 0.294202 

0.43 0.002189 0.006804 0.29064 0.293168 

0.44 0.002062 0.007496 0.290755 0.29403 

0.45 0.002054 0.004752 0.290697 0.29311 

0.46 0.002028 0.00972 0.291789 0.294949 

0.47 0.002665 0.007417 0.291272 0.294087 

0.48 0.002035 0.010697 0.290812 0.295754 

0.49 0.002068 0.012835 0.292019 0.295869 

0.5 0.003214 0.009897 0.291214 0.29449 

0.51 0.002043 0.010161 0.291616 0.295064 

0.52 0.002004 0.005838 0.291329 0.29334 

0.53 0.001826 0.008514 0.290122 0.293513 

0.54 0.002278 0.006165 0.290927 0.292938 

0.55 0.001843 0.012197 0.290525 0.295466 

0.56 0.001826 0.005836 0.290927 0.292823 

0.57 0.001745 0.006894 0.290352 0.293743 

0.58 0.001715 0.008771 0.290582 0.29449 

0.59 0.001799 0.005051 0.290295 0.292593 

0.6 0.001785 0.006796 0.290984 0.294432 

0.61 0.002997 0.012171 0.291904 0.297363 

0.62 0.00168 0.006456 0.290352 0.293685 

0.63 0.002102 0.006012 0.290352 0.293283 

0.64 0.001922 0.007661 0.291444 0.29449 

0.65 0.001648 0.008426 0.291559 0.295811 

0.66 0.001699 0.007293 0.290352 0.294375 

0.67 0.001584 0.010293 0.291674 0.296845 

0.68 0.001504 0.010236 0.291731 0.295581 

0.69 0.001469 0.005695 0.290525 0.29449 

0.7 0.001475 0.005361 0.291042 0.293972 

0.71 0.001882 0.007857 0.292076 0.294892 

0.72 0.001447 0.005611 0.291157 0.293915 
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0.73 0.001551 0.007784 0.292019 0.296041 

0.74 0.001434 0.004843 0.290467 0.293685 

0.75 0.001552 0.005589 0.290869 0.293857 

0.76 0.001396 0.006275 0.290697 0.29449 

0.77 0.002206 0.007657 0.291272 0.294892 

0.78 0.001697 0.006403 0.290927 0.2938 

0.79 0.001394 0.004292 0.290984 0.293225 

0.8 0.001441 0.008781 0.291502 0.296673 

0.81 0.001561 0.006951 0.29064 0.29449 

0.82 0.001343 0.005255 0.291789 0.293915 

0.83 0.002415 0.005693 0.291846 0.29449 

0.84 0.001411 0.006891 0.291616 0.294834 

0.85 0.001677 0.005876 0.291559 0.295064 

0.86 0.002011 0.006607 0.291444 0.294834 

0.87 0.001301 0.008455 0.291502 0.296098 

0.88 0.001398 0.006457 0.291444 0.295294 

0.89 0.001226 0.00681 0.291214 0.295409 

0.9 0.001281 0.00725 0.291444 0.296041 

0.91 0.001244 0.004959 0.291329 0.29357 

0.92 0.001325 0.00845 0.291674 0.296156 

0.93 0.001275 0.005943 0.290525 0.293857 

0.94 0.001333 0.007269 0.291789 0.295581 

0.95 0.001331 0.005927 0.291616 0.295122 

0.96 0.001526 0.005601 0.290122 0.293398 

0.97 0.001352 0.00461 0.291559 0.294547 

0.98 0.001625 0.0063 0.292191 0.294777 

0.99 0.001388 0.003332 0.291042 0.293513 

1 0.001349 0.005842 0.291502 0.294547 

Blue highlighted lambda and alpha are chosen for the elastic model 
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Figure A 8: Alpha for elastic net model against misclassification error (LRTI 

model) 
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Table A 20: Absolute value of coefficients of three penalized regression 

models (LRTI model) 

 Lasso 
model 

 Ridge model  Elastic net 
model 

 

Variable Importance Sign Importance Sign Importance Sign 
Age 0.03 POS 0.04 POS 0.02 POS 

Age group (35,45] 0.04 POS 0.05 NEG 0.12 POS 

Age group (45,55] 0.28 NEG 0.45 NEG 0.11 NEG 

Age group (55,65] 0.38 NEG 0.62 NEG 0.14 NEG 

Age group (65,75] 0.53 NEG 0.84 NEG 0.22 NEG 

Age group (75,85] 0.36 NEG 0.74 NEG 0.00 NEG 

Age group (85,110] 0.00 NEG 0.44 NEG 0.41 POS 

Antibiotic (Yes) 0.12 NEG 0.12 NEG 0.15 NEG 

Antibiotic prescription 

in the following 30 

days after initial RTI 

consultations 1.22 NEG 1.22 NEG 1.17 NEG 

Asthma drug (Yes) 0.93 NEG 0.94 NEG 0.92 NEG 

Healthy weight 0.51 NEG 0.59 NEG 0.23 NEG 

Overweight 0.82 NEG 0.90 NEG 0.52 NEG 

Obese 0.86 NEG 0.94 NEG 0.57 NEG 

Severe obese 0.87 NEG 0.95 NEG 0.57 NEG 

Morbid obese 0.66 NEG 0.74 NEG 0.36 NEG 

BMI information not 

recorded 0.44 NEG 0.52 NEG 0.15 NEG 

Cancer (Yes) 0.09 NEG 0.09 NEG 0.11 NEG 

Charlson Count 0.83 POS 0.88 POS 0.59 POS 

Charlson Score 0.12 NEG 0.15 NEG 0.00 NEG 

Chest Infection (Yes) 0.46 NEG 0.48 NEG 0.38 NEG 

Chronic heart disease 

(Yes) 0.10 NEG 0.09 NEG 0.10 NEG 

Chronic kidney 

disease (Yes) 0.11 POS 0.12 POS 0.10 POS 

Chronic liver disease 

(Yes) 0.06 POS 0.04 POS 0.12 POS 

Chronic neurological 

condition (Yes) 0.17 NEG 0.19 NEG 0.10 NEG 



 

 424 

Chronic respiratory 

disease (yes) 1.74 NEG 1.81 NEG 1.51 NEG 

Clinical check (Yes) 0.44 POS 0.45 POS 0.42 POS 

Clinical test (Yes) 0.82 NEG 0.84 NEG 0.75 NEG 

Cold/ Influenza/ URTI 

(Yes) 1.14 NEG 1.15 NEG 1.11 NEG 

Cough (Yes) 0.35 NEG 0.37 NEG 0.25 NEG 

Diabetes (Yes) 0.43 NEG 0.32 NEG 0.69 NEG 

eFrailty index 0.09 NEG 0.11 NEG 0.03 NEG 

Frailty (Mild) 0.19 NEG 0.22 NEG 0.09 NEG 

Frailty (Moderate) 0.25 NEG 0.31 NEG 0.10 NEG 

Frailty (Severe) 0.09 POS 0.09 POS 0.07 POS 

Flu vaccination (Yes) 0.22 NEG 0.22 NEG 0.20 NEG 

Female 0.00 NEG 0.00 POS 0.00 NEG 

Hemiplegia (Yes) 0.56 NEG 0.57 NEG 0.55 NEG 

Immune system 

condition (Yes) 0.39 POS 0.41 POS 0.36 POS 

Hospital admission in 

previous year (Yes) 0.30 NEG 0.32 NEG 0.25 NEG 

Multi-comorbidity (one 

comorbidity) 0.71 NEG 0.72 NEG 0.62 NEG 

Multi-comorbidity 

(more than one 

comorbidity) 1.43 NEG 1.52 NEG 1.17 NEG 

Otitis media (Yes) 0.42 NEG 0.45 NEG 0.28 NEG 

Peptic ulcer (Yes) 0.18 POS 0.18 POS 0.16 POS 

Pneumococcal 

vaccination (Yes) 0.49 NEG 0.52 NEG 0.35 NEG 

PVD (Yes) 1.76 NEG 1.84 NEG 1.55 NEG 

Rhinosinusitis (Yes) 0.02 NEG 0.03 NEG 0.00 NEG 

Season (spring) 0.08 POS 0.08 POS 0.08 POS 

Season (summer) 0.10 NEG 0.10 NEG 0.08 NEG 

Season (winter) 0.13 POS 0.14 POS 0.12 POS 

Past smoker 0.00 NEG 0.00 NEG 0.00 NEG 

Current smoker 1.60 NEG 1.65 NEG 1.44 NEG 

Sore throat (Yes) 2.18 NEG 2.26 NEG 1.89 NEG 
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Figure A 9: Variable importance for LRTI model based on simple logistic 

regression and penalized regressions 
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Table A 21: Variable importance ranking based on top 18 variables across 

three penalized regression models (LRTI model) 

 
Lasso model Ridge model Elastic net 

model 
Overall 

Rhinosinusitis  20 20 20 60 

Clinical check 19 19 19 57 

Sore throat 18 18 18 54 

Otitis media 17 17 17 51 

Antibiotic ever 16 16 16 48 

Cough 15 15 15 45 

Asthma drug 14 12 14 40 

BMI category 13 14 9 36 

Charlson count 11 10 10 31 

Cold/ Influenza/ URTI 10 8 13 31 

Multi-comorbidity 8 5 11 24 

Age group 5 9 4 18 

Immune system 

condition 

6 2 7 15 

eFrailty index 0 0 12 12 

Chronic heart disease 2 1 3 6 

Clinical test 1 0 5 6 

PVD 3 1 0 4 

Inpatient 0 0 1 1 
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Figure A 10: Tuning parameter for CART LRTI model 
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Table A 22: Comparison statistics of model variables for development data 

and temporal validation data (LRTI model). Figures are frequencies (column 

percentages) except where indicated. 

 
Development data Temporal validation data 

 
Non-
pneumonia 
patients 

Pneumoni
a patients 

Non-
pneumonia 
patients 

Pneumonia 
patients 

 
(n=9,461) (n=7,942) (n=1,338) (n=1,404) 

Age group 
    

16-35 1457 (15.4) 562 (7.1) 207 (15.5) 87 (6.2) 

36-45 1300 (13.7) 691 (8.7) 152 (11.4) 92 (6.6) 

46-55 1476 (15.6) 797 (10.0) 228 (17.0) 160 (11.4) 

56-65 1770 (18.7) 1168 (14.7) 259 (19.4) 183 (13.0) 

66-75 1630 (17.2) 1447 (18.2) 216 (16.1) 272 (19.4) 

76-85 1329 (14.0) 1873 (23.6) 195 (14.6) 331 (23.6) 

86 and above 499 (5.3) 1404 (17.7) 81 (6.1) 279 (19.9) 

Charlson Comorbidity Count 
   

0 4118 (43.5) 2306 (29.0) 589 (44.0) 342 (24.4) 

1 3319 (35.1) 2464 (31.0) 448 (33.5) 432 (30.8) 

2 1201 (12.7) 1517 (19.1) 155 (11.6) 292 (20.8) 

3 525 (5.5) 903 (11.4) 92 (6.9) 162 (11.5) 

4 194 (2.1) 458 (5.8) 37 (2.8) 105 (7.5) 

5 84 (0.9) 207 (2.6) 14 (1.0) 50 (3.6) 

6 20 (0.2) 87 (1.1) 3 (0.2) 21 (1.5) 

Antibiotic prescription 
on the RTI index date 

8155 (86.2) 4928 (62.0) 1125 (84.1) 902 (64.2) 

Asthma drug use  1379 (14.6) 491 (6.2) 142 (10.6) 83 (5.9) 

Immune system 
condition (Yes) 

2537 (26.8) 1592 (20.0) 451 (33.7) 344 (24.5) 
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Green line: misclassification rate of pneumonia category 

Black line: overall misclassification rate of both categories 

Red line: misclassification rate of non-pneumonia category 

Figure A 11: Number of trees for random forest 50, 100 and 150 for URTI 

model 
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Figure A 12: Variable importance results by random forest models with Mtry 5- 

30 (5 increments) for URTI model 
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Table A 23: Variable importance ranking based on top 10 variables across 

Mtry (5-30 in increments of 5) models (Ntree=50) for URTI model 

 
Mtry5 Mtry10 Mtry15 Mtry20 Mtry25 Mtry30 Overall 

Age 10 10 10 10 10 10 60 

eFrailty Index 9 9 9 9 9 9 54 

BMI category 8 8 8 8 8 7 47 

Season 7 7 7 7 7 8 43 

Smoking Status 3 6 6 6 6 6 33 

Charlson Score 5 4 5 5 5 5 29 

Age group 6 5 4 3 3 2 23 

Charlson Count 4 3 3 2 2 3 17 

Gender 1 1 2 4 4 4 16 

eFrailty category 2 2 1 1 1 1 8 

 

 

 

 

Figure A 13: Lambada for 3 penalize regressions (URTI model) 
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Table A 24: Lambda and alpha for elastic net (URTI model) 

alpha mim lamda mim 
lamda+1se 

misclassification 
error (mim lamda) 

misclassification 
error (mim 
lamda+1se) 

0 0.175888 63.06531 0.091219 0.091285 

0.01 0.165276 6.306531 0.091219 0.091285 

0.02 0.089787 3.153265 0.091219 0.091285 

0.03 0.10124 2.102177 0.091219 0.091285 

0.04 0.071184 1.576633 0.091186 0.091285 

0.05 0.069113 1.261306 0.09111 0.091285 

0.06 0.062003 1.051088 0.091121 0.091285 

0.07 0.057213 0.900933 0.091099 0.091285 

0.08 0.057486 0.788316 0.091165 0.091285 

0.09 0.052532 0.700726 0.091121 0.091285 

0.1 0.048605 0.630653 0.091143 0.091285 

0.11 0.045008 0.573321 0.091143 0.091285 

0.12 0.043604 0.525544 0.091154 0.091285 

0.13 0.039515 0.485118 0.091121 0.091285 

0.14 0.037721 0.450466 0.091154 0.091285 

0.15 0.038607 0.420435 0.091121 0.091285 

0.16 0.037901 0.394158 0.09111 0.091285 

0.17 0.033752 0.370972 0.091176 0.091285 

0.18 0.034956 0.350363 0.091121 0.091285 

0.19 0.034045 0.331923 0.091099 0.091285 

0.2 0.034182 0.315327 0.091132 0.091285 

0.21 0.034406 0.300311 0.09111 0.091285 

0.22 0.031946 0.28666 0.091132 0.091285 

0.23 0.028913 0.274197 0.091143 0.091285 

0.24 0.030384 0.262772 0.09111 0.091285 

0.25 0.028901 0.252261 0.09111 0.091285 

0.26 0.028569 0.242559 0.09111 0.091285 

0.27 0.02751 0.233575 0.091132 0.091285 

0.28 0.0251 0.225233 0.091121 0.091285 

0.29 0.029684 0.217467 0.091132 0.091285 

0.3 0.027912 0.210218 0.091154 0.091285 

0.31 0.026275 0.203436 0.091132 0.091285 

0.32 0.02641 0.197079 0.091121 0.091285 

0.33 0.026572 0.191107 0.091132 0.091285 
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0.34 0.024178 0.185486 0.091132 0.091285 

0.35 0.025285 0.180187 0.091121 0.091285 

0.36 0.022626 0.175181 0.091121 0.091285 

0.37 0.02414 0.170447 0.091121 0.091285 

0.38 0.022864 0.165961 0.091154 0.091285 

0.39 0.021079 0.161706 0.091154 0.091285 

0.4 0.023818 0.157663 0.091165 0.091285 

0.41 0.020996 0.153818 0.091165 0.091285 

0.42 0.020122 0.150155 0.091154 0.091285 

0.43 0.02689 0.146664 0.091197 0.091285 

0.44 0.026037 0.14333 0.091154 0.091285 

0.45 0.019666 0.140145 0.091143 0.091285 

0.46 0.022712 0.137098 0.091154 0.091285 

0.47 0.020839 0.134182 0.091154 0.091285 

0.48 0.021368 0.131386 0.091176 0.091285 

0.49 0.018568 0.128705 0.091143 0.091285 

0.5 0.019954 0.126131 0.091165 0.091285 

0.51 0.020675 0.123657 0.091143 0.091285 

0.52 0.023938 0.121279 0.091197 0.091285 

0.53 0.019174 0.118991 0.091143 0.091285 

0.54 0.017971 0.116788 0.091132 0.091285 

0.55 0.020449 0.114664 0.091165 0.091285 

0.56 0.017981 0.112617 0.091165 0.091285 

0.57 0.018499 0.110641 0.091165 0.091285 

0.58 0.016887 0.108733 0.091143 0.091285 

0.59 0.01924 0.10689 0.091165 0.091285 

0.6 0.016937 0.105109 0.091165 0.091285 

0.61 0.018609 0.103386 0.091154 0.091285 

0.62 0.015944 0.101718 0.091165 0.091285 

0.63 0.016892 0.100104 0.091154 0.091285 

0.64 0.016475 0.09854 0.091154 0.091285 

0.65 0.014793 0.097024 0.091165 0.091285 

0.66 0.014978 0.095554 0.091154 0.091285 

0.67 0.015593 0.094127 0.091132 0.091285 

0.68 0.014945 0.092743 0.091154 0.091285 

0.69 0.014593 0.091399 0.091143 0.091285 

0.7 0.014122 0.090093 0.091154 0.091285 

0.71 0.014446 0.088824 0.091165 0.091285 

0.72 0.01451 0.087591 0.091154 0.091285 
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0.73 0.013667 0.086391 0.091165 0.091285 

0.74 0.013989 0.085223 0.091154 0.091285 

0.75 0.014722 0.084087 0.091154 0.091285 

0.76 0.013372 0.082981 0.091154 0.091285 

0.77 0.013444 0.081903 0.091165 0.091285 

0.78 0.013149 0.080853 0.091176 0.091285 

0.79 0.015756 0.07983 0.091176 0.091285 

0.8 0.015704 0.078832 0.091186 0.091285 

0.81 0.013632 0.077858 0.091132 0.091285 

0.82 0.012167 0.076909 0.091176 0.091285 

0.83 0.012704 0.075982 0.091165 0.091285 

0.84 0.012669 0.075078 0.091154 0.091285 

0.85 0.011956 0.074194 0.091132 0.091285 

0.86 0.011708 0.073332 0.09111 0.091285 

0.87 0.011898 0.072489 0.091186 0.091285 

0.88 0.012318 0.071665 0.091154 0.091285 

0.89 0.011524 0.07086 0.091165 0.091285 

0.9 0.013704 0.070073 0.091197 0.091285 

0.91 0.011912 0.069303 0.091186 0.091285 

0.92 0.011356 0.068549 0.091186 0.091285 

0.93 0.011443 0.067812 0.091154 0.091285 

0.94 0.013 0.067091 0.091197 0.091285 

0.95 0.010599 0.066385 0.091165 0.091285 

0.96 0.010586 0.065693 0.091154 0.091285 

0.97 0.010971 0.065016 0.091154 0.091285 

0.98 0.011164 0.064352 0.091143 0.091285 

0.99 0.010171 0.063702 0.091186 0.091285 

1 0.010544 0.063065 0.091165 0.091285 

Blue highlighted lambda and alpha are chosen for the elastic model 
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Figure A 14: Alpha for elastic net model against misclassification error (URTI 

model) 
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Table A 25: Absolute value of coefficients of three penalized regression 

models (URTI model) 

 
Lasso 
model 

 
Ridge model 

 
Elastic net 
model 

 

Variable Importance Sign Importance Sign Importance Sign 
Age 0.02 POS 0.01 POS 0.01 POS 

Age group (35,45] 0.00 NEG 0.18 POS 0.00 NEG 

Age group (45,55] 0.00 NEG 0.01 POS 0.00 NEG 

Age group (55,65] 0.00 NEG 0.09 POS 0.00 NEG 

Age group (65,75] 0.00 NEG 0.05 POS 0.00 NEG 

Age group (75,85] 0.00 NEG 0.24 POS 0.16 POS 

Age group (85,110] 0.30 POS 0.62 POS 0.53 POS 

Antibiotic (Yes) 0.00 NEG 0.03 POS 0.00 NEG 

Antibiotic prescription 

in the following 30 

days after initial RTI 

consultations 

0.00 NEG 0.12 POS 0.00 POS 

Asthma drug (Yes) 0.49 NEG 0.93 NEG 0.45 NEG 

Healthy weight 0.00 NEG 0.03 NEG 0.03 POS 

Overweight 0.00 NEG 0.28 NEG 0.03 NEG 

Obese 0.00 NEG 0.30 NEG 0.03 NEG 

Severe obese 0.00 NEG 0.27 NEG 0.00 NEG 

Morbid obese 0.00 NEG 0.03 NEG 0.00 NEG 

BMI information not 

recorded 

0.00 NEG 0.03 NEG 0.00 NEG 

Cancer (Yes) 0.00 NEG 0.07 POS 0.17 POS 

Charlson Count 0.16 POS 0.26 POS 0.11 POS 

Charlson Score 0.07 POS 0.10 POS 0.08 POS 

Chronic heart 

disease (Yes) 

0.00 NEG 0.12 NEG 0.00 NEG 

Chronic kidney 

disease (Yes) 

0.00 NEG 0.14 NEG 0.00 NEG 

Chronic liver disease 

(Yes) 

0.00 NEG 0.33 POS 0.03 POS 

Chronic neurological 

condition (Yes) 

0.00 NEG 0.08 POS 0.15 POS 

Chronic respiratory 

disease (yes) 

0.00 NEG 0.03 NEG 0.00 NEG 
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Clinical check (Yes) 0.00 NEG 0.97 NEG 0.00 NEG 

Clinical test (Yes) 0.00 NEG 0.22 POS 0.06 POS 

Cold/ Influenza/ 

URTI (Yes) 

0.00 NEG 0.26 POS 0.04 POS 

Cough (Yes) 0.54 POS 0.58 POS 0.38 POS 

Diabetes (Yes) 0.00 NEG 0.22 NEG 0.00 NEG 

eFrailty index 0.00 NEG 0.70 POS 0.57 POS 

Frailty (Mild) 0.00 NEG 0.05 POS 0.00 NEG 

Frailty (Moderate) 0.00 NEG 0.03 POS 0.00 POS 

Frailty (Severe) 0.00 NEG 0.00 NEG 0.00 NEG 

Flu vaccination (Yes) 0.00 NEG 0.07 POS 0.06 POS 

Female 0.00 NEG 0.16 NEG 0.06 NEG 

Hemiplegia (Yes) 0.00 NEG 0.21 POS 0.00 NEG 

Immune system 

condition (Yes) 

0.00 NEG 0.34 NEG 0.12 NEG 

Hospital admission in 

previous year (Yes) 

0.00 NEG 0.42 POS 0.05 POS 

Multi-comorbidity 

(one comorbidity) 

0.00 NEG 0.12 NEG 0.00 NEG 

Multi-comorbidity 

(more than one 

comorbidity) 

0.00 NEG 0.28 NEG 0.00 NEG 

Otitis media (Yes) 0.05 NEG 0.97 NEG 0.36 NEG 

Peptic ulcer (Yes) 0.00 NEG 0.21 NEG 0.00 NEG 

Pneumococcal 

vaccination (Yes) 

0.00 NEG 0.12 POS 0.12 POS 

PVD (Yes) 0.00 NEG 0.16 NEG 0.00 NEG 

Rhinosinusitis (Yes) 0.16 NEG 0.90 NEG 0.36 NEG 

Season (spring) 0.00 NEG 0.06 NEG 0.00 NEG 

Season (summer) 0.00 NEG 0.08 NEG 0.00 NEG 

Season (winter) 0.00 NEG 0.02 NEG 0.00 NEG 

Past smoker 0.00 NEG 0.18 POS 0.06 POS 

Current smoker 0.00 NEG 0.16 POS 0.01 POS 

Sore throat (Yes) 0.28 NEG 0.72 NEG 0.37 NEG 
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Figure A 15: Variable importance for URTI model based on simple logistic 

regression and penalized regressions 
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Table A 26: Variable importance ranking based on top 15 variables across 

three penalized regression models (URTI model) 

 
Lasso 
model 

Ridge model Elastic net 
model 

Overall 

Asthma drug 9 8 8 25 

Age group 8 4 9 21 

Cough 10 3 7 20 

Sore throat 7 6 6 19 

Rhinosinusitis 4 7 4 15 

eFrailty index 0 5 10 15 

Otitismedia 0 9 5 14 

Clinical check 0 10 0 10 

Charlson Count 6 0 0 6 

Charlson Score 5 0 0 5 

Inpatient 2 2 0 4 

Age 3 0 0 3 

Cancer 0 0 3 3 

BMI category 1 0 0 1 

Immune system condition 0 1 0 1 

Chronic neurological disease 0 0 1 1 
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Figure A 16: Tuning parameter for CART URTI model 
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Table A 27: Comparison statistics of model variables for development data 

and temporal validation data (URTI model). Figures are frequencies (column 

percentages) except where indicated. 

 
Development data Temporal validation data 

 
Non-
pneumonia 
patients 

Pneumonia 
patients 

Non-
pneumonia 
patients 

Pneumonia 
patients 

 
(n=83,092) (n=8,347) (n=16,684) (n=1,906) 

Age group 25061 (30.2) 884 (10.6) 4852 (29.1) 176 (9.2) 

16-35 14340 (17.3) 907 (10.9) 2520 (15.1) 161 (8.4) 

36-45 13140 (15.8) 928 (11.1) 2707 (16.2) 205 (10.8) 

46-55 12110 (14.6) 1312 (15.7) 2477 (14.8) 273 (14.3) 

56-65 9977 (12.0) 1573 (18.8) 2320 (13.9) 415 (21.8) 

66-75 6340 (7.6) 1676 (20.1) 1338 (8.0) 401 (21.0) 

76-85 2124 (2.6) 1067 (12.8) 470 (2.8) 275 (14.4) 

86 and above 
    

Charlson Comorbidity Count 
   

0 2836 (34.0) 50900 (55.7) 9325 (55.9) 599 (31.4) 

1 25204 (30.3) 2563 (30.7) 5126 (30.7) 574 (30.1) 

2 6233 (7.5) 1447 (17.3) 1389 (8.3) 332 (17.4) 

3 2341 (2.8) 831 (10.0) 553 (3.3) 208 (10.9) 

4 852 (1.0) 420 (5.0) 204 (1.2) 116 (6.1) 

5 280 (0.3) 164 (2.0) 63 (0.4) 54 (2.8) 

6 118 (0.1) 86 (1.0) 24 (0.1) 23 (1.2) 

Asthma drug 
use  

8729 (10.5) 444 (5.3) 1505 (9.0) 81 (4.2) 

Body weight 
    

Healthy weight 

(Ref) 

26590 (32.0) 2888 (34.6) 5034 (30.2) 627 (32.9) 

Under weight 1901 (2.3) 378 (4.5) 401 (2.4) 90 (4.7) 

Overweight 23420 (28.2) 2364 (28.3) 4796 (28.7) 565 (29.6) 

Obese 11372 (13.7) 1084 (13.0) 2567 (15.4) 281 (14.7) 

Severe obese 4307 (5.2) 395 (4.7) 1069 (6.4) 114 (6.0) 

Morbid obese 2417 (2.9) 259 (3.1) 644 (3.9) 79 (4.1) 

BMI information 

not recorded 

13085 (15.7) 979 (11.7) 2173 (13.0) 150 (7.9) 
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Green line: misclassification rate of pneumonia category 

Black line: overall misclassification rate of both categories 

Red line: misclassification rate of non-pneumonia category 

Figure A 17: Number of trees for random forest 50, 100 and 150 for sensitivity 

analysis of full model 
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Figure A 18: Variable importance results by random forest models with Mtry 5- 

30 (5 increments) for sensitivity analysis of full model 
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Table A 28: Variable importance ranking based on top 20 variables across 

Mtry (5-30 in increments of 5) models (Ntree=50) for sensitivity analysis model 

 
Mtry5 Mtry10 Mtry15 Mtry20 Mtry25 Mtry30 Overall 

Age 19 20 20 20 20 20 119 

Chest infection 20 19 19 19 19 19 115 

eFrailty Index 18 18 18 18 18 18 108 

BMI category 17 17 17 17 17 17 102 

Season 15 16 16 16 16 16 95 

Charlson Score 14 14 14 15 15 15 87 

Age group 16 15 15 14 14 12 86 

Smoking status 11 12 13 13 13 14 76 

Charlson Count 13 13 12 12 12 13 75 

eFrailty category 12 11 11 10 11 10 65 

Gender 6 10 10 11 10 11 58 

Immune system 

condition 

9 8 9 9 9 9 53 

Multi-comorbidity 10 9 7 6 6 6 44 

Clinical test 5 7 8 7 8 8 43 

Antibiotic Ever 4 6 6 8 7 7 38 

Cough 7 5 4 5 5 5 31 

Flu vaccination 8 4 3 4 4 4 27 

Antibiotic  2 3 5 3 3 3 19 

Pneumococcal 

Vaccination 

3 2 2 2 1 1 11 

Asthma drug 0 0 0 1 2 2 5 
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Figure A 19: Lambada for 3 penalize regressions (sensitivity analysis model of 

full model) 

  



 

 446 

Table A 29: Lambda and alpha for elastic net (sensitivity analysis of full 

model) 

alpha mim lamda mim 
lamda+1se 

misclassification 
error (mim lamda) 

misclassification error 
(mim lamda+1se) 

0 0.028133 0.054138 0.13168 0.133696 

0.01 0.002318 0.031208 0.129711 0.131868 

0.02 0.002757 0.004929 0.129383 0.130227 

0.03 0.002446 0.009313 0.128961 0.130696 

0.04 0.002353 0.010193 0.129524 0.131352 

0.05 0.002483 0.00886 0.129102 0.131071 

0.06 0.002728 0.031688 0.129102 0.132008 

0.07 0.001647 0.006156 0.129336 0.131211 

0.08 0.001954 0.012933 0.129196 0.131868 

0.09 0.001485 0.022742 0.12868 0.131774 

0.1 0.001439 0.006289 0.128586 0.130321 

0.11 0.001344 0.005262 0.128399 0.130321 

0.12 0.001428 0.00613 0.129149 0.130743 

0.13 0.001419 0.013838 0.128821 0.131211 

0.14 0.001191 0.007123 0.128071 0.130789 

0.15 0.001507 0.007494 0.129102 0.130321 

0.16 0.001426 0.010937 0.12868 0.130977 

0.17 0.001405 0.016935 0.128867 0.131821 

0.18 0.001054 0.011476 0.128867 0.131258 

0.19 0.001085 0.010383 0.129008 0.130602 

0.2 0.001476 0.007343 0.128867 0.130649 

0.21 0.00138 0.006866 0.128586 0.130883 

0.22 0.001096 0.001995 0.128821 0.129758 

0.23 0.001602 0.013853 0.129008 0.13154 

0.24 0.001101 0.010446 0.129102 0.130977 

0.25 0.001203 0.014501 0.129008 0.131493 

0.26 0.000877 0.009643 0.128211 0.130743 

0.27 0.000997 0.016907 0.128586 0.132055 

0.28 0.00098 0.01331 0.129336 0.132008 

0.29 0.001472 0.003771 0.128258 0.129711 

0.3 0.000898 0.008054 0.129196 0.130555 

0.31 0.001054 0.012359 0.129102 0.131727 

0.32 0.00149 0.010523 0.128961 0.131258 

0.33 0.00138 0.009052 0.128727 0.131211 
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0.34 0.000868 0.006189 0.128727 0.130602 

0.35 0.000892 0.004082 0.128821 0.130086 

0.36 0.001092 0.008932 0.128961 0.130461 

0.37 0.000908 0.01316 0.128399 0.13168 

0.38 0.000821 0.002648 0.128352 0.129664 

0.39 0.001257 0.006548 0.128727 0.130508 

0.4 0.00126 0.008496 0.129055 0.130743 

0.41 0.000866 0.006767 0.128399 0.130883 

0.42 0.000877 0.005914 0.128727 0.130461 

0.43 0.00065 0.003544 0.128258 0.129899 

0.44 0.001026 0.006852 0.128727 0.130743 

0.45 0.000644 0.005781 0.128774 0.130602 

0.46 0.000697 0.005063 0.128727 0.130602 

0.47 0.000806 0.012343 0.128867 0.132336 

0.48 0.000615 0.008834 0.128586 0.131118 

0.49 0.000679 0.007263 0.128821 0.131071 

0.5 0.000654 0.004968 0.128399 0.130321 

0.51 0.000606 0.007795 0.128774 0.13154 

0.52 0.001073 0.006907 0.128539 0.130602 

0.53 0.0006 0.004394 0.128586 0.130227 

0.54 0.000594 0.005846 0.129008 0.130508 

0.55 0.000714 0.004643 0.128446 0.130133 

0.56 0.000562 0.007502 0.129336 0.131446 

0.57 0.000646 0.004564 0.128774 0.130321 

0.58 0.001064 0.006136 0.128633 0.130883 

0.59 0.000758 0.00497 0.128164 0.130133 

0.6 0.000637 0.007002 0.128492 0.13168 

0.61 0.000668 0.008514 0.128961 0.132149 

0.62 0.000715 0.005381 0.129008 0.130508 

0.63 0.000716 0.007381 0.12868 0.131211 

0.64 0.000649 0.005213 0.128492 0.130743 

0.65 0.00072 0.008762 0.129008 0.131915 

0.66 0.000635 0.005493 0.128774 0.130696 

0.67 0.000643 0.004934 0.128492 0.130461 

0.68 0.000836 0.004817 0.128821 0.130836 

0.69 0.00066 0.006089 0.128914 0.131305 

0.7 0.000616 0.004594 0.129008 0.130883 

0.71 0.000691 0.003981 0.12793 0.13018 

0.72 0.000797 0.002817 0.128305 0.129993 
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0.73 0.000601 0.006253 0.128914 0.131493 

0.74 0.000663 0.005891 0.128492 0.131305 

0.75 0.000602 0.004616 0.128821 0.130977 

0.76 0.000588 0.006586 0.129102 0.131633 

0.77 0.000711 0.005406 0.129008 0.131493 

0.78 0.0006 0.005852 0.128305 0.131118 

0.79 0.0007 0.005417 0.128539 0.131071 

0.8 0.001169 0.005759 0.129524 0.13168 

0.81 0.001508 0.014701 0.129664 0.132946 

0.82 0.000598 0.007616 0.128867 0.132008 

0.83 0.000619 0.001753 0.128774 0.130321 

0.84 0.000676 0.001363 0.128914 0.130133 

0.85 0.0007 0.004591 0.128821 0.131071 

0.86 0.000787 0.006152 0.128821 0.131493 

0.87 0.000716 0.004612 0.129289 0.130555 

0.88 0.001198 0.004476 0.128867 0.13093 

0.89 0.00072 0.006168 0.129102 0.13168 

0.9 0.000655 0.002338 0.129055 0.130274 

0.91 0.00073 0.004491 0.128961 0.130555 

0.92 0.00075 0.005441 0.129008 0.13168 

0.93 0.000702 0.005093 0.129196 0.131352 

0.94 0.000707 0.004767 0.128633 0.130696 

0.95 0.000693 0.004422 0.129243 0.131493 

0.96 0.000661 0.003846 0.128961 0.131024 

0.97 0.000654 0.003737 0.128821 0.130696 

0.98 0.000697 0.004923 0.128867 0.131352 

0.99 0.000612 0.003628 0.129149 0.131024 

1 0.000617 0.002826 0.128492 0.130321 

Blue highlighted lambda and alpha are chosen for the elastic model 
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Figure A 20: Alpha for elastic net model against misclassification error 

(sensitivity analysis of full model) 
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Table A 30: Absolute value of coefficients of three penalized regression 

models (sensitivity analysis of full model) 

  Lasso model   Ridge model   Elastic net 
model 

  

Variable Importance Sign Importance Sign Importance Sign 
Age 0.02995476 POS 0.02941424 POS 0.01826777 POS 

Age group (35,45] 0.09415568 POS 0.10100312 POS 0.22036003 POS 

Age group (45,55] 0.22518157 NEG 0.2177951 NEG 0.02556904 POS 

Age group (55,65] 0.49431343 NEG 0.48227576 NEG 0.0963749 NEG 

Age group (65,75] 0.59498546 NEG 0.57970724 NEG 0.07383369 NEG 

Age group (75,85] 0.73670173 NEG 0.71601903 NEG 0.09870252 NEG 

Age group (85,110] 0.55296398 NEG 0.52734249 NEG 0.17826426 POS 

Antibiotic (Yes) 0.05236503 NEG 0.06754535 NEG 0 NEG 

Antibiotic 

prescription in the 

following 30 days 

after initial RTI 

consultations 

0.07590919 POS 0.08998655 POS 0.01954564 POS 

Asthma drug (Yes) 0.90276116 NEG 0.90123754 NEG 0.87641046 NEG 

Healthy weight 0.40632628 NEG 0.41873195 NEG 0.16675671 NEG 

Overweight 0.63628078 NEG 0.64794475 NEG 0.394563 NEG 

Obese 0.72779972 NEG 0.73905069 NEG 0.47950306 NEG 

Severe obese 0.74258474 NEG 0.75684039 NEG 0.49094253 NEG 

Morbid obese 0.50291967 NEG 0.51863441 NEG 0.24839324 NEG 

BMI information not 

recorded 

0.20196261 NEG 0.21882077 NEG 0 NEG 

Cancer (Yes) 0.02470437 POS 0.0096775 POS 0 NEG 

Charlson Count 0.8641132 POS 0.81429869 POS 0.60903827 POS 

Charlson Score 0.22591801 NEG 0.19434034 NEG 0.08892039 NEG 

Chest Infection 

(Yes) 

0.80927988 POS 0.87422914 POS 1.06343828 POS 

Chronic heart 

disease (Yes) 

0.33209217 NEG 0.32217147 NEG 0.24208954 NEG 

Chronic kidney 

disease (Yes) 

0.20735602 NEG 0.22194754 NEG 0.21540679 NEG 

Chronic liver 

disease (Yes) 

0.05686239 POS 0.06453583 POS 0.08078093 POS 
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Chronic 

neurological 

condition (Yes) 

0.27204981 NEG 0.25840891 NEG 0.15248804 NEG 

Chronic respiratory 

disease (yes) 

0.26628993 NEG 0.25554914 NEG 0.17201866 NEG 

Clinical check (Yes) 0.4988551 POS 0.54031677 POS 0.31788492 POS 

Clinical test (Yes) 0.28868622 POS 0.28723852 POS 0.26700974 POS 

Cold/ Influenza/ 

URTI (Yes) 

1.19153614 NEG 1.12307684 NEG 0.89747285 NEG 

Cough (Yes) 0.97740965 NEG 0.9095084 NEG 0.69175265 NEG 

Diabetes (Yes) 0.53860467 NEG 0.52898281 NEG 0.44022663 NEG 

eFrailty index 3.68450489 POS 3.64882563 POS 3.48432949 POS 

Frailty (Mild) 0.07884627 POS 0.08627712 POS 0.07221902 POS 

Frailty (Moderate) 0.16031738 POS 0.17189769 POS 0.16362032 POS 

Frailty (Severe) 0.04101509 NEG 0.02511115 NEG 0 NEG 

Flu vaccination 

(Yes) 

0.07552045 POS 0.07804079 POS 0.0614592 POS 

Female 0.23181195 NEG 0.23320825 NEG 0.21067776 NEG 

Hemiplegia (Yes) 0.35579161 NEG 0.37482161 NEG 0.31081294 NEG 

Immune system 

condition (Yes) 

0.62492637 NEG 0.6241592 NEG 0.59656774 NEG 

Hospital admission 

in previous year 

(Yes) 

0.43135151 NEG 0.44526866 NEG 0.38757609 NEG 

Multi-comorbidity 

(one comorbidity) 

0.2322179 NEG 0.23012335 NEG 0.18546577 NEG 

Multi-comorbidity 

(more than one 

comorbidity) 

0.62460743 NEG 0.6171946 NEG 0.56550926 NEG 

Otitis media (Yes) 2.96467392 NEG 2.86715521 NEG 2.55035002 NEG 

Peptic ulcer (Yes) 0.5261811 NEG 0.51207296 NEG 0.39210211 NEG 

Pneumococcal 

vaccination (Yes) 

0.06708876 POS 0.07087085 POS 0.04978911 POS 

PVD (Yes) 0.5047018 NEG 0.48928184 NEG 0.36314474 NEG 

Rhinosinusitis (Yes) 2.92803986 NEG 2.82784822 NEG 2.5228787 NEG 

Season (spring) 0.05559457 NEG 0.05908393 NEG 0.03635594 NEG 

Season (summer) 0.01992114 POS 0.01957233 POS 0.01776787 POS 

Season (winter) 0.06963424 NEG 0.07266139 NEG 0.05028616 NEG 

Past smoker 0.11284871 POS 0.11491821 POS 0.09438234 POS 
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Current smoker 0.0010291 POS 0.0036448 POS 0 NEG 

Sore throat (Yes) 2.4030107 NEG 2.31778503 NEG 2.0787913 NEG 

 

  



 

 453 

Table A 31: Variable importance ranking based on top 20 variables across 

three penalized regression models (sensitivity analysis of full model) 

 
Lasso model Ridge model Elastic net 

model 
Overall 

eFI 20 20 20 60 

Otitismedia 19 19 19 57 

Rhinosinusitis 18 18 18 54 

Sorethroat 17 17 17 51 

Cold_Influenza_URTI1 16 16 15 47 

Cough 15 15 13 43 

AsthmaDrug 14 13 14 41 

Chest Infection 12 11 16 39 

Charlson Count 13 12 12 37 

BMI category 11 10 9 30 

Immune System 

Condition 

9 9 11 29 

Multi-Comorbidity 8 8 10 26 

Age group 10 14 1 25 

Diabetes 7 7 8 22 

PepticUlcer 6 5 7 18 

PVD 5 4 5 14 

Clinial check 4 6 4 14 

Admission during 

previous year 

3 3 6 12 

Hemiplegia 2 2 3 7 

Chronic heart disease 1 1 0 2 
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Figure A 21: Tuning parameter for CART model (sensitivity analysis of full 

model) 
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Table A 32: Comparison statistics of model variables for development data 

and temporal validation data (sensitivity analysis of full model). Figures are 

frequencies (column percentages) except where indicated. 

 
Development data Temporal validation data 

 
Non-
pneumonia 
patients 

Pneumonia 
patients 

Non-
pneumonia 
patients 

Pneumonia 
patients 

 
(n=18,022) (n=3,310) (n=3,376) (n=629) 

Age group 
    

16-35 5059 (28.1) 263 (7.9) 914 (27.1) 36 (5.7) 

36-45 2672 (14.8) 253 (7.6) 524 (15.6) 54 (8.6) 

46-55 2935 (16.3) 365 (11.0) 551 (16.4) 79 (12.6) 

56-65 2736 (15.2) 456 (13.8) 545 (16.2) 94 (14.9) 

66-75 2536 (14.1) 687 (20.8) 475 (14.1) 129 (20.5) 

76-85 1533 (8.5) 732 (22.1) 271 (8.0) 147 (23.4) 

86 and above 551 (3.1) 554 (16.7) 87 (2.6) 90 (14.3) 

Immune system 
condition  

3230 (17.9) 705 (21.3) 641 (19.0) 139 (22.1) 

Antibiotic 
prescription  

8708 (48.3) 1863 (56.3) 1572 (46.7) 355 (56.4) 

Chest infection  1,338 (7.4) 1,404 (42.4) 204 (6.1) 241 (38.3) 
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Appendix G: TRIPOD Checklist for reporting prediction modelling 

study 
 

Table A 33: TRIPOD checklist for prediction model development and validation 

Section/Topic Item  Checklist Item Section 
Title and abstract 

Title 1 D;V Identify the study as developing and/or validating a multivariable 
prediction model, the target population, and the outcome to be predicted. Chapter 7 

Abstract 2 D;V 
Provide a summary of objectives, study design, setting, participants, 
sample size, predictors, outcome, statistical analysis, results, and 
conclusions. 

Chapter7 
and 8 

Introduction 

Background 
and objectives 

3a D;V 

Explain the medical context (including whether diagnostic or 
prognostic) and rationale for developing or validating the 
multivariable prediction model, including references to existing 
models. 

Chapter 2 
and 7 

3b D;V Specify the objectives, including whether the study describes the 
development or validation of the model or both. 

Section 
7.2 

Methods 

Source of data 
4a D;V 

Describe the study design or source of data (e.g., randomized trial, 
cohort, or registry data), separately for the development and 
validation data sets, if applicable. 

Section 
7.2.3 

4b D;V Specify the key study dates, including start of accrual; end of 
accrual; and, if applicable, end of follow-up.  

Section 
7.2.2 

Participants 

5a D;V 
Specify key elements of the study setting (e.g., primary care, 
secondary care, general population) including number and location 
of centres. 

Section 
7.2.2 

5b D;V Describe eligibility criteria for participants.  Section 
7.2.3 

5c D;V Give details of treatments received, if relevant.  NA 

Outcome 
6a D;V Clearly define the outcome that is predicted by the prediction model, 

including how and when assessed.  
Section 

7.2.3 

6b D;V Report any actions to blind assessment of the outcome to be 
predicted.  NA 

Predictors 
7a D;V 

Clearly define all predictors used in developing or validating the 
multivariable prediction model, including how and when they were 
measured. 

Section 
7.2.4 

7b D;V Report any actions to blind assessment of predictors for the 
outcome and other predictors.  NA 

Sample size 8 D;V Explain how the study size was arrived at. Section 
7.2.3 

Missing data 9 D;V 
Describe how missing data were handled (e.g., complete-case 
analysis, single imputation, multiple imputation) with details of any 
imputation method.  

Section 
7.1 

Statistical 
analysis 
methods 

10a D Describe how predictors were handled in the analyses.  Section 
7.2.5 

10b D Specify type of model, all model-building procedures (including any 
predictor selection), and method for internal validation. 

Section 
7.2.5 

10c V For validation, describe how the predictions were calculated.  Section 
7.2.6 

10d D;V Specify all measures used to assess model performance and, if 
relevant, to compare multiple models.  

Section 
7.2.6 

10e V Describe any model updating (e.g., recalibration) arising from the 
validation, if done. NA 

Risk groups 11 D;V Provide details on how risk groups were created, if done.  NA 
Development 
vs. validation 12 V For validation, identify any differences from the development data in 

setting, eligibility criteria, outcome, and predictors.  
Section 

8.1.4 
Results 

Participants 

13a D;V 

Describe the flow of participants through the study, including the 
number of participants with and without the outcome and, if 
applicable, a summary of the follow-up time. A diagram may be 
helpful.  

Section 
7.2.3 

13b D;V 
Describe the characteristics of the participants (basic demographics, 
clinical features, available predictors), including the number of 
participants with missing data for predictors and outcome.  

Section 
8.1.1 
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13c V 
For validation, show a comparison with the development data of the 
distribution of important variables (demographics, predictors and 
outcome).  

Section 
8.1.3-
8.1.5 

Model 
development  

14a D Specify the number of participants and outcome events in each 
analysis.  

Section 
8.1.1-
8.1.5 

14b D If done, report the unadjusted association between each candidate 
predictor and outcome. 

Section 
8.1.1-
8.1.5 

Model 
specification 

15a D 
Present the full prediction model to allow predictions for individuals 
(i.e., all regression coefficients, and model intercept or baseline 
survival at a given time point). 

Section 
8.1.1-
8.1.5 

15b D Explain how to the use the prediction model. Section 
8.2-8.3 

Model 
performance 16 D;V Report performance measures (with CIs) for the prediction model. Section 

8.1.4-5 

Model-updating 17 V If done, report the results from any model updating (i.e., model 
specification, model performance). 

Section 
8.1.5 

Discussion 

Limitations 18 D;V Discuss any limitations of the study (such as nonrepresentative sample, few 
events per predictor, missing data).  

Section 
8.2 

Interpretation 
19a V For validation, discuss the results with reference to performance in 

the development data, and any other validation data.  
Section 
8.1.4-5 

19b D;V Give an overall interpretation of the results, considering objectives, 
limitations, results from similar studies, and other relevant evidence.  

Section 
8.2 

Implications 20 D;V Discuss the potential clinical use of the model and implications for future 
research.  

Section 
8.3 

Other information 
Supplementary 
information 21 D;V Provide information about the availability of supplementary resources, such 

as study protocol, Web calculator, and data sets.  
Appendi

x 
Funding 22 D;V Give the source of funding and the role of the funders for the present study.  Acknowl

edgement 
*Items relevant only to the development of a prediction model are denoted by D, items relating solely to a validation of a prediction model 

are denoted by V, and items relating to both are denoted D;V.  We recommend using the TRIPOD Checklist in conjunction with the TRIPOD 

Explanation and Elaboration document. 
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Abstract

Increasing hospital admissions for pneumonia have been reported recently but it is not known
whether pneumonia incidence rates have increased in the community. To determine whether
incidence rates of pneumonia increased in primary care in the United Kingdom from 2002 to
2017, an open cohort study was conducted using electronic health records from the UK
Clinical Practice Research Datalink. Clinically diagnosed pneumonia, influenza pneumonia,
pleural infection and clinically suspected pneumonia, defined as chest infection treated
with antibiotics, were evaluated. Age-standardised and age-specific rates were estimated.
Joinpoint regression models were fitted and annual percentage changes (APC) were estimated.
There were 70.7 million person-years of follow-up with 120 662 episodes of clinically diag-
nosed pneumonia, 1 831 005 of clinically suspected pneumonia, 23 814 episodes of influenza
pneumonia and 2644 pleural infections over 16 years. The incidence of clinically diagnosed
pneumonia increased from 1.50 per 1000 person-years in 2002 to 2.22 per 1000 in 2017.
From 2010 to 2017, the APC in age-standardised incidence was 5.1% (95% confidence interval
3.4–6.9) compared with 0.3% (−0.6 to 1.2%) before 2010. Clinically suspected pneumonia
incidence rates increased from 2002 to 2008 with an APC 3.8% (0.8–6.9) but decreased
with an APC −4.9% (−6.7 to −3.1) from 2009 to 2017. Influenza pneumonia increased in
the epidemic year of 2009. There was no overall trend in pleural infection. The results
show that clinically diagnosed pneumonia has increased in primary care but there was a con-
temporaneous decline in recording of clinically suspected pneumonia or ‘chest infection’.
Changes in disease labelling practice might partly account for these trends.

• What is the key question?
Recent evidence suggests an increasing trend in pneumonia hospitalizations. This study ana-
lysed primary care electronic health records for more than 70 million patient years of follow-
up to evaluate whether pneumonia incidence had increased in community settings.

• What is the bottom line?
Clinically-diagnosed pneumonia increased from 2002 to 2017, with an acceleration in trend
after 2011. There was a simultaneous decrease in the more frequent diagnosis of clinically-
suspected pneumonia characterized as antibiotic-treated chest infection. This suggests that
changes in diagnostic labelling may at least in part account for the apparent increase in
clinically-diagnosed pneumonia.

• Why read on?
The large study, including practices from throughout the UK, sheds new light on previous
reports of increasing pneumonia hospitalisations. The study shows that in adults there have
been divergent trends in different respiratory infection diagnoses with increasing clinically-
diagnosed pneumonia and reducing clinically-suspected pneumonia. This is in contrast to
consistently decreasing lower respiratory infections in children.

Introduction

With the advent of antibiotics, common but severe infections such as pneumonia could be
effectively cured with access to effective antimicrobial treatment [1] but community acquired
pneumonia (CAP) remains a major public health priority worldwide, disproportionally affect-
ing younger and older populations [2–4]. As an ambulatory care sensitive condition, [5] pneu-
monia may be managed in primary care or may result in hospital admission, depending on
assessment of severity [6]. Recently, increasing hospital admissions for pneumonia have
been reported in several studies [2, 7, 8]. In the USA, Fry et al. [2] reported increasing pneu-
monia hospitalisation rates in people aged 65 years and older and suggested that increasing
comorbidity might be a contributing factor. In England, analysis of hospital episode statistics
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