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7.5 Switching function with n=6, m=12, R0=3.5 Å. . . . . . . . . . . . . . . . . . . . . 165

12



List of Tables

1.1 The available 5-HT3A receptor structures, with relevant information. (“Res.”: reso-

lution, “Cond.”: conductive, “chryst.”: chrystallography, “des.”: desensitised) . . . . 36

3.1 Average root mean square displacement of the four models. . . . . . . . . . . . . . . 74

3.2 Vmin and ∆Vmin (i.e. the difference with respect to 5Trans) for the four models. All

values were rounded to the third decimal digit for a cleaner representation. . . . . . 78

4.1 Number of lipids (with RSMF smaller than 3.0 Å) bound to the protein for the whole
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Abstract

Pentameric ligand-gated ion channels (pLGICs) are important proteins, embedded in the lipid mem-

branes of nerve cells, which are of great pharmacological relevance. They mediate fast synaptic

transmission and are involved in many diseases. For this reason, their fundamental understanding

at an atomistic level is paramount for the design of new, targeted pharmaceuticals. Phenomena of

interest include ligand binding/unbinding, opening and closing of the inner ion channel, mechanical

signal propagation, allosteric modulation by lipids of the cell membrane and/or by other ligands,

and more. Depending on the time scales of the specific phenomenon of interest, a variety of com-

putational (or in-silico) techniques can be employed for their study. One of the most common is

molecular dynamics, which involves the solution of Newton’s equations of motion for every particle

that belongs to the system under investigation. This technique allows for the study of equilib-

rium and out-of-equilibrium phenomena, typically in the range of nanoseconds-to-microseconds,

depending on the size of the system (between orders of 103 atoms to orders of 106 atoms in the

case of bio-systems). However, rare events are hardly sampled by the usage of molecular dynamics,

thus requiring the introduction of the so called enhanced sampling techniques. Among these are

metadynamics, umbrella sampling, steered molecular dynamics, and many others.

The goal of this PhD project is the investigation of several phenomena revolving around one

pLGIC, namely the serotonin-activated type 3 A ion channel, or 5-HT3A receptor. The importance

of this receptor is proven by its involvement in diseases such as schizophrenia, drug abuse, and

many others. In this system, the binding of serotonin triggers a cascade of conformational changes

that ultimately culminates with the opening of a hydrophobic gate, leading to a flow of ions through

the inner ionic channel. This cascade of events typically occurs over a time window of milliseconds:

in this context, molecular dynamics is an ideal tool to study single phenomena that make up the

17



overall cascade. Its complete mechanism is, however, far from being fully understood. We focus here

on studying phenomena that occur in different parts of this protein, and that, globally, contribute

the overall mechanism of this molecular machine.

The first chapter of this thesis aims at providing all relevant information about pLGICs and

relative ligands, with a particular focus on the 5-HT3A receptor, while the second chapter provides

theoretical details on all-atom molecular dynamics and on the enhanced sampling methods used.

The subsequent chapters describe the results obtained in each of the projects carried out during

the PhD years, providing an introduction to the specific phenomena studied, their relevance, and

a relative literature review.

Specifically, in the third chapter, we investigate the possibility that the propagation of mechan-

ical signal across the extracellular and the transmembrane domains of the receptor is mediated

by the isomerisation of a proline located at their interface. This consists in the rotation of a tor-

sional angle linking this amino-acid and the subsequent residue. This study is carried out both

with molecular dynamics and with metadynamics, with the aim of capturing structural differences

that the different proline isomers induce in the surroundings, and of reconstructing the free en-

ergy associated with the isomerisation process. In this way, we are able to assess how the protein

environment and the proline isomerisation influence each other.

In the fourth chapter, we focus our attention to what happens at the interface between the

protein transmembrane domain and the lipid membrane. In recent years, the modulation by the

lipids (phospholipids and cholesterol in particular) onto the working mechanism of several pLGICs

has been proved both in-silico and experimentally. In this context, our goal is to characterise, via

molecular dynamics simulations, lipid-protein interactions, i.e. the binding of specific lipids to the

surface of the protein, to assess the effects that lipids have on structural and dynamical properties

of the protein, and to show how these are influenced by the exact concentrations of the lipid species.

In the fifth chapter, we investigate the role of the outermost M4 α helices of the transmembrane

domain on the protein function. According to experimental results, disrupting crucial interactions

in this section of the protein may alter the overall protein function. Here, we perform molecular

dynamics simulations to assess how a specific mutation on the M4 helix, i.e. Y441A, is able to

alter structural and dynamical properties of the M4 itself and of its surroundings, with the aim of

shedding light on how the M4 is relevant for the mechanism of the serotonin-activated receptor.
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In the sixth chapter, we present a preliminary study of the unbinding of serotonin from the

orthosteric pocket, located in the extracellular domain of the receptor. We perform this study by

means of both molecular dynamics and metadynamics simulations, with the aim of understanding

the fundamental interactions involved in the process.

Overall, the original work carried out and explained in this thesis contributes to the fundamental

understanding of the 5-HT3A receptor, and by extension of pLGICs in general.
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Chapter 1

Introduction

1.1 The Brain, Neurons, and Neuroreceptors

The complex functioning of the human brain is set by 1012 nerve cells, which are able to form

103 to 104 connections each, providing for a large variety of functions. These span across heart

rate, sexual function, emotions, learning, memory, and many others. The brain is also thought to

influence the response of the immune system to diseases and treatments.[1]

The building block of this complex network is the neuron, a highly specialised cell devised to

transmit information to other nerve cells, muscle, or gland cells. It is made up of several parts: a

cell body, dendrites, and an axon.

Figure 1.1: Representation of a neuron, including the cell body, the nucleus, the axon, and dendrites.
Adapted from reference [1].
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The cell body comprises the nucleus and the cytoplasm. The axon, which is electrically excitable,

extends from the cell body, and in most cases into separate smaller branches, and finally ends at

the nerve terminals. The dendrites also extend from the cell body, and receive messages from the

other neurons. The synapses are the contacts that allow communication among neurons: about

1012 to 1014 of these are found in the human brain, making up both a complex and an adaptive

network. Both dendrites and the cell body are covered by the synapses formed by the ends of the

axons of other neurons.

A neuron is able to give rise to an electrical impulse depending on the difference in charge

between the inside and the outside of the cell. At the beginning of a nerve impulse, a significant

reversal in the electrical potential takes place at one point on the cells membrane, while the neuron

switches from an internal negative charge to a positive one. Such change, referred to as an action

potential, is then transmitted along the membrane of the axon. These impulses are fired by neurons

several times per second. Once at the end of an axon, the voltage change induces the release of

small molecules referred to as neurotransmitters.

The communication among neurons is provided by proteins embedded in their lipid membranes,

called neuroreceptors, whose activation can occur either upon the binding, from the exterior of the

cell, of neurotransmitters (also referred to as ligands), or due to a gradient in the electrical potential

on the two sides of the membrane.

The receptors which are activated by ligand binding are divided into G-protein coupled receptors

(GPCRs) and ligand-gated ion channels (LGICs), which differ in both structure and functioning.

G-protein coupled receptors are metabotropic, i.e. the message they carry is transmitted by means

of a chain of events which involve other compounds as well. Conversely, LGICs are ionotropic:

their structure revolves around a central ion permeable channel able to alternate open and closed

conformation through the so called gating process. LGICs are the focus of the work presented in

this thesis.
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1.2 Pentameric Ligand-gated Ion Channels and the Cys-Loop Su-

perfamily

Pentameric ligand-gated ion channels (pLGICs) are proteins embedded in the lipid membrane of

nerve cells, that are crucial for neuronal communication and fast synaptic transmission. Exam-

ples of such ion channels are nicotinic acetylcholine receptors (nAChRs), serotonin type 3 recep-

tors (5-HT3ARs), γ-amminobutyric acid type A receptors (GABAARs), glycine receptors (GlyRs),

glutamate-gated chloride (GluCl) receptors, and zinc-activated ion channels.[13] Notable prokary-

otic examples are the Gloeobacter violaceus (GLIC) and Erwinia chrysanthemi (ELIC) ligand-gated

ion channels.

PLGICs are ubiquitous in the nervous system, and participate in a number of functions, such

as sensory and motor processing, central autonomous control, heart rate, blood pressure, lung

function, movement, regulatory process, memory, attention, sleep and wakefulness, reward, pain,

anxiety, emotions, and cognition. Mutations of these proteins can thus alter their function and

ultimately lead to certain pathologies, like congenital myasthenic syndrome, nocturnal front lobe

epilepsy, hyperekplexia, autism, schizophrenia, Alzheimer’s disease and many others. Because of

this, pLGICs are the target of therapeutic drugs (but also of addictive ones): in particular, nAChRs

are responsible for tobacco and nicotine addiction, GABAARs mediate part of ethanol effects and

are the target of the benzodiazepine class of drugs, and 5-HT3AR antagonists are used for the

treatment of nausea (e.g. in patients undergoing chemotherapy).

1.2.1 Structure of Pentameric Ligand-Gated Ion Channels

PLGICs are made up of five subunits (thus the name pentameric) arranged around the central ion

channel, and span a cylinder-like volume of roughly 12 nm in height and 7 nm in diameter. As

shown in figure 1.2, which depicts a X-ray structure of the 5-HT3A receptor, they are organised in

three domains, from N-terminus to C-terminus: the extracellular domain (ECD), which is mainly

made up of β sheets and that carries the orthosteric binding site for the neurotransmitter, the

transmembrane domain (TMD), which is typically made up of four α helices (labelled M1, M2, M3,

and M4) per subunit, and, often, an intracellular domain (ICD).
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Figure 1.2: The 5-HT3A receptor divided in its three domains (left), and seen from the top (centre);
one single subunit out of five (right). Adapted from reference [2].

The ECD and the TMD form an interface through several well-conserved loops: the β1-β2 loop,

the β6-β7 loop, the β8-β9 loop (also referred to as loop F), and, at the interface itself, the M2-M3

loop. The β6-β7 loop, also referred to as Cys-loop, bears an ultra-conserved disulphide-bridge

between two cysteines 13 amino-acids apart and gives the name to the eukaryotic pLGIC Cys-loop

receptor superfamily.

The TMD is embedded in the lipid membrane of the cell, with its innermost M2 α-helices lining

the ion channel. Here, the hydrophobic side chains of certain highly conserved hydrophobic amino-

acids (specifically leucines or isoleucines) are thought to constitute a barrier for ion translocation,

and thus are the key feature of a hydrophobic gating mechanism.[14, 15]

1.2.2 Function of Pentameric Ligand-Gated Ion Channels

The function of pLGICs is to control the transmembrane potential via the flow of ions such as

K+, Na+ and Cl− through their domains. Ion channels, in fact, select specific ions to flow towards

the interior of the cell, i.e. they contain channel-facing girdles, called selectivity filters, of charged

residues, arranged one per subunit, which alter the electrical potential alongside the channel axis

and promote in this way the passage of ions through it. According to the type of ions they select,
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pLGICs can be divided in two classes: cationic channels (which include nACh receptors and 5-

HT3A receptors) and anionic channels (which include glycine and GABA receptors). Thanks to the

mechanism operated by pLGICs, complex behaviours emerge in terms of body response, including

muscle contraction, or the production of enzymes.

Figure 1.3: Representation of two ion channels of different conductive states, embedded in a lipid
bilayer (grey): the open channel (green) lets the ions (purple) through, while the closed channel
(red) does not. Figure adapted from the website www.cambridgenetwork.co.uk.

The flow of ions is controlled by the opening and closing of the transmembrane ion permeable

pore, a conformational rearrangement referred to as the gating mechanism (represented in figure

1.3). This is triggered by the binding of a a ligand (the neurotransmitter, or agonist) in a specific

cavity in the extracellular domain referred to as the orthosteric binding pocket, located at the

interface between adjacent subunits. This binding, in turn, stabilises an open channel conformation

by inducing in the receptor a series of subsequent conformational changes.

After the ligand binds into the orthosteric pocket, it interacts with the surrounding amino-

acids via hydrogen bonds and π interactions (see Appendix A).[16] These interactions provoke a

cascade of events that must propagate from the ECD to the TMD, where the gate is located. This

propagation takes place over tens of Angstroms of distance and over time windows typically in the

range of ms.
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It is not yet clear how many agonists (one per pocket) are necessary to fully induce a gating

mechanism in a pLGIC; however experimental evidence suggests that the maximal mean channel

open time is observed when three binding sites at non-consecutive subunit interfaces are bound,

while intermediate responses are exhibited with three consecutive or two non-consecutive interfaces

bound.[17]

Artificial ligands can be designed to compete or substitute the natural ones in order to induce

certain response into the receptors: this makes these receptors the target of drug design studies.

Apart from the agonists, other ligands, called antagonists (or inhibitors), may exhibit a high

affinity for the orthosteric binding site of one of these receptors, although would not trigger any

conformational change cascade in the protein, while preventing an agonist to bind in the same

pocket. An allosteric modulation can also take place in the receptor, i.e. the events cascade

may also be helped (or disrupted) by binding events on alternative sites. In case of a positive

modulation, the ligand takes the name of potentiator. Thus, the binding-triggered gating induces

the cell hyperpolarisation (i.e. a negative change in the transmembrane potential), that decreases

the chance for an action potential to occur, or conversely depolarisation.

To account for the agonist-triggered activation, two models have been proposed. The induced-fit

theory postulates that ligand binding is a prerequisite for the activation and drives conformational

changes, while the Monod-Wyman-Changeux (MWC) theory [18] postulates that pLGICs sponta-

neously vary between different states (such as active, resting, and desensitised), and that ligands

shift the equilibrium towards the state for which they have the highest binding affinity. In the

active (or open) state, the receptor lets ions through, in the resting (or closed) state, it does not

not; while the desensitised state constitute a similarly-closed conformation but is characterised by

a higher affinity for the ligand.

The working mechanism of pLGIC at the atomistic level is still poorly understood. The role

of specific amino-acids of their sequence can be successfully studied experimentally by means of

mutagenesis and electrophysiology experiments. These experiments aim at understanding the role

of specific amino-acids in the working mechanism of pLGICs, by mutating them in order to alter

their properties: typical cases include the removal of aromatic or charged side chains with non-polar

ones (for example alanine) with the aim of inhibiting the capability of forming interactions such

as hydrogen bonds or π interactions. The response of the mutated receptors is measured via the
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application of a current in presence of different ligand concentrations. A useful quantity typically

measured is the EC50, the ligand concentration required to have half of the maximum current.

While these recordings allow for the determination of what residues may be good candidates for

important interactions for receptor function, in-silico studies are still required to validate their

results. This can be done at different level of resolution, that may vary from the application of

quantum mechanical methods, to that of classical ones.[10]

1.2.3 Crystallography, Cryo-electron Microscopy, and Homology Modelling

Atomistic structures of pLGICs can be experimentally obtained with different techniques. One of

the main ones is X-ray crystallography, which is based on Braggs Law of X-ray diffraction by crys-

tals, well-ordered packing of homogenous molecules in three dimensions. Illuminated by a beam of

X-ray light, the crystal diffracts the light at various angles, generating a diffraction pattern, which

reflects the structural arrangement of the atoms within the crystal. The quality of the produced

structure heavily depends on the degree of order of the crystal: a large amount of highly purified

macromolecules may thus be necessary, as well as the engineering of the molecules (including stabil-

ity promotion, side-chain modification, and proteolysis). Until now, most of the atomic resolution

macromolecular structures have been solved by X-ray crystallography. The other main technique is

cryo-electron microscopy (cryo-EM), which can be used to examine non-crystalline structure: this

technique uses high energy electrons as a source to illuminate very thin specimens in a transmission

electron microscope. From hundreds of thousands of single particle cryo-EM images of one type of

macromolecule, statistical analysis can be performed to classify, align, and average the images to

reconstruct the common features into a three-dimensional virtual structure. While X-ray crystal-

lography needs large amount of materials to optimise the crystallisation condition, cryo-EM needs

much smaller macromolecule samples, and typically does not need rigorous molecular engineering.

Moreover, the cryo-EM specimen is made by fast freezing biological samples in liquid nitrogen tem-

perature directly from the solution, thus maintaining the macromolecules in their soluble states.

Therefore, cryo-EM has the advantage to produce structures in more close-to-native state with re-

spect to X-ray crystallography, but also the disadvantage of having to deal with intrinsic structural

heterogeneity due to thermal fluctuations.[19]

Another way to build the structure of a biological macromolecule is to make use of homology

26



modelling. This technique relies on the fact that proteins with similar evolutionary paths are

characterised by similar folding patterns even when they have poor amino-acid sequence similarity.

This allows for the reconstruction of the structure of a protein whose sequence is known even if its

spatial disposition is not.

However, in the past years a number of experimentally solved structures of pLGICs have been

made available, especially thanks to the diffusion of cryo-EM.

Structures are now available for the nicotinic acetylcholine receptor,[20] for the γ-aminobutiric

receptor,[21, 22, 23] the glycine receptor,[24, 25, 26, 27] for the GluCl receptor,[28, 29] for the

Erwinia chrisanthemi (ELIC) ion-channel,[30, 31, 32] and for the Gloeobacter violaceus ion-channel

(GLIC).[33, 34, 35, 36, 37]

Many structures were made available for the 5-HT3A receptor as well. Since they are of par-

ticular relevance for the topics presented in this thesis, they are discussed in more details later

on.

1.3 Serotonin and Serotonin Receptors

The goal of this Ph.D. project is to contribute to the currently limited understanding of the ac-

tivation mechanisms in pLGICs by means of state-of-the-art and innovative computer simulation

methods, focusing on a representative ion channel: the 5-HT3A receptor.

5-HT (or serotonin) receptors are activated by the binding of 5-hydroxytryptamine (5-HT)

or serotonin. These receptors, present in most animals, modulate the release of excitatory and

inhibitory neurotrasmitters, like GABA, dopamine, acetylcholine, and glutamate. They are involved

in the regulation of several processes, including learning, anxiety, emotional and cognitive control,

memory, sleep, appetite, and sexual behaviour.

While most 5-HT receptors are G-protein coupled receptors, the 5-HT3A receptor is a cationic

pentameric ligand-gated ion channel of the Cys-loop superfamily. This receptor may be composed of

five identical 5-HT3A subunits (homopentameric) or a mixture of 5-HT3A and one of the other four

5-HT3B, 5-HT3C , 5-HT3D, or 5-HT3E subunits (heteropentameric).[38] It is involved in neurological

disorders like schizophrenia, drug abuse, and is the target of nausea-suppressant drugs for patients

undergoing chemotherapy or subject of anesthetics. Its activation typically occurs with a frequency
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of 400 s−1,[39] i.e. one activation would occur on the ms time-scale.

Serotonin, represented in figure 1.4, is the 5-hydroxy derivative of tryptamine. It is a monoamine

molecular messenger, a primary amino compound, a member of phenols, and a member of hydrox-

yindoles and of tryptamines.

Figure 1.4: A serotonin molecule, in its positively-charged state.

This compound is ubiquitous in the nervous system, found in most animals, plants, and fungi. It

is involved in a variety of diseases, like migraine, mood disorders, and others. Outside of the nervous

system, it participates in a variety of biological functions including digestion, bone metabolism and

organs growth.

Serotonin is a very polar molecule: it features two aromatic rings, one of which contains a

hydroxyl group, and the other contains an aliphatic tail terminating with an NH2 group (NH3

in the protonated form). The hydroxyl group can easily react to form other compounds, or form

intermolecular hydrogen bonds. The rings have a great electronegative potential due to the presence

of a pair of lone electrons on the nitrogen of the ring; these electrons are located in a sp2 orbital,

perpendicular to the π-bonds of the aromatic system, and for this reason are also available to

form bonds. This compound is therefore able to give rise to a variety of interactions with its

surroundings (e.g. the binding pocket of a serotonin receptor), including hydrogen bonds, cation-π

and π-π interactions (see Appendix A). These interactions help serotonin find its way inside the

binding pocket, but also stabilise it once inside, in turn giving rise to a chain of conformational

changes within the receptor.
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Figure 1.5: Sequence of the 5-HT3A receptor, as reported by Hassaine et al. for the X-ray crystal-
lography structure in 2014. Adapted from reference [2].

While serotonin acts as the main agonist for the 5-HT3A receptor, several competing agonists

and/or antagonists (e.g. varenicline, setrons, etc.) for this receptor can be either identified or

engineered.
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Figure 1.6: View of the TMD of the 5-HT3A receptor (PDB entry: 4PIR[2]) orthogonal to the
channel axis, showing the four helices M1 (yellow), M2 (blue), M3 (red) and M4 (purple), and the
M2-M3 loop (green) (figure from reference [3]).

The sequence of the mouse 5-HT3A receptor is reported in figure 1.5; its secondary structure is

arranged in a similar way to other pLGICs of the Cys-loop superfamily, including the M1 to M4

α helices in the TMD (figure 1.6), helices MX and MA in the ICD, and a series of beta strands

(labelled β1 to β10) within the ECD.
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Figure 1.7: The M2 and M3 helices (in blue and red respectively), connected by the M2-M3 loop
(in green), with relevant residues (PDB entry: 4PIR[2]).

Several notable amino-acids can be identified within the sequence, which are of relevance for

the results presented in chapter 3. In the section comprising the M2, the M3 and the M2-M3 loop

(figure 1.7), Asp271, located at the top of the M2 helices, may act as a selectivity filter for Na+

ions thanks to its side chain, whose negative charge is due to the two terminal oxygen atoms. Its

function was suggested by a study on the single-ion potential of mean force (for both Na+ and

Cl−) as a function of the channel axis.[40] Furthermore, the M2-M3 loop contains two prolines,

namely Pro281 and Pro274. Proline is a peculiar amino-acid due to its unique aromatic side chain,

and, among other features, its relatively higher population at room temperature, with respect to

other amino-acids, of the cis isomer of the trans-cis isomerisation process.[41] Morevoer, Pro274 is

also a highly conserved amino-acid within the Cys-loop superfamily, while Pro281 is only found in

5-HT3A receptors and in nACh receptors. Finally, Leu260, found approximately at middle height

of the M2 helix, makes up the hydrophobic gate of the 5-HT3A receptor.
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Figure 1.8: Loops surrounding the lateral ion portals between two adjacent subunits (subunit 1, in
white, and subunit 2, in grey): the β1-β2 loop (green), the loop F (red), the β10-M1 loop (yellow),
the Cys-loop (blue) and the M2-M3 loop (purple) (PDB entry: 4PIR[2]). The empty volume among
these loops, that constitutes the portal, was calculated with the software HOLE2,[4] and is shown
in cyan.

At the interface between TMD and ECD, ions can enter the receptor through lateral portals

across adjacent subunits (represented in figure 1.8), as pointed out by an in-silico study.[40] Several

residues will make up these portals: Asp52, Glu53, Lys54 and Asn55 in the β1-β2 loop, Gln184,

Gly185 and Glu186 in the loop F, Arg219, Pro220, Leu221 and Phe222 in the β10-M1 loop, Cys135,

Ser136, Leu137 and Asp138 in the Cys-Loop and from Pro274 to Thr280 in the M2-M3 loop.
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Figure 1.9: Important amino-acids for the pinning of M4 to M1, to M3, and to the Cys-loop (PDB
entry: 6DG8[5]).

On the receptor outermost helices M4, important amino-acids allows for the pinning of such

helices to the M1s and M3s (figure 1.9). Among these, Tyr441 forms π interactions and/or hydrogen

bonds with Asp238 and with Phe242 (both belonging to M1); Tyr448 forms π-π interactions with

Tyr286 (also belonging to M1). At the tip of the M4 helix, Trp459 can interact either with hydrogen

bonds or via π-π interactions with amino-acids of the Cys-loop, such as Phe144.

Finally, in the ECD, at the interface between two adjacent subunits, the orthosteric binding

pocket is found (figure 1.10). Here, the ligand is surrounded by several loops. In one subunit, we

find Loop B (also called β7-β8), and Loop C (β9-β10). On the other subunit we find Loop G (β1),

Loop D (β2), Loop E (β6), and Loop F (β8-β9). Of these, Loop C is of particular interest as it

partially shields the ligand from the solvent.
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Figure 1.10: 5-HT3AR orthosteric binding pocket in between two adjacent subunits in the ECD,
where a serotonin molecule is bound (PDB entry: 6DG8[5]). Important sections are represented in
different colours: Loops G, D, E (green), Loop B (blue), Loop F, (yellow), and Loop C (red).

1.3.1 Available Structures of the 5-HT3A Receptor

In recent years, the number of available structures of the homomeric 5-HT3A receptor has signifi-

cantly increased both in number and in variety, providing the unprecedented possibility of compar-

ing different functional states of this receptor: in its apo-state or in complex with different agonists

or antagonists, and in various conductive states including open, closed, desensitised, and other

arguably classifiable intermediate ones. It is worth of mention that unambiguously assigning the

correct functional state to a solved structure remains difficult. In fact, together with the observation

of bound agonists/antagonists (or lack thereof), this would depend on the correct interpretation of

distinctive conformational features.

The choice of a structure as a model for molecular dynamics simulations depends on a variety of

factors, including the reliability of its experimental determination (given by the resolution at which

it was originally solved), eventual refinement procedures, the eventual presence of unlikely side-

chain rotamers or atomic clashes, the possible absence of certain parts of the amino-acid sequence,
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the presence/absence of ligands, and the deemed functional conformation.

In the following, the structures of the 5-HT3A receptor available as of 2018 (i.e. upfront to the

last project started) are reported.

In 2014, Hassaine et al. reported the very first 5-HT3A receptor structure ever made available.

This is an X-ray chrystallography apo-structure of the mouse serotonin receptor, and it was solved

at 3.5 Å of resolution (PDB entry: 4PIR).[2] Due to its early release, this structure has been

used as a model for various in-silico studies.[40, 42, 43, 7, 44, 3] This structure presents llama-

derived antibodies (VHH) as crystallization chaperons; due to the presence of these antagonists,

and because of the width at the hydrophobic gate in the TMD, this structure has been deemed

to be in a non-conductive (inactive) state. At the same time, the overall backbone conformation

appear to resemble those of open conformations of GLIC[33] or GluCl[28] receptors, and differs

from those of closed conformations of GLIC (both closed[36] and locally-closed[35]) and ELIC[30].

Moreover, Hassaine et al. did not preclude the possibility that small fluctuations (in molecular

simulations using this structure as starting model) may lead to the opening of the hydrophobic

gate. We used this structure for our own works, namely those described in chapters 3 and 4.

Kudryashev et al. produced, in 2016, the structure of the mouse 5-HT3A receptor in lipid vesicles

without antibodies, by means of cryo-electron tomography and sub-tomogram averaging.[45] In this

case, the resolution is 12 Å, and the channel is in a open conformation.

Polovinkin et al. solved, in 2018, four cryo-EM structure of the mouse 5-HT3A receptor in dif-

ferent complexes, labelled as follows.[46] Complex “T” (PDB entry: 6HIS) is resolved at 4.5 Å , and

comprises the receptor, in a closed conformation, in complex with the antagonist tropisetron, which

is an anti-emetic drug. Complex “F” (PDB entry: 6HIN) is resolved at 4.1 Å , and includes the re-

ceptor, in an open conformation, and serotonin. Complex “I1” (PDB entry: 6HIO), resolved at 4.2

Å , comprises the receptor, in a closed (maybe desensitised) conformation, and serotonin. Finally,

complex “I2” (PDB entry: 6HIQ), resolved at 3.2 Å , includes the receptor, in an intermediate

conformation, in complex with serotonin and TMPPAA, a positive allosteric modulator.

Also in 2018, Basak et al. solved three cryo-EM structures of mouse 5-HT3A receptor. One is

its apo-state, at 4.3 Å resolution (PDB entry: 6BE1).[47] With respect to the crystal structure, its

ECD is twisted clockwise around the pore axis, in the direction towards a closed conformation.

Furthermore, Basak et al. resolved two distinct serotonin-bound conformations of the mouse
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receptor (PDB entries: 6DG7 and 6DG8, referred to as state 1 and state 2), respectively at 3.32

and 3.89 Å resolution. Compared to the 6BE1 apo-structure, these two states are characterised

by a global twisting of the ECD and of the TMD, respectively in the counter-clockwise and in

the clockwise direction. This leads to the repositioning of interfacial loops, while the TMD helices

results expanded away from the central channel. Loop C, that closes the orthosteric binding pocket,

is closed in both states 1 and 2, while it exhibits an outward or “open” orientation in the apo-

structure. As for the conductive state of the two structures, state 2 was deemed conductive (i.e.

open), while state 1 was described as non-conductive, although Basak et al. also suggested that

side-chain fluctuations of the Leu260 side chains may give rise to a small conductance. State 1 was

thus described as a possible pre-open state, or as a possible desensitised one. The binding poses

of 5-HT in the two states are, however, similar. State 2 was also used in our works, specifically in

those described in chapters 5 and 6.

PDB Authors Year Technique Res. [Å ] Cond. state Ligands and chaperones

4PIR Hassaine et al. 2014 X-ray chryst. 3.5 closed Llama-derived antibodies
6HIS Polovinkin et al. 2018 cryo-EM 4.5 closed tropisetron
6HIN Polovinkin et al. 2018 cryo-EM 4.1 open 5-HT
6HIO Polovinkin et al. 2018 cryo-EM 4.2 closed/des. 5-HT
6HIQ Polovinkin et al. 2018 cryo-EM 3.2 intermediate 5-HT and TMPPAA
6BE1 Basak et al. 2018 cryo-EM 4.3 closed apo-structure
6DG7 Basak et al. 2018 cryo-EM 3.32 pre-open/des. 5-HT
6DG8 Basak et al. 2018 cryo-EM 3.89 open 5-HT

Table 1.1: The available 5-HT3A receptor structures, with relevant information. (“Res.”: resolution,
“Cond.”: conductive, “chryst.”: chrystallography, “des.”: desensitised)

Figure 1.11 shows the width of the channel at the level of the TMD in all the 5-HT3A receptor

structures, by representing the M2 helices of two non-consecutive subunits. These are a key section

of the receptor for the classification of the conductive state, thus allowing for a visual comparison

of the described PDB entries.

36



Figure 1.11: M2 helices of two non-consecutive subunits for representative X-ray and cryo-EM
structures of the 5-HT3A receptor in different functional states, labelled according to their PDB
entry. For comparison, the corresponding aligned helices of 4PIR are also shown in transparency
for each structure, except for 4PIR itself. The hydrophobic gate (Leu260) is also displayed in the
two subunits, together with the distance in Å of the two γ carbons.

Having here described the context of pLGICs, in the next chapter we will focus our attention to

the in-silico methods of molecular dynamics and enhanced sampling techniques used in our project

for the study of the 5-HT3AR.
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Chapter 2

Methods

2.1 Molecular Dynamics

The main computational technique used in the projects described in this thesis is molecular dy-

namics (MD), a powerful in-silico method widely used in modern simulations of bio-molecules as

well as in soft matter, in condensed matter physics and in materials science in general. Molecular

dynamics deals with a collection of N particles representing the system of interest, characterised

by positions ~ri and velocities ~vi:

~r1, ~r2, ...~ri, ...~rN , ~v1, ~v2, ...~vi, ...~vN , i = 1, ..., N (2.1.0.1)

and consists in the numerical integration of Newton’s equations of motion for every particle:[6]

mi~̈ ir = ~Fi = −∇iU(~r1, ~r2, ..., ~rN ) (2.1.0.2)

In equation 2.1.0.2, mi is the mass of the i-th particle, ~ri its position, ~̈ ir its acceleration, ~Fi

the applied force on it, and U the inter-particle potential between the particles that make up the

system.

Since computers are only able to implement processes on an iterative manner (i.e. by means of

for loops over repeated code sections), the integration of Newton’s equations of motion requires

the discretisation of time, i.e. considering only equally-spaced instants tn:
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tn = t0 + n∆t (2.1.0.3)

Here, tn is the time after n iterations of the simulation, t0 is the time at the beginning of

the simulation, and ∆t is the duration of one time step. This needs to be chosen as small as

possible, as to minimise the error due to the discretisation. In biological systems, a typical choice

is ∆t = 2 · 10−15 s, which requires the constraint of all the molecular bonds containing hydrogen.

This is because the vibrational frequency of such bonds cannot be sufficiently sampled with such a

time step. Typical algorithms that allows for this constraint are SHAKE (used in these projects)

and RATTLE.[48, 49]

Several algorithms for the integration have been developed, the most common of which, Velocity

Verlet (used in our projects), is available in common simulation packages such as NAMD. The

Velocity Verlet algorithm prescribes, for the update of positions and velocities, the following recipe:


rn+1 = rn + vn∆t+ 1

2an∆t2

vn+1 = vn + 1
2(an+1 + an)∆t

(2.1.0.4)

where r, v and a refer, respectively, to position, velocity and accelerations of a given particle

for a certain time step n and its subsequent n+ 1. Velocity Verlet is applied through the following

steps:

• an initial set of positions rn and velocities vn is given.

• by using this initial set, an (which is a function of particles positions) is computed.

• rn is evolved into rn+1.

• an+1 is computed.

• vn is evolved into vn+1.

• the cycle is started again for the next value of n.

This algorithm well conserves the energy, and it is time-reversible (as required by the reversibility

of classical equations of motion). Moreover, positions and velocities at the same time step are

39



available with respect to Verlet. These characteristics makes it a reliable algorithm for molecular

simulations.

2.1.1 Conserving the Temperature and the Pressure

The integration of Newtons equations of motion can be implemented with different algorithms

which give rise to different ensembles, i.e. conserve different macroscopical quantities such as the

total energy of the system, its temperature, its volume, or its pressure. Without the additional

introduction of a thermostat (for temperature control) or of a barostat (for pressure control), Ve-

locity Verlet (or another similar algorithm) gives rise to the microcanonical ensemble (or NVE, in

which the number of particles N, the volume V of the system and the total energy E are constant).

However, different integration schemes can be implemented for the discrete update of positions

and velocities, according to the ensemble that we are interested in sampling. Typical cases use

the canonical ensemble (or NVT, in which the number of particles N , the volume V of the system

and the temperature T are constant), and the isothermal-isobaric ensemble (or NPT, in which the

number of particles N , the pressure P and the temperature T are constant). The NPT ensemble

is typically chosen for the simulation of biological systems in order to maintain the temperature

at physiologically reasonable values and the pressure at the atmospheric value. The temperature

is normally chosen to be either room temperature, around 300 K, at which many experiments are

performed, or body temperature, around 310 K, at which physiological processes take place in-

vivo. Systems containing lipid membranes require extra care, since lipid species are characterised

by a gel transition temperature, that is the temperature required to induce a change in the lipid

physical state from the ordered gel phase, where the hydrocarbon chains are fully extended and

closely packed, to the disordered liquid crystalline phase, where the hydrocarbon chains are fluid

and randomly oriented.

The temperature T can be easily computed at a given time t by accessing the particles velocities:

T (t) =

N∑
i

miv
2
i (t)

kBNf
(2.1.1.1)

where kB is the Boltzmann constant, and Nf is the number of degrees of freedom (Nf = 3N −3

for a system of N particles).
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A simple method to maintain the temperature constant is the Velocity Rescaling algorithm, for

which, after a certain number of steps, the modulus v of the velocity of every particle is rescaled

according to the following equation:

v′ = v

√
3
2kBTN

Ek
(2.1.1.2)

where v′ is the rescaled velocity, and Ek is the total kinetic energy. While working effectively,

this algorithm does not provide a correct implementation of a canonical ensemble.

Another algorithm for the control of the temperature is the Berendsen thermostat,[50] which

introduces a differential equation for the evolution of the kinetic energy:

dEk
dt

= −
(
−Ek − 3

2kBTN
)

τ
(2.1.1.3)

where τ is the relaxation time of the thermostat. This leads to the following rescaling of the

velocity:

v = v ·

√√√√(1−
3
2kBTN

Ek

)
exp(−∆t/τ) +

3

2

kBTN

Ek
(2.1.1.4)

The Berendsen algorithm constitutes an improvement of the velocity rescaling, however it still

does not sample the desired ensemble correctly. The Andersen thermostat tries to solve this issue

by re-assigning the values of each velocity at each new time step according to:

vi =

√
kBT

mi
g (2.1.1.5)

where g is a random number characterised by a Guassian distribution with mean equal to 0

and variance equal to 1. While this allows for a correct sampling, the trajectories result disrupted,

since velocities are not rescaled, but rather re-assigned.

Combining the principles of rescaling the velocities and assigning their values from a given

distribution leads to the introduction of Langevin dynamics. The Langevin thermostat adds a

friction and a noise term to Newtons equations of motion. On a conceptual level, this thermostat

can be thought as if the particles of the system were coupled with virtual particles of a bath, with
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which stochastic collisions may occur. We thus get Langevin’s equation:

mi
d2~ri
dt2

= −miγi
d~ri
dt

+ ~Fi(~r) + ~̃ri (2.1.1.6)

where γi is the friction constant (with dimension of an inverse time), and ~̃ ir is a Gaussian

noise process with zero mean and variance 〈~̃ ir(t)~̃ jr(t+ t′)〉 = 2miγikBTδ(t
′)δij . When 1/γi is large

with respect to the time scales of the phenomena under investigation, molecular dynamics with

stochastic temperature-coupling is being applied. The sampling performed with this dynamics will

give rise to the desired ensemble. When 1/γi is small with respect to said time scales, the sampling

is still correct, but the dynamics will differ from an NVE implementation.

We now turn to the conservation of pressure. Instead of conserving the total energy of the

system, in an NPT ensemble the enthalpy H = U + PV (where U is the potential energy) is the

conserved quantity. This implies that, in order to implement such an ensemble, the volume of

the system must be allowed to vary throughout time. In an atomistic simulation, the pressure

associated with the system is computed by means of the virial equation that links such quantity to

other accessible variables:

P =
NkBT

V
+

1

V d
〈
∑
i<j

~Fij · ~rij〉 (2.1.1.7)

In this equation, d is the dimensionality of the system (typically d = 3), ~Fij is the internal force

that the j-th particle exerts on the i-th particle, and rij is the vector joining them. The first is an

ideal gas term, while the second is an interaction term. The brackets indicate an ensemble average.

Different methods can be employed for the control of the pressure. In the simplest case, the

volume can be varied by scaling isotropically the particles positions. The Berendsen barostat couples

the system with a reservoir at pressure P and with coupling constant τP :

V̇ =
κ

τP
(P (t)− Pbath)V (2.1.1.8)

Here, κ is the isothermal compressibility, given by:

κ = − 1

V

(
∂V

∂P

)
T

(2.1.1.9)
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The Nosé-Hoover barostat implements an additional term to the Lagrangian, referred to as a

piston, and the Parrinello-Rahman barostat implements this in an independent way for each of the

dimensions of the unit cell, thus allowing for shape variations. Both these approaches are more

accurate, but slower, with respect to the Berendsen one.

The Langevin piston[51] is a modification of the Nosé-Hoover one, implemented by applying

Langevin dynamics for the piston fluctuations. In this case, the following equations hold:

~̇ri =
~pi
mi

+
1

3

V̇

V
~ri (2.1.1.10)

~̇pi = ~Fi −
1

3

V̇

V
~pi (2.1.1.11)

V̈ =
1

W
(P (t)− Pbath)− γV̇ +R(t) (2.1.1.12)

In here, W is the fictitious mass of the piston, which has dimensions [ML−4], γ is a collision

frequency and R(t) is a random force whose value is extracted from a Gaussian distribution with

mean equal to zero and variance equal to:

〈R(0)R(t)〉 =
2γkBTδ(t)

W
(2.1.1.13)

The fictitious mass of the piston is also linked to the piston oscillation period τP by equation:

W = 3Nτ2PkBT (2.1.1.14)

If no random fluctuations of pressure take place and no friction occurs, the cell volume would

oscillate with an angular period of value τP .

Langevin dynamics is the technique implemented in all projects described in this thesis for the

control of both the temperature and the pressure of the systems. It is worth of mention that,

while either the temperature or the pressure (or both) are guaranteed to be conserved up to given

fluctuations, Langevin dynamics are unsuitable for the accurate study of diffusion processes and

can only be employed for equilibrium processes.

Besides, because of the presence of a stochastic term in the Langevin dynamics, the generated

trajectory will be dependent on the random numbers generator seed, thus the usage of different
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seeds allows for the sampling of different realisations of the same ensemble. Hence, the sampling

of a given phenomenon can, in principle, be done in two ways: either with one long simulation,

or with multiple shorter ones (provided that each short simulation is still long enough to gen-

erate meaningful statistics of an equilibrium phenomenon). While the first approach provides a

robust statistics of equilibrium properties, or conversely allows for unbiased sampling of rare, non-

equilibrium events, the latter approach may prove more effective for the exploration of stochastic

phenomena, e.g. specific interactions or binding events of molecules characterised by high mobility

within the system.

2.1.2 Energy Minimisation and Equilibration

Crystal structures of biological molecules are solved in conformations associated with specific active

or inactive conformations (e.g. different conductive states, in the case of pLGICs) and/or are

co-crystallized with ligands or chaperones. However, these structures normally require additional

adjustments before any MD simulation can be carried out. These include the addition of a solvation

box, ions, and in the case of pLGICs and other membrane proteins, a lipid bilayer; in other words

all complementary molecules that contribute in making the system more realistic.

An energy minimisation procedure is therefore carried out as a preliminary stage. This is

typically done by means of two algorithms, the steepest descent algorithm and the conjugated

gradient algorithm. The former is more efficient in the first stages of minimisation, while the latter

becomes more effective closer to the energy minimum, thus they are typically employed one after

the other.

Different systems require different minimisation protocols. Typically, the larger and more com-

plex the system, the more articulated the protocol should be. In the case of pLGICs, three min-

imisation steps are typically implemented: first, water and ions are minimised, while freezing the

particles of both the protein and the lipid membrane (i.e. not implementing the integration of the

equations of motion for such selected particles), although ions are typically placed in energetic min-

ima around the complex of protein and membrane. Then, everything except the backbone atoms

of the protein (i.e. the carbon of the carbonyl group, the α-carbons, and the nitrogen of the amino

group, for every amino-acid), or everything except the α-carbons, are released. Finally, every par-

ticle of the structure is minimised. Such a protocol aims at adjusting solvent and lipid membrane
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first, while at the same time trying to preserve to the global conformation of the membrane protein,

whose crystal structure is supposed to be already representative of a realistic state.

After minimisation, the resulting structure is found in an energetically convenient conformation,

which is less likely to be unstable upon starting the simulation. However, this conformation does

not likely resemble a representative state of the system at the wanted macroscopic parameters of

the desired ensemble, such as temperature and pressure. For this reason, another stage, referred to

as equilibration, is typically necessary after minimisation. This state normally includes an initial

heating up to the target temperature, followed by an NVT equilibration at the desired temperature,

and by an NPT equilibration at the desired temperature and pressure. Depending on the specific

system requirements and complexity, the length, order, and extra conditions (like: the application

of harmonic restraints on specific sections of the system) of each of these sub-stages may vary.

Once temperature and pressure have reached a stable plateau, a long simulation, referred to as

production, can be carried out within the desired ensemble, and analysis can be performed over it.

Typically this stage lasts over time windows of hundreds of nanoseconds to microseconds, in order

to provide enough sampling of the phenomena of interest.

2.2 Force-fields

In classical MD, the particles of a given system interact with each other by means of an empirical

potential, which can be modelled in different ways: we speak, therefore, of different force-fields. In

the case of the projects here described, the Amber force-field potential [52] was used (figure 2.1),

which is given by the following equation:

UAMBER = UB + UNB (2.2.0.1)

Here, UB represents the so called bonding terms:
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UB =
∑
bonds

1

2
Kb(l − l0)2+

∑
angles

1

2
Kθ(θ − θ0)2+

∑
dihedrals

Un
2

(1 + cos(nω − γ))

(2.2.0.2)

and UNB represents the so called non-bonding terms:

UNB =

N−1∑
j=1

N∑
i=j+1

4εij

[(
σij
rij

)12

−
(
σij
rij

)6
]

+

N−1∑
j=1

N∑
i=j+1

qiqj
4πε0rij

(2.2.0.3)

In the bonding terms, Kb and Kθ are the force constants for the bonds and for the bond angles,

respectively, l and θ are the bond length and the bond angle, l0 and θ0 are the equilibrium bond

length and the equilibrium bond angle, ω is the dihedral angle, Un is the corresponding force

constant, n is the periodicity, and γ is the phase angle (which is either equal to 0◦ or to 180◦).

The non-bonding terms describe two contributions. One term represents the Coulomb inter-

action between the partial charges qi and qj of the corresponding atoms, which are due to their

electronegativity, and that are computed, for the Amber force-field, from electrostatic potential fit-

ting of high-level ab-initio quantum mechanics calculations. The other term is the Lennard-Jones

potential, an empirical potential which represents the Van der Waals interaction at long distances

and the repulsion due to Pauli’s exclusion principle at short distances. In this term, εij is the depth

of the potential well due to the Lennard-Jones potential, and σij is the distance, between the i-th

particle and the j-th particle, at which the potential is zero. These two quantities are computed

for each ij pair by mixing σi, σj and εi, εj of the single particles via certain mixing rules. For the

Amber force-field, the Lorentz/Berthelot mixing rules hold:

σij =
σi + σj

2
(2.2.0.4)
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εij =
√
εiεj (2.2.0.5)

The non-bonded terms are computed for all particle pairs that are either separated by more

than three bonds or are not bonded. For the interactions between particles separated by three

bonds, the one to four interactions, the electrostatic and Van der Waals terms are reduced by a

certain factor, that depends on the specific implementation of the force-field (in this case, by a

factor of 1/1.2).

Figure 2.1: Schematic representation of the Amber force-field terms.

2.2.1 Cut-offs and Boundary Conditions

As we said, the acceleration that all particles undergo is ultimately due to the inter-particle potential

that each particle exert on each other, which is, again, modelled by means of a force-field. Thus,

in principle, the evolution of a single time step requires a computational time that is proportional
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to the square of the number of particles. This slows down significantly the computation for large

systems. However, useful approximations can be made regarding non-bonded interactions to speed

up the calculation.

The Lennard-Jones potential depends on the 6th and 12th powers of inter-particle distances.

This makes this potential a relatively short-range interaction, meaning that the contribution of far

away particles is tiny and can be neglected for the sake of the computation speed. Thus, to do

that, interactions are disregarded if the two particles distance is greater than a given radius of “cut-

off” rC , which is typically chosen as 10 or 12 Å. In this way, rather than calculating N(N − 1)/2

interactions (which is the number of pairs in a list of N particles), we only have to calculate M ·N

interactions (where M is the number of nearest neighbours of a given particle): the scaling of the

computational time with the number of particles is now linear rather than quadratic.

The truncation of the interactions beyond the cut-off rC results in an error in the estimation of

the total potential energy. If the interactions decay rapidly with increasing distance, it is possible

to correct for this systematic error by adding a tail contribution to the total potential energy.

Figure 2.2: Schematic representation of periodic boundary conditions (adapted from reference [6]).

When it comes to cut-offs, talking about periodic boundary conditions (PBCs) becomes relevant.

These are a computational artifact that is introduced in order to avoid spurious effects at the surface

of the volume of the system, as well as allowing for the simulation of periodic systems. They consist

in having the volume containing the N particles of the system treated as the primitive supercell of
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an infinite periodic lattice of identical cells, so that when a particle leaves the simulation box, its

image enters from the opposite side. Figure 2.2 provides a representation of the implementation

of PBCs. In principle, a given particle of the system interacts with all the other particles of this

infinite lattice.

PBCs introduce the problem that if the potential that binds the particles is pairwise additive,

then the total potential energy of the system would be given by an infinite sum. The introduction

of a cut-off accounts for this problem. For a system with PBCs, it must be rC < L/2 (i.e. lower

than half of the side of the periodic box) so that every particle interacts only with the nearest

periodic image of any other particle.

In the case of explicit-solvent molecular dynamics, the unit cell is filled with solvent molecules,

typically water, and ions in a measure to counterbalance the net charge of the system, as well as to

account for physiological conditions. Normally, the shape of the unit cell is orthorhombic. Another

commonly chosen shape is the truncated octahedron, which results convenient for large systems,

as it minimises the number of particles, given that it is the space-filling shape closest to a sphere.

This shape is also useful for systems which are subject to tumbling and rotations. Whatever the

chosen shape for the unit cell, its “buffer” (i.e. the minimum radius from the protein, at the centre

of the cell, to the edges of the cell) must be large enough so that the protein does not interact in

unphysical ways with its own images by means of long and short range interactions (for the latter,

the choice of a cut-off is also inherent to this issue). Typical choices for the buffer are 12 or 15 Å.

PBCs are also important to be consider when performing quantitative analysis on the systems,

being especially important for dynamical quantities such as the root mean square displacement

(discussed in Appendix A): in this case, it becomes necessary to “unwrap” the trajectory of the

system, which means removing the image and treat the diffusion of each particle as if PBCs were

not imposed.

2.2.2 Long-range Interactions

While the Lennard-Jones is a short-range potential and can thus be truncated beyond a certain

cut-off, this is not possible for long-range interactions, such as the Coulomb potential, which decays

as 1/r and accounts for the other non-bonded term of the Amber potential. For this reason, the

Ewald sums are introduced.
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The concept at the basis of this method is that a set of point-like charges (which is the case of

most systems of interest) is a sum of δ functions. The assumption made is that every i-th particle

with charge qi is surrounded by a diffuse charge distribution of the opposite sign, so that the total

charge of this cloud counterbalance qi. In this way, the i-th particle contributes to the electrostatic

potential only for the fraction of the charge that is not screened by the cloud, so that it rapidly

decays for large distances. Normally, the chosen charge distribution for the cloud is Gaussian.

Therefore, the electrostatic potential in a certain position due to the screened point-like particles

gets simply summed. However, the introduced fictitious charge distribution requires a correction, in

order to compute the electrostatic potential of the real charge set. For this reason, a compensating

charge density is also introduced. This is shown schematically in figure 2.3.

Figure 2.3: Schematic representation of the concept of Ewald sums: a set of point charges can be
regarded as a set of screened point charges minus the smooth screening background (adapted from
reference [6]).

The usage of this method allows for a calculation of the long-range electrostatic interactions
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without the need of a cut-off.

2.3 All-atom Force-fields Parametrisations

Molecular dynamics simulations can be either all-atom (AA), coarse-grained (CG), or united atoms,

whose difference resides in the choice of the elementary particles whose evolution in time is imple-

mented. All-atom MD (AAMD) deals with the exact atoms (grouped into “residues”) that make up

the systems, relying on a parametrisation performed from more precise ab-initio methods, and/or

to fit experimentally-evaluated properties. Coarse-grained MD (CGMD) deal with “beads”, i.e.

bulkier elementary particles that typically corresponds to chemical groups (as in the MARTINI

force-field[53]) or even larger clusters of atoms, depending on the specific CG method implemented.

In this thesis, only AAMD has been used.

Each atom of an AAMD simulation has an associated atom type, which takes into account not

only the atomic species (e.g. H, O, C, N, ...), but also the chemical identity of the atom, which

is given by its topological location within the residue/molecule. Atom types defines which bonded

and non-bonded parameters (fitted by ab-initio calculations) must be assigned to the corresponding

atoms, allowing for the integration of the equations of motions.

Three Amber force-fields, each one having its own subset of atom types to be assigned to specific

residues, have been employed in the projects described in this thesis: the general Amber force-field,

ff14SB, and LIPID14.

The general Amber force-field (GAFF) was developed by Wang et al. in 2004 as a general pur-

pose force-field for the description of a variety of organic molecules, to be as compatible as possible

with Amber protein force-fields.[54] This force-field comprises of 35 basic atom types: five carbons,

eight nitrogens, three oxygens, five sulfurs, four phosphori, six hydrogens, and one atom type for

each of the four common halogens. These atom types were chosen according to element type, hy-

bridization, aromaticity, and chemical environment. For example, fluorine, chlorine, bromine, and

iodine have only one atom type, while carbon has five atom types: c3 (sp3 hybridization), c1 (sp1

hybridization), c (sp2 hybridization, and specific chemical environment, i.e., bonded to S or O),

ca (sp2 hybridization, and belonging to an aromatic ring), and c2 (sp2 hybridization). The GAFF

also includes other 22 special atom types, that were introduced for different purposes.
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The force-field ff14SB[55] was released by Maier et al. in 2015 for the parametrisation of

protein residues, i.e. amino-acids. It is an improvement of the ff99SB[56] force-field, which did not

provide a good energetic balance between helical and extended parts of the backbones of proteins

and peptides. Moreover, ff14SB offers updated side chain dihedral corrections for lysine, arginine,

glutamate, glutamine, methionine, serine, threonine, valine, tryptophan, cysteine, phenylalanine,

tyrosine, and histidine, and increases reproduction of experimentally indicated geometries with

respect to ff99SB. It is worth mentioning that ff19SB has been released in 2020 as the newest

protein force-field within the Amber family:[57] this better reproduces backbone profiles for all

amino-acids and improves the capability to differentiate amino-acid-dependent properties such as

helical propensities.

Membrane proteins, which are embedded in lipids, require the introduction of a suitable force-

field for the simulation of lipid molecules. Traditionally, for such molecules Amber has either

employed the Charmm parameters,[58] or adaptations of the general Amber force-field, with limited

success. From 2011 onwards with the introduction of LIPID11, ad-hoc Amber force-fields for the

simulations of lipids have been developed, with LIPID14 in 2014 as the latest release. LIPID14[59]

is a modular force-field for cholesterol as well as phospholipids. Such modularity allows, in the

case of phospholipids, for many combinations of lipid head groups and tail groups, so that each

head and each tail makes up for a separate residue. With respect to its predecessors, several van

der Waals and dihedral angle parameters have been refined to fit experimental data and quantum

energies, while new partial charges have been obtained for the head and tail groups. LIPID14 has

been designed in order to be compatible with the other pairwise-additive Amber force-fields for

proteins, nucleic acids, carbohydrates, and small molecules.

Water is very often present in molecular dynamics simulations, as the most common solvent

used. As such, it requires a dedicated parametrisation to take into account many of its properties.

Several force-fields have been implemented for water. One of the most used in biological simula-

tions, including all the projects described in this thesis, is TIP3P,[60] which is a rigid 3-site model

for water, with molecules made up of one oxygen and two hydrogens, according to its chemical

formula. Despite its simplicity and convenient computational cost, this model fails to correctly

reproduce certain features (among others, the oxygen-oxygen pair correlation function, and water

viscosity[61, 62]). While 4-site models, such as TIP4P,[60] have been introduced to best reproduce
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water properties, TIP3P remain a useful model for the solvation of biological system and is thus

extensively used.

2.4 Modelling Ligands

As previously mentioned, the aim of molecular dynamics simulations and enhanced sampling tech-

niques is often to study the interaction of proteins with smaller molecules that can bind to their

surfaces or within certain pockets. While proteins amino-acids are frequently-occurring residues

whose parametrisation is well studied and provided by force-fields such as ff14SB, these smaller

molecules constitute non-standard residues whose parametrisation can be done according to the

general Amber force-field. Here we describe a procedure to treat these residues by using Amber

software as well as the Gaussian package.[63]

As for the partial charges to be assigned to each of the atoms, they are typically calculated from

ab-initio calculations. These consists normally of two different stages: first, a geometry optimisation

is carried out in order to find a local energy minimum with respect to the original conformation;

once this is done, a single point energy calculation is performed at a fixed geometry. The first

stage can make use for example of any density functional theory level and any basis set, while

the single point energy calculation is usually performed at the Hartree Fock level with the 6-31G*

basis set for consistency with the Amber force-field parametrisation (6-31G* refers to the usage of

6 Gaussian type orbitals (GTO) for inner shell, 3 GTOs for inner valence, 1 GTO for outer valence,

and the symbol * means that d-type functions are added on to atoms other than hydrogens). The

partial charges so calculated for the parametrisation are the ESP (electrostatic potential) charges.

These charges well reproduce the quantum mechanically determined multipole moments as well as

the intermolecular interactions with surrounding molecules. However, ESP charges present certain

flaws, including the scarce transferability between common functional groups in related molecules,

the frequent conformation dependency, and the frequent occurrence of large charges that can prove

problematic for the simulation of intra-molecular interactions. The origin of these flaws is to

be searched in the fitting process: buried atoms charges can vary wildly in order to obtain tiny

fit quality improvements. To overcome this issue, the restrained electrostatic potential (RESP)

charges were proposed,[64] whose idea is to introduce a penalty function, whose aim is to restraint
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non-hydrogen atomic charges to a target value. For such target, Mulliken charges were initially

proposed, but resulted ineffective. In their place, charges with zero value were proposed as targets

(i.e., restraining the charges according to their magnitude).

For flexible molecules, it is important to consider that the charge distribution may be different

alongside the molecule depending on its instantaneous conformation. Thus, the user may want

to fit the RESP charges in such a way that this is taken into account. This can be done by

a multiconformational RESP fitting,[65] which consists in calculating ESP charges for selected

different meaningful conformations, and then performing a weighted fit. Each conformation i is

assigned a weight, that can take the form of the Boltzmann factor wi:

wi =
exp(−(Ei − E0)/kBT )∑
j exp(−(Ej − E0)/kBT )

(2.4.0.1)

where Ei is the i-th conformation energy, kB is the Boltzmann constant, T is the desired

temperature for the simulation, and E0 is the minimum energy conformation.

2.5 Enhanced Sampling Techniques

Molecular dynamics covers, depending on size of the system, time spans of orders between tens/hundreds

of nanoseconds to several microseconds. This prevents it from sampling processes that require the

overcoming of significant energetic barriers: these so called rare events, in fact, typically occurs

in times of the order of microseconds, milliseconds or larger. Thus, such processes can be conve-

niently reconstructed only by means of more advanced techniques, referred to as enhanced sampling

techniques. Most of these are based on standard molecular dynamics, with the addition of certain

algorithms that aim at modifying the energetic landscape, in order to provide easier sampling of

the phenomena of interest. Among these methods, some examples are umbrella sampling,[66] meta-

dynamics (and all of its variations and improvements),[67, 68] steered molecular dynamics,[69] and

the string method.[70, 71] Some of these are used in the projects of this thesis, and are described

in the following.
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2.5.1 Metadynamics

A commonly used enhanced sampling technique for the acceleration of rare events in molecular

dynamics simulations is metadynamics (MetaD),[67, 68] which also allows for the reconstruction of

the free energy landscape of the sampled phenomenon.

In this method, suitable reaction coordinates, referred to as collective variables (CVs), must be

identified. These quantities must be able to accurately distinguish the energetic basins separated

by the high-energy barriers associated with the rare event of interest, and that need to be overcome.

Thus, these collective variables can be used to build a history-dependent bias potential, that is an

additive term for the Hamiltonian of the system. This potential consists of a sum of Gaussian

repulsive terms centred on the positions in the CVs space that the system visits throughout the

simulation:

Ubias(~s, t) =
∑
nτ<t

W exp

(
−

d∑
i=1

(si − si(~q(nτ)))2

2σ2i

)
(2.5.1.1)

Here, τ is the deposition time, si(~q(nτ)) is the i-th collective variable, which is a function of the

phase space coordinates ~q at time nτ (n being an integer positive number), d is the total number of

collective variables, σi is the width of the Gaussian associated to the i-th CV, and is typically set

as a fraction of the fluctuations in an unbiased simulation, and W is the Gaussian height, whose

choice is a compromise between the required computational time and the resulting error for the

free energy landscape reconstruction.

In a typical case, the simulation would start in an energy basin that would get progressively

filled by the bias potential. Eventually, this basin will be completely full, allowing for the system

to move into new basins, as represented in figure 2.4. On the long run, the entire CVs space will be

filled with Gaussians, so that the system will be able to sample all conformations associated with

the CVs in the so called diffusive state.

55



Figure 2.4: Free energy basins are filled with progressive Gaussian deposition during a metady-
namics simulation. The bias potential is represented in shades of blue, from dark to light according
to the simulation time lagging.

Thus, metadynamics allows for the reconstruction of the free energy surface (FES) as a function

of the selected collective variables, since, in the limit of long simulation time, the bias potential will

fluctuate around the value of F (~s) plus a constant C that increases with time:

Ubias(~s, t→∞) = −F (~s) + C (2.5.1.2)

2.5.2 Well-tempered Metadynamics

An improved version of metadynamics is well-tempered metadynamics,[72] in which the Gaussian

height W is a function of time:

W (t) = W0 exp(−Ubias(~s(~q(nτ)))/kB∆T ) , nτ < t (2.5.2.1)

Here, ∆T is a parameter with the dimensions of a temperature. It can be demonstrated that

well-tempered metadynamics samples an ensemble characterised by a fictitious temperature T+∆T .

Two limit cases can be identified: for ∆T → ∞, standard metadynamics is being applied, while

for ∆T → 0 no bias is applied, therefore a Boltzmann sampling is being performed.

In the limit of long simulation times, the bias potential can again be used to estimate the FES,

which is in this case given by the following equation:

Ubias(~s, t→∞) =
−∆T

T + ∆T
F (~s) + C (2.5.2.2)
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where C is a time-dependent constant.

While in a standard metadynamics simulation the free energy will fluctuate, over long times,

around the correct value, well-tempered metadynamics will eventually converge to the exact value,

resulting in an optimal use of computer time and making the post-processing of the results not

necessary (with longer simulation times resulting in enhanced statistics).

The well-tempered metadynamics setup is controlled by choosing a value for the bias factor γ:

γ =
T + ∆T

T
(2.5.2.3)

Values of γ between 5 and 15 are typically reasonable for biological systems, with a value of

15 helping speed up the convergence in large systems. This is the value used in the well-tempered

metadynamics simulations described in this thesis.

2.5.3 Reweighting the Free Energy Landscape

A metadynamics run yields a correct distribution (i.e. according to the implemented ensemble)

only for the CVs used to first deposit the bias potential. The recovery of the unbiased distribution

of any other observable in such a run can be achieved by performing a reweighting of the free energy

landscape.[73] This can be done by considering the relation between the Boltzmann distribution

P0(~r) = e−βU(~r)/Z and the probability distribution P (~r, t) at time t:

P (~r, t) = P0(~r)e
−β(Ubias(~s(~r),t)+C(t)) (2.5.3.1)

where U(~r) is the system internal potential, Ubias(~s(~r), t) is the bias potential, and C(t) is the

time-dependent bias offset, defined as:

C(t) = − 1

β
log

( ∫
d~se−βF (~s)∫

d~se−β(F (~s)+Ubias(~s,t))

)
(2.5.3.2)

2.5.4 Time Reweighting with the Acceleration Factor

In a metadynamics run, the simulation time is not representative of the physical time since the

sampling potential is being artificially altered. However, when one is not interested in the recon-

struction of the free energy profile associated with a rare event, but rather in the calculation of
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the rates of rare event barrier crossing (e.g. in the unbinding times of a ligand from an orthosteric

pocket), the reconstruction of the real time from the metadynamics one becomes paramount. This

can be done, provided that the bias deposition is infrequent,[74] so that the assumption that no

bias at all is deposited on the transition state region holds. When this assumption is valid, the dis-

tribution of the unbinding times follows a Poissonian distribution; this can be checked a posteriori

by means of a Kolmogorov-Smirnov (KS) statistical test,[75, 76] which has been established as a

standard checking method for the quality of the reweighted time distribution.[77]

The reweighting of time from a metadynamics simulation can be performed by means of a simple

equation:[78]

t = tMETAD · α(tMETAD) (2.5.4.1)

where tMETAD is the metadynamics time α is the so called acceleration factor, that can be

computed from the bias as:

α = 〈eUbias(~s,tMETAD)/kBT 〉V (2.5.4.2)

where ~s is the CVs vector at time tMETAD. In practice, the reweighting of time is performed

as:

t =

nMETAD∑
i

dteUbias(~s(tiMETAD),tiMETAD)/kBT (2.5.4.3)

where nMETAD is the number of metadynamics simulation steps and tiMETAD = idt is the

metadynamics time at the i-th step.

In practice, a certain number of independent metadynamics runs with infrequent bias deposi-

tions are started from the same conformation and stopped as soon as the barrier crossing occurs.

An average of the obtained rescaled crossing times can be used as the characteristic time τ of the

Poisson distribution. The empirical cumulative distribution function (ECDF) is then built using

the different simulations, and a theoretical cumulative distribution time (TCDF) is built from a

large number of times randomly generated according to a Poisson distribution with characteristic

time τ :
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TCDF = 1− e−t/τ (2.5.4.4)

In this way, a two-sample KS test is carried out to verify the null hypothesis that the ECDF

and the TCDF do not show any significant difference and thus correspond to the same distribution.

The null hypothesis is rejected if the p-value resulting from the KS test is lower than a certain

significance level α, which is usually chosen to be 0.05.

If significant bias is added in the transition state region, or if the choice of the CVs does not

properly describe certain slow motions that remain hidden, the Kolmogorov-Smirnov test would

not produce a low enough p-value. A correct frequency of bias deposition cannot be determined a

priori and can only be verified a posteriori by means of a KS test.

2.5.5 Adaptive-frequency Metadynamics

The requisite of not depositing any bias on the transition state can be fulfilled with an infrequent

metadynamics run. However, such a simulation would present the disadvantage of a slow deposition

at early stages, when the initial basin is being filled. For this reasons, the adaptive-frequency scheme

was introduced as to bridge normal and infrequent metadynamics.[79] In this scheme, the deposition

time τdep(t) at the simulation time t is:

τdep(t) = min(τ0 max(α(t)/θ, 1), τc) (2.5.5.1)

where τ0 is the initial deposition time, τc is a cut-off value for the deposition time (to be

considered equal to the typical duration of a barrier crossing), and θ is a threshold value for the

acceleration factor to trigger the switch from frequent to infrequent metadynamics. θ should be as

large as possible in order to delay the change, although too large θ may lead to bias being deposited

on the transition state. An estimation for a reliable value of θ, given an expected transition time

τexp (obtained either from experimental measure or from an estimation), the simulation time τsim

(dependent on computational resources) and a “safety coefficient” Cs, is given by:

θ ≤ τexp
τsimCs

(2.5.5.2)
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In the case of ligand unbinding, one can estimate τexp to be on the order of 1 s,[79] Cs can be

taken equal to 102 as to avoid the risk of a transition time falling in the long tail of a Poissonian

distribution, and τsim may be set in the range of tens to hundreds of nanoseconds of metadynamics

run. This yields a value of about 105 for the upper limit of θ.

In equation 2.5.5.1, the deposition is a function of the acceleration function. Since in practice

significant fluctuations of τdep(t) may be observed (which may be problematic at the transition

state), the final scheme is implemented as:

τ ′dep(t) = max(τdep((n− 1)∆t), τdep(n∆t)) (2.5.5.3)

where τ(n∆t) is the deposition time at step n of duration ∆t.

Having so far provided the context of pLGICs and of the in-silico techniques used to study

the 5-HT3AR, in the following chapters we will discuss each project carried out, starting with pre-

existing knowledge from the literature, describing the methods used, highlighting our findings and

drawing our conclusions and suggestions for future perspectives. All the described simulations of

the receptor-membrane complex in solution were carried out in the High Performance Computing

resources ARCHER and Thomas, by using the NAMD package[80] with 12 nodes and 288 CPU

processors (i.e. 24 processors per node), yielding 10 ns per day.
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Chapter 3

Mutual Effects of a Proline Switch

and the Protein Environment of the

5-HT3A Receptor

3.1 Introduction

Figure 3.1: On the left, a section of the 5-HT3AR model created for this work, embedded in a
POPC lipid bilayer. Subunit 1 is in red, 2 in yellow, 3 in green, 4 in light blue, and 5 in blue. On
the right, a zoomed view of the ECD-TMD interface is shown, with the Cys-loop represented in
yellow, the β1-β2 loop in green, the β8-β9 loop in blue, and the M2-M3 loop in red. Pro281 is
shown as van der Waals spheres. Figure from reference [7].
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The M2-M3 loop, depicted in figure 3.1, is an important part of the 5-HT3AR sequence, as it plays

a role, thanks to its strategic position at the interface between ECD and TMD, in the transduction

of the mechanical signal from the binding pocket in the ECD down to the hydrophobic gate in the

TMD. This is also supported by the presence of conserved residues in its sequence.

Among the residues in its sequence (shown in figure 3.2), two prolines are found, at posi-

tions 274, close to the M2 top, and 281, just above the top of the M3. This amino-acid is

renowned since its cis isomer is more accessible at room temperature, with respect to other

amino-acids. Trans-cis isomerisation is the process by which the dihedral angle around the

prolyl bond that connect two adjacent amino-acids changes from 180◦ (trans) to 0◦ (cis) and

the other way around. This process has been, throughout the years, associated to a variety

of biological processes,[81, 82, 83, 84, 85, 86, 87] including protein folding,[41] domain-domain

rearrangements,[85] antibody binding,[86] amyloidogenesis,[87] uncoating and recruitment of the

human HIV-1 capsid protein in the virions,[82] and modulation of association/dissociation rates in

intrinsecally disordered proteins.[88]

Figure 3.2: Representation of the 12 residues of the M2-M3 loop. Figure from reference [7].

The higher population of cis isomers of proline at room temperature with respect to other

amino-acids is due to three reasons:[41] first, unfavourable interactions between atoms directly

attached to the peptide unit are present both in cis and in trans; this is essentially due to the

fact that the proline Cα (on the backbone) and the proline Cδ (on its aromatic side chain), both

bonded to the proline amide nitrogen, provide a similar steric repulsion. Second, the Oi to C’i+1
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electrostatic interactions result less favourable in trans (figure 3.3 shows proline atoms in a proline

dipeptide). Third, the entropy loss from trans to cis is smaller for X-Pro peptide groups with

respect to non-prolyl peptide groups.

Figure 3.3: Proline dipeptide in water. In green, the dihedral angle ξ (defined by the atoms CH3-
O1-Cδ-Cα) and in magenta the dihedral angle ψ (defined by the atoms N1-Cα-C-N). Figure from
reference [7].

Mutagenesis electrophysiology experiments[89] on the mouse 5-HT3A receptor highlighted how

substituting Pro281 (Pro8* in reference [89], where 8* refers to the position within the M2-M3 loop,

from N-terminus to C-terminus) affects the functionality of the channel, while leaving the ligand

binding properties unaffected. When substituted with proline analogues that promote or diminish

isomerisation propensity,[89] the effective concentration half (EC50) showed a correlation with such

propensity; when the substitution was made in favour of analogues strongly favouring the trans

isomer (or of the amino-acids Gly, Ala, Cys, Val), non-functioning channels were observed, implying

that isomerisation to cis is somehow due to occur for the channel to open. Free energy calculations

of proline analogue dipeptides in acqueous solutions provided a support to these observations,[81] by

finding a correlation between trans-cis energy difference in proline analogues and the experimental

EC50.

A possible hypothesis that can be drawn from these data is that proline isomerisation within

the M2-M3 loop is an intermediate step that helps transmit the mechanical signal, activated by
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ligand binding in the ECD, down to a region which ultimately controls the activation state of the

channel, i.e. the ring of five leucines at position 9 along the M2 helix (here referred to as Leu260).

This ring has been suggested to control the ion flux depending on how large the pore is between

their side chains.[15, 14] A further hypothesis[89] suggested that the β1-β2 loop and the Cys-loop

may pin Pro281, while ligand binding may displace the Cys-loop, leading to the release of this

amino-acid.

Despite the role of proline isomerisation in channel function has been proved, it remains con-

troversial. Mutagenesis electrophysiology experiments on the homologous human 5-HT3A receptor

revealed that substituting Pro8* with a histidine or a tryptohan did not alter channel function sig-

nificantly, although other effects were observed, namely an altered dependence on the extracellular

concentration of Ca2+ ions and an increase of the rate of desensitisation.[90] Further data from

mutagenesis experiments prove that the substitution of a proline at 8* position can be rescued by

charged amino-acids, in the specific by Glu and His (although not by Asp, Lys, nor Arg). Glu and

His, with respect to the other charged amino-acids, allow for the formation of hydrogen bonds with

the backbone amide NH of the Ala adjacent to Pro274 (i.e. Ala275), which is therefore argued to

be responsible for the compensation of proline absence.[91] Furthermore, the proline switch may

not be a part of the mechanism culminating in gating that applies to all pLGICs: in the nicotinic

acetylcholine receptor, mutagenesis experiments revealed how the equivalent Pro8* can play a role

in the coupling of ligand binding to channel gating due to its steric and hydrophobic compatibility

with the surrounding residues, rather than to isomerisation.[92] Mutagenesis electrophysiology ex-

periments performed on ELIC showed that Pro-to-Ala mutations on Pro253 and on Pro256 of the

M2-M3 loop do not ablate function.[93]

Another controversy concerns the time scales over which proline isomerisation occurs, since

intrinsic prolyl trans-cis isomerisation rates in peptides are only an order of magnitude smaller

than gating time scale.[89] It is possible, in principle, that the receptor environment surrounding

the proline may affect the energetic process associated with its isomerisation, thus making it a

possible step in the gating mechanism.[89, 90, 39, 94] Finally, it is worth pointing out that, in all

5-HT3AR structures available,[2, 46, 47, 5] no matter their conductive state, the five subunits were

found in trans.

In this context, computer simulations can provide useful insights at the atomistic level while
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more experiments are needed to determine unambiguously what is the role of proline isomerisation.

[95] Thus, in this chapter, we focus our attention to the modeling of this phenomenon within the

receptor, by means of all-atom MD as well as metadynamics simulations. The work presented

in this chapter was published in The Journal of Physical Chemistry Letters in 2019, appropriate

references are made where relevant.[7]

3.2 Model and Simulation Details

For this work, we built a model, depicted in figure 3.1, of the 5-HT3A receptor from the X-ray

structure at 3.5 Å resolution determined by Hassaine et al. (PDB entry: 4PIR).[2]

Its structure features the extracellular domain (ECD), a transmembrane domain (TMD), and

an incomplete intracellular domain (ICD), that lacks the MX-MA loops.

As previously described in the introductory chapter, the pore width at the level of the hydropho-

bic gate, as well as the fact the the crystallisation was performed with antagonists Llama-derived

single-chain antibodies (VHH), would suggest that the channel is found in a non-conductive state.

No ligands are present in the orthosteric sites, nor were added in the model built.

As previously stated, more recent structures of the 5-HT3A receptor, which have been deemed

in different conductive states, although this project was started upfront of their release. When

compared to the cryo-EM apo-structure,[47] the X-ray structure the ECD appeared to be twisted

counterclockwise around the pore axis with respect to the deemed closed conformation, thus may

constitute a more intermediate step from the closed to the open conformations. Considering that

the role of proline isomerisation is likely to be played as an intermediate step between ligand

binding and channel opening, the X-ray structure thus constitutes, even a-posteriori, a valid choice

for building our model.

Four residues of the M2-M3 loop, namely Thr276, Ala277, Ile278 and Gly279, are missing in

the X-ray structure, thus required to be manually added: the optimisation of their structure and

the refinement of their rotameric state were performed with the web-based software NQ-flipper.[96]

The five Pro281 and the five Pro274 were all in the trans isomer in the PDB structure.

Several parts of the original PDB were removed, including the crystallisation chaperones, the

non-native fragments, and the MA and MX helices which make up part of the ICD. The long
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loop connecting the helices MA and MX was missing even in the solved X-ray structure, due to

its removal by proteolysis in the experiments. The removal of the ICD domain is not expected to

affect our project, since its role mainly consists in a final selectivity filter for the ion flow,[97, 98]

and its action on the ions is beyond the scope of our investigation.

The M3 and M4 helices were directly connected via an artificial linker, of sequence VHKQDLQRD,

in a similar way to what is observed in pLGICs that lack the ICD, such as ELIC and GluCl. Thus,

the residues 316-333 and 399-424 were omitted.

The built model was protonated at neutral pH, embedded in a lipid bilayer composed of 1-

palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) by means of the web-based CHARMM-

GUI software,[99] then solvated in a orthorhombic supercell of 12 Å of buffer of TIP3P water and

0.15 M of Na+ and Cl− ions to resemble physiological conditions.

The final model contained 183,207 atoms in total, and was simulated with the NAMD 2.9

package for molecular dynamics[80] and the Amber ff14SB[55] and LIPID14[59] force-fields.

The integration step chosen was 2 fs, the bonds containing hydrogen were constrained by means

of the SHAKE algorithm,[48] while Particle Mesh Ewald was employed for the calculation of the

electrostatic interactions and a cut off of 10 Å was implemented for the non-bonded interactions.

The structure initially underwent an energy minimisation, followed by a slow heating and a

partially restrained equilibration. Simulations productions followed beyond this point, within the

isothermal-isobaric NPT ensemble at 300 K and 1 atm in order to match the experiments (per-

formed at room temperature) that this project aims at complementing with in-silico methods. The

temperature was conserved with a Langevin thermostat with collision frequency of 1.0 ps−1, and

the pressure was maintained with a Langevin piston barostat,[51] with an oscillation period of 200

fs and damping time constant of 100 fs. The productions followed separate schemes, described in

the following.

In order to study how the receptor environment influences the free energy of proline isomerisa-

tion, we studied such process by enhancing its sampling, by biasing two dihedral angles as collective

variables (CVs): ξ and ψ (shown in figure 3.3). Thus, well-tempered metadynamics[72] simulations

were performed on Pro281 in subunit 3 within the receptor. As a control system, proline dipeptide

(N-acetylproline methylamide) in a orthorhombic box of water (12 Å of buffer), which consists of

a proline residue capped by acetyl (ACE) and N-methyl (NME) groups, as depicted in figure 3.3,
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was also simulated. Well-tempered metadynamics was performed for both systems at 300 K with

an initial Gaussian height of 0.8 kJ/mol, a width of 9◦ on both CVs, a bias factor of 15, and a

deposition rate of 1 ps.

The improper diheadral angle ξ is similarly defined in the receptor, where it describes the

torsion around the prolyl peptide bond which connects Thr280 to Pro281. Despite not being the

dihedral that includes the two atoms of the prolyl bond, in both the receptor and the dipeptide

the rotation of ξ accounts for the process of proline isomerisation, with values around ξ ' ±180◦

making up for the trans isomer, while values around ξ ' ±0◦ making up for cis one. This angle was

chosen as it describes not only the isomerisation but also the pyramidalization (i.e. the out-of-plane

deformation of the imide nitrogen) of the amide nitrogen N1, and it allows for the removal of the

amplitude of pyramidalisation as an independent degree of freedom.

The dihedral angle ψ constitutes the proline backbone torsion angle, i.e. the torsion about the

bond that, in the receptor, precedes the peptide bond between Pro281 and Leu282. It defines the

amide orientation, that may affect the rate of transitions between trans and cis isomers. Such

angle has been used in the past as a chaperone of ξ;[81, 82, 100] the reason for its suitability as

a chaperone collective variable depends on the fact that it controls the interactions between the

proline C-terminal group and the nitrogen lone pair in the transition state.[100]

The convergence of these well-tempered metadynamics runs resulted to be very different for

proline dipeptide in water and proline within the receptor. In fact, the protein environment, made

up of flexible loops and comprising a complex network of interactions, significantly slows down the

full sampling in the case of the receptor simulation. Thus, while in the dipeptide, convergence

was reached within 40 ns of well-tempered metadynamics, in the receptor it was reached over 800

ns. In order to reduce the error on the reconstructed energy profiles, the free energy surfaces

reconstructed over the two CVs were averaged for proline dipeptide and for the proline in the

receptor environment over the last 10 ns and 100 ns respectively. Well-tempered metadynamics

simulations were performed using the Plumed 2.0 plugin.[101]

While the metadynamics of the proline isomerisation is able to reconstruct the free energy of

the process, it does not leave the proline residue in a single isomer long enough, as to propagate

mechanical modifications to adjacent residues that would be unambiguously observable. Moreover,

since it focuses on one subunit only, it is not able to capture possible cumulative effects that
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the isomerisation occuring in multiple subunits may have on the channel. A combined study

of the isomerisation in multiple subunits would enhance the sampling of equilibrated structural

modifications that are, or may be, due to isomerisation. In order to explore this possibility, we also

performed 500 ns long molecular dynamics simulations for four different models. The first model,

labelled 5Trans, is characterised by the five Pro281 in trans and was straightforwardly obtained

from the minimisation and equilibration procedure, as the trans isomers are the ones originally

found in the 4PIR PDB structure. By means of metadynamics simulations, with 0.2 kcal/mol of

Gaussian height, 9◦ of width, and with a deposition stride of 1 ps, the cis isomer was then forced

on the various subunits in order to generate other models: in particular, a model with the Pro281

of subunits 1, 3 and 4 in cis (labelled 3Cis) and one with all five Pro281 in cis (5Cis). The reason

for the investigation of the model 3Cis is that it is not known how many ligands are required for

triggering the gating, nor, assuming that proline isomerisation would follow ligand binding in the

mechanical cascade, how many of the five prolines are required to be in the cis conformation. It is

plausible that there might be an additive effect, i.e. every global structural modification that the

protein undergoes upon isomerisation becomes more pronounced with a larger number of subunits

with the proline in cis.[13, 17] Finally, since Pro281 is not universally conserved within the Cys-

loop superfamily,[25] with the same method we also generated a model where the five Pro281 are

in trans, but the five, more conserved Pro274 are in cis. This model is labelled 5Trans5Cis (5T5C).

In accordance to what observed in the free energy produced with the well-tempered metadynamics

run (described in the following), once the cis isomer had been induced in a given subunit, it was

observed as maintained for the duration of the simulation. No restriction was imposed, in any of

the four models, on the values of ψ, since its basins are only separated by small barriers (as shown

in the following).

The results regarding the four MD models were averaged, considering snapshots every 100 ps,

over the last 400 out of 500 ns of simulation and over the five subunits.

3.3 Enhanced Sampling and Free Energy of Proline Isomerisation

Firstly, we aimed at sampling the process of proline isomerisation in the receptor, in order to

assess the effect of its environment onto the process. Well-tempered metadynamics allowed for the
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reconstruction of the free energy landscape associated with the isomerisation in the receptor and

in the control proline dipeptide in water, as a function of the two chosen CVs. The free energy

surfaces (FESs) as functions of ξ and ψ in the case of proline dipeptide and for Pro281 of subunit

3 in the receptor are reported in figure 3.4, on the left and on the right respectively.

Figure 3.4: Free energy surfaces of the control proline dipeptide in water (left) and of Pro281 in the
receptor environment (right) as a function of the torsional angles ξ and ψ. The absolute minimum
has been set to zero, and the contour lines are drawn every kcal/mol. Figure from reference [7].

In both cases, the ξ cis basins (around 0◦) are separated by high free energy barriers from the

trans basins (± 180 ◦). In the dipeptide, these barriers are symmetric in both direction of isomeri-

sation, clockwise (left-to-right) and anticlockwise (right-to-left), reaching around 20 kcal/mol in

both cases. Compared to other biological processes, this value is significant and would imply that

the overcoming of the barrier may be considered as a rare event, which may not occur over shorter

time scales compared to those of the gating process in the 5-HT3AR (on the millisecond scale). It

is also worth noticing the relatively low separation (around 10 kcal/mol) within the same basin for

the cis and the trans isomers of ψ.

In the case of Pro281, the FES gets significantly deformed with respect to that of the control

dipeptide in water. Despite maintaining the overall shape, most relevantly in the form of high

energetic barriers separating the ξ cis basins from the trans ones, the FES looses its symmetry.

The clockwise barrier reaches higher values, around 25 kcal/mol, while the anticlockwise barrier

keep the same height of 20 kcal/mol. Moreover, on this left-hand barrier new saddle points are
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formed. The centre-top cis basin also results higher, implying that ξ-cis-ψ-trans may be a more

convenient metastable state, while a new higher saddle point is formed to divide the two cis minima

in the counterclockwise direction.

The increase of the right-hand barrier, together with the formation of new saddle points on the

other barrier, suggests that there may be a preferential direction of isomerisation in the protein

environment (the one that would force the aromatic side chain of Pro281 to move under the M2-

M3 loop). The increase in energy of the ξ-cis-ψ-trans basin may also imply a modification of the

isomerisation rate. The differences observed may depend on interactions and/or steric hindrance

with nearby sections of the protein. A word of caution should be said regarding the modification

of the isomerisation rate, since it cannot be assessed by the FES alone: an evaluation of the real

time of barrier crossing could only be reconstructed from the reweighted metadynamics time.[78]

A statistics of first passage times should be sampled via several metadynamics runs, and the

distribution of the first passage time should pass the Kolmogorov-Smirnov test to verify that it is

a Poisson distribution. Future work may focus on this aspect.

3.4 Structural Features and Interactions as Functions of the Iso-

merisation Collective Variable

The Pro281 isomerisation influences the orientation of the moieties of the adjacent residue, Thr280

(shown in figure 3.5 b), which can form hydrogen bonds with the surroundings via its hydroxyl

group, its amino group, and the oxygen of the carbonyl group. A block average, over the simulation

time, of the number of hydrogen bonds formed by Thr280 with other parts of the protein was

calculated as a function of the isomerisation angle ξ. This provides information on the interactions

that this residue is able to form at different orientations, due to the isomerisation process. Intra-

protein hydrogen bonds were defined as having a donor-acceptor distance less than 3.5 Å and a

donor-hydrogen-accetor angle larger 100◦ (which is more permissive with respect to the standard

cut-off of 120◦, in order to better capture interactions with close-by residues, such as those of the

M2-M3 loop).
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Figure 3.5: (a) Average number of hydrogen bonds formed by Thr280 in the metadynamics simu-
lation with other protein residues (in red), with Tyr140 in the Cys-loop (in blue), and with Leu282
in the M2-M3 loop (in green). (b) and (c) Exemplary conformations and hydrogen bonds for the
cis and trans Pro281 isomers with Tyr140 and Leu282, respectively. Figure from reference [7].

It is important to comment that these hydrogen bonds are evaluated from a metadynamics run,

thus they are merely indicative as their lifetimes are not physical. Moreover, a reweighting of the

free energy cannot be applied to this quantity in order to properly evaluate their distribution, since

hydrogen bonds, for a given time step, can only take discrete values.

The average number of hydrogen bonds between the Thr280 and the rest of the protein is

maximum in correspondence of the transition states between cis and trans. It is interesting to

notice how the hydrogen bonds with the protein (red in figure 3.5 a) resemble the shape of the

energetic barriers that separate the cis isomer from the trans. The major contributions to these

hydrogen bonds is also different at different values of ξ. Namely, in the cis state and in transition

states, the major contribution is from the carbonyl oxygen of Tyr140 (figure 3.5 b), which belongs

to the Cys-loop in the ECD, while in the trans state it is the NH group of Leu282 (figure 3.5 c),

which lies the end of the M2-M3 loop, at the top of the M3 helix. The latter is also observed in

the dipeptide simulations.

Tyr140 is of particular interest because of its belonging to the Cys-loop, which is part of the

ECD and has been previously hinted as relevant for the propagation of the mechanical signal

that propagates from the ligand binding pocket.[89] The alleged implication is that the proline

isomerisation effect is to alternatively connect Thr280 with different parts of the protein, thus

acting as a mediator for the mechanical signal.

Next, we turned our attention to the possible structural modifications that Pro281 may induce
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in the M2-M3 loop of subunit 3. We calculated the averaged positions and relative standard

deviations of the α carbons of its 12 residues, in the x-y plane orthogonal to the protein main axis

(shown in figure 3.6). The averages were computed over the frames for which Pro281 is found in

trans (defined as -180◦ < ξ < 150◦ or 150◦ < ξ < 180◦) and in cis (defined as -30◦ < ξ < 30◦).

Figure 3.6: Average positions of the α carbons of the M2-M3 loop residues of subunit 3 in the x-y
plane orthogonal to the ion channel, in the well-tempered metadynamics simulation, divided for
cis-Pro281 frames (in red) and trans-Pro281 frames (in blue). Figure from reference [7].

As expected, the main sites of structural variations are found at the isomerisation site (Pro281

and Thr280). The next largest variation is observed at the far Asp271, which makes up the top

of the M2 helix and may constitute a selectivity filter just before the TMD section of the ion

channel. While this structural difference is small compared to the standard deviation, it is worth

mentioning that the two Pro281 isomers keep alternating with one another in the metadynamics

run, therefore no structural modification is ever to be considered as equilibrated, especially when

located this far from the site. It may be possible that this subtle modification can be a consequence

of a different steric hindrance (in presence of the two different proline isomers) between the tip of

the M3 (approximately where Pro281 is found) and the tip of the M2 (where Asp271 is located).

This is supported by the MD runs, which will be described in the following.
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3.5 Helix Bend Angle: Reweighting the Free Energy Landscape

To verify if the influence of proline isomerisation extends beyond Asp271, along the M2 helix, we

investigated the possibility of a direct connection between proline isomerisation and the change in

the bend angle of the M2s, as the literature suggests an involvement of this quantity in the gating

process [102]. Thus, we reweighted the FES obtained from the metadynamics run as a function of

ξ and of the angle defined by the α carbons of Asp271, Leu260 (the pivotal point) and Arg251,

which is found at the other extreme of the M2 helix. The reweighted FES is shown in figure 3.7.

Figure 3.7: Left: Reweighted free energy surface as a function of ξ and of the bend angle of the M2
helix (Asp271 - Leu260 - Arg251) in subunit 3. Right: representation of M2 residues (with their α
carbons as large spheres) selected for the definition of M2 bend angle.

In the graph, the bend angle can assume a wide range of values in both isomerisation basins

(cis and trans), thus not providing a proof of correlation between isomerisation and the structural

change in the upper part of the helix within a single subunit.

73



3.6 Stationary Features of the Receptor with Different Proline

Isomers

We now turn our attention to the MD productions of the four models previously introduced: 5Trans,

3Cis, 5Cis, and 5Trans5Cis. In order to assess the stability of the models, the root mean square

displacement (RMSD) of the protein backbone was calculated with respect to the first NPT step,

and averaged over the last 400 ns, for the four models 5Trans, 3Cis, 5Cis and 5Trans5Cis. The

values, together with the standard deviations, are reported in Table 3.6.

Model RMSD [Å]

5Trans 1.91 ± 0.08
3Cis 1.94 ± 0.18
5Cis 1.52 ± 0.14
5Trans5Cis 1.73 ± 0.14

Table 3.1: Average root mean square displacement of the four models.

Given that the M2-M3 loop is of particular interest, the root mean square fluctuations (RMSF)

of its 12 residues were also calculated, with respect to the equilibrated structure and averaged over

the five subunits, as shown in figure 3.8.

Figure 3.8: Root mean square fluctuations of the backbone of the M2-M3 loop residues. Errors
were evaluated with error propagation from the five standard deviations of each of the subunits.

The M2-M3 loop was flexible during the simulations, with the largest fluctuations observed in
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the 5Cis model.

We calculated the time-average internal ion channel width as a function of the channel axis

(shown in figure 3.9), with the zero set at the level of the hydrophobic gate (i.e. the five Leu260

girdle). For this calculation, we made use of the HOLE2 software,[4] with sampling performed

every 1 ns over the last 400 ns of simulation.

Figure 3.9: Time-averaged channel width profiles of (from left to right) the 5Trans, 3Cis, 5Cis, and
5Trans5Cis models in the MD simulations. The zero of the channel axis is set at the height of the
hydrophobic gate (Leu260). The profile is mirrored for ease of visualisation. Figure from reference
[7].

The four models do not show any modification at the level of the hydrophobic gate, whose width

seems to confirm that the structure remains closed over simulation time and upon isomerisation

(given that the initial X-ray structure was deemed as closed as it was crystallised with antagonists,

and also because of the measured gate radius of 4.6 Å). This also confirms the results of past

simulations on a model based on the same crystal structure.[40] It is interesting to notice, however,

that a slight modification at the top of the M2 is observed, namely, a gradual restriction seems

to happen at the level of the five Asp271 from 5Trans to 3Cis to 5Cis. This constriction is also

featured by 5Trans5Cis.

In order to gain deeper insight into the Asp271 ring, we evaluated the position distributions of

the α carbons of the five Asp271 in the x-y plane, orthogonal to the protein axis, shown in figure

3.10 a), together with their average and standard deviations along the x and y directions. Figure

3.10 b) reports the distributions for the five Leu260.
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Figure 3.10: Positions in the x-y plane orthogonal to the ion channel of Asp271 (including average
and standard deviation of their distributions) (in green for 5Trans, in blue for 3Cis, in red for 5Cis,
and in purple for 5Trans5Cis) and of Leu260 (in grey for all models) in the MD simulations. Figure
from reference [7].

Figure 3.11: Positions in the x-y plane orthogonal to the ion channel of Leu260 (including average
and standard deviation of their distributions) (in green for 5Trans, in blue for 3Cis, in red for 5Cis,
and in purple for 5Trans5Cis) and of Asp271 (in grey for all models) in the MD simulations.
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The minimisation and equilibration of the crystal structure without any induced isomerisation

(i.e., the 5Trans model) results in an asymmetrical selectivity filter at the level of the five Asp271.

The other models appear to stabilise in different conformations. Overall, the pentagon area defined

by the five subunits is considerably reduced in the other three models. This is mostly due to the

fact that in 5Cis, in 3Cis and in 5Trans5Cis the Asp271 of subunit 3 gets in a closer position

with respect to 5Trans. The consequent area reduction of the corresponding pentagons make these

become more symmetric. It is also worth noticing the more extended spread in subunit 5 for 5Cis.

In the three remaining subunits (1, 2, 4), no particular features can distinguish the four models.

The distributions of Leu260 exhibit no significant differences.

These results reflect those shown by the channel widths comparison, and the qualitative im-

plications pointed out by the analysis of the M2-M3 loop within the well-tempered metadynamics

run. The fact that a mechanism is propagated from Pro281 far away until Asp271, at 10 residues

of distance, could be explained by means of interactions and/or contacts between the top of the

M2 and M3 helices (while this mechanism is likely to be different for the much closer Pro274).

The reduced area at the level of the Asp271 selectivity filter, upon isomerisation, may lead to

an increased electric field, thus to an enhanced attraction of Na+ towards the entrance of the TMD

portion of the channel.

To quantify the effect of the different arrangements of the ring of Asp271 on the attraction of

the Na+ ions, the map of electric potential generated by the Asp271 ring was studied in the four

cases: 5Trans, 3Cis, 5Cis and 5Trans5Cis. Such analysis was carried out with the pmepot package

of VMD,[103] which calculates the value of the electrical potential over every point of a grid defined

in the simulation cell (see Appendix A). The value for every point of the map is computed for the

last 400 ns of simulation, and then averaged.

Given that the electrostatic potential scales like 1/r, and given that aspartic acid is a negatively-

charged amino-acid due to its side chain oxygens, the electrostatic potential in between this five-

amino-acid ring should decrease towards the centre, and the value of the minimum should be affected

by the relative distance between the subunits, thus being lower for more constricted selectivity

filters. In order to provide a meaningful comparison between the four models, only a section of

the potential map was represented as a function of x and y, the coordinates perpendicular to the

channel width, for a certain value of z = z0, the parallel coordinate. The value z0 was chosen, for
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each of the four cases, in order to correspond to the section were the electric potential register a

minimum value. As expected, for all four models, z0 was found at the level of Asp271.

The results are represented in figure 3.12.

Figure 3.12: Maps of the electrostatic potential generated by the two side chain oxygens of the five
Asp271 in 5Trans (top left), in 3Cis (top right), in 5Cis (bottom left), and in 5Trans5Cis (bottom
right). The residues themselves lie roughly along the isolines characterised by a potential of -120
kcal/(mol · e). Figure from reference [7].

The minimum for the electric potential is found among the five Asp271 for all models, whose

values are shown in Table 3.2.

Model Vmin [kcal/(mol · e)] ∆Vmin [kcal/(mol · e)]
5Trans 193.778 0.000
3Cis 212.510 18.732
5Cis 214.323 20.545
5Trans5Cis 186.368 -7.410

Table 3.2: Vmin and ∆Vmin (i.e. the difference with respect to 5Trans) for the four models. All
values were rounded to the third decimal digit for a cleaner representation.
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The resulting sections prove that upon isomerisation of Pro281, the minimum of this potential

decreases and shifts towards subunits 3 and 4. The isomerisation of Pro274, as investigated by

model 5Trans5Cis, does not affect significantly the map, while slightly increasing the minimum.

This stresses the fact that not only the decrease in the area in between the selectivity filter (asso-

ciated with the isomerisation), but also the asymmetry of the channel can be an important feature

associated to the capture of Na+ ions.

3.7 Conclusions and Future Perspectives

In summary, molecular dynamics and well-tempered metadynamics have been used to shed light

on the mutual influence of a potential molecular switch, namely proline isomerisation within the

M2-M3 loop, and the surrounding protein environment in the 5-HT3A receptor. With respect to a

control system (proline dipeptide) in water, the energy barriers that separate the cis and the trans

isomers loose their symmetry because of steric hindrance and/or interactions with neighbouring

residues. The modified energy landscape could hint at an enhanced rate of isomerisation. As

past works previously suggested,[89] this proline switch may help pin the Cys-loop in a convenient

position that would enable the propagation of the mechanical signal from the ECD ligand binding

pocket down to the TMD hydrophobic gate. Our work seemed to confirm this, revealing how

Pro281 is able to influence the possibility of Thr280 to form hydrogen bonds with Tyr140 of the

Cys-loop. At the same time, Tyr140 side chain movements can hinder or clear the path for Pro281

isomerisation, explaining the altered free energy landscape of this process.

The fact that the five Pro281 are found in trans in all the currently known 5-HT3A receptor

structures suggests that the two isomers (cis, trans) may not be univocally associated with the

conductive state of the channel. Instead, Pro281 isomerisation may be a kinetic process, with the

interchange between trans and cis allowing for, or removing, a mean of connection between the

M2-M3 loop and the Cys-loop.

We could speculate that the effects described, including interface loops properties, the isomeri-

sation free energy barriers, the cis isomer stability, the rate of isomerisation, and the network of

interactions/contacts between the M2-M3 loop and the Cys-loop, could be further influenced by

the perturbation induced by ligand binding in the ECD, as well as by a relative twisting of the ECD
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with respect to the TMD, as suggested for other pLGICs.[102] In fact, by using an apo-structure

(the only one available of the 5-HT3AR when this work was started), the investigation we carried

out could not, in principle, reveal the mechanistic connection between ligand binding and proline

isomerisation. Such connection is, anyway, expected to occur over long time scales, and enhancing

its sampling would require a separate investigation.

While proline isomerisation did not appear to be able to influence the hydrophobic gate in the

investigated time-scale, a subtle effect was observed at the level of the selectivity filter ring made

up by the five Asp271, which acts as an attractor for the Na+ ions at the top of the M2 helix. This

effect was hinted at in both MD and metadynamics simulations Interesting enough, a constriction

at the level of the Asp271s is also observed in the cryo-EM structure 6DG8, despite having the five

Pro281 in the trans isomer (figure 1.11).[5]

While our simulations clearly proved that the Asp271 ring assumes different shapes in the four

models, more simulations (e.g. more replicas of each model), or more sophisticated techniques for

dynamical analysis (for example by studying signal transmission via information-theoretic analysis

of amino-acid dynamics[104]), would be needed to unambiguously relate this to proline isomerisa-

tion: in fact, pentagonal symmetry/asymmetry may be,in principle, the cumulative result of various

factors (like the flexibility of the M2-M3 loop, or interacting nearby lipids). Moreover, while kinet-

ics calculation have not yet proved if proline isomerisation in the M2-M3 loop is a kinetic process,

rather than a thermodynamic one, we cannot yet assess the time scales over which a single isomer

of Pro281 (or Pro274) can propagate mechanical modifications to the top of the M2 helix.

As previously said, other works hinted at the possibility that the effect of proline at position 8*

can be rescued in a variety of ways. In fact, charged residues substituted at position 8* may promote

hydrogen bonding with Ala275.[91] Histidine or tryptohan mutations at position 8* preserve channel

function in the 5-HT3AR,[90] while Pro8* equivalent in the nAChR may play a role due to features

other than isomerisation.[92]

Alternatively, lipids in the site may connect the two loops via hydrogen bonds (more on this in

the next chapter). Thus, proline isomerisation within the M2-M3 loop most likely constitutes one

of many cumulative and/or alternative phenomena that can occur to instate a bridge between the

M2-M3 loop and the Cys-loop.

Overall, the work presented in this chapter helped understand the role of key prolines within the
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M2-M3 loop, whose isomerisation involvement in protein function was pointed at by mutagenesis

electrophysiology experiments. Our results may prove of more general interest, given the presence

of Pro8* in the nACh receptors, and that of Pro1* (our Pro274) in other pLGICs as well.

Future investigations may approach the enhanced sampling of Pro281 isomerisation with the

goal of reconstructing the kinetics of this process. This would require, rather than a long metady-

namics run, more replicas of first barrier crossing, for every possible pair initial basin-end basin.

Moreover, future studies may regard Pro281 isomerisation in a different conductive state of the

5-HT3AR, contributing to shed light on how different conformations of the receptor may affect and

be affected by this process.

Other links between the M2-M3 loop and the Cys-loop can be established in the 5-HT3AR: n

the next chapter, we will focus our attention on how lipid molecules can bind and interact with

these structures, and how these binding events are affected by membrane composition.
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Chapter 4

Lipid Membrane Composition

Influence on Lipid-Protein

Interactions in the 5-HT3A Receptor

4.1 Introduction

While ligand binding into the ECD orthosteric pocket remains the ultimate trigger for channel

gating, growing evidence supports the fact that the lipid membrane surrounding pLGICs may

contribute to the overall mechanisms, by means of interactions at the membrane-protein interface,

as found for many other membrane proteins.[105, 106]

Systems investigated in this context include the nicotinic acetylcholine receptor, which has so far

been the most studied among pLGICs,[107, 108, 109, 110, 111, 112, 113] the 5-HT3A receptor,[42]

the GABAA receptor,[114] the Glycine receptor,[115] the prokaryotic Erwinia chrysantemi (ELIC)

ion channel[116, 117, 118] and Gloeobacter violaceous (GLIC) receptor,[119, 120] G-protein cou-

pled receptors (GPCRs),[121, 122, 123, 124] mechanosensitive channels,[125], amyloid precursor

proteins,[126] heterotrimeric G proteins,[126, 127] and others.

However, the mechanisms behind lipid modulation in pLGICs are still not fully understood,[106],

thus requiring additional investigations. Since state-of-the-art realistic models of the “average”

human membrane contain about 60 lipid species,[128] modelling the cell membrane is a complex
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task. While progress has been made for modelling it in a realistic way at different resolution levels,

from atomistic to coarse grained,[129] even relatively simple models, with more than one lipid

species, pose challenges for state-of-art simulations and can provide useful preliminary information.

Phospholipids and cholesterol (CHL) are among the major components of animal cell mem-

branes. In particular, 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) and 1-palmitoyl-

2-oleoyl-sn-glycero-3-phosphoethanolamine (POPE) are prevalent phosphatidylcholines and phos-

phatidylethanolamines, respectively. POPC, POPE and CHL are shown in figure 4.1.

Figure 4.1: Representation of POPC (left), POPE (centre), and cholesterol (CHL, right) molecules.
Figure from reference [3].

POPC is a neutral phospholipid consisting of two hydrophobic tails, joined to a hydrophilic head

group, a choline. POPE only differs from it in the head group, which consists of an ethanolamine.

POPC and POPE have therefore different abilities to form hydrogen bonds. Among others, this

has been demonstrated to affect the structural conformation of the mycobacterium tuberculosis

mechanosensitive channel, by means of molecular dynamics simulations of such protein embedded

in POPE membranes, manually turned into POPC during the simulation.[125] A pure-POPC mem-

brane has also been proved, with single-particle cryoelectron microscopy, to decouple the ECD and

the TMD of ELIC, preventing the mechanical signal induced by agonist binding to propagate from

the former to the latter.[116] In the same study POPC heads were observed, in molecular dynamics

simulations, to form interactions with the protein which in turn would affect the closed-open-
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desensitised equilibrium constants.[116] The binding of the glycerophospholipid POPG to ELIC

was proved responsible for the stabilisation of its open state with respect to the desensitised state,

by means of native mass spectrometry, coarse-grained simulations and functional assays.[117] The

head group of phospholipids was proved able to affect agonist and antagonist binding and receptor

activation in a GPCR, by means of receptor reconstruction in high-density-lipoparticles.[124] A

comparison of the X-ray structures of the Caenorhabditis elegans glutamate-gated chloride chan-

nel (GluCl) in apo-state and in POPC-bound state demonstrated how lipids can potentiate agonist

binding and promote an expanded open-like conformation of the transmembrane domain.[29] Muta-

genesis and electrophysiology experiments and kinetic analysis revealead how interactions between

the arginines R64 and R89 and the anionic phosphatidic acid (PA) bound to the non-annular (i.e.

in between transmembrane helices) lipid binding sites of the K+-channel KcsA reduces inactivation

in macroscopic current recordings, causes longer open channel lifetimes and decreases closing rate

constants; moreover, molecular dynamics simulations revealed that R64 and R89 mediate persistent

binding of PA to the non-annular sites.[130] Umbrella sampling simulations were used to assess the

effect of anionic phospholipids 1-palmitoyl-2-oleoyl-phosphatidylserine (POPS) on ion translocation

in the bacterial KcsA, determining that anionic lipids do not affect the energetic barriers of K+

ions through the selectivity filter, and that the occupancies of each of the selectivity filters are

influenced by the presence and identity of lipids in between transmembrane helices.[131]

A membrane composition comprising both POPC and POPE (with the addition of cholesterol)

constitutes a valuable minimal choice, and has been used in a large variety of in-silico works.[121,

132, 125, 133, 122, 42, 120] However, other minimal compositions can be chosen in principle, for

example by considering phospholipids with the same head group but different hydrophobic tails,

e.g. POPC and SDPC.[42] Alternatively, more complex compositions, possibly requiring a coarse-

grained simulation method, can be employed:[115] in fact, a larger number of lipid species would

require larger membranes in order to capture a meaningful sampling of lipid-protein interactions

for each of the present species, significantly slowing down the computation of an all-atom molecular

dynamics simulation.

Cholesterol exhibits a much shorter structure with respect to POPC and POPE, comprising

four aromatic rings, an aliphatic tail and a hydroxyl group head. The importance of this particular

lipid species comes from its high concentrations in membranes of human brain cells.[134, 135]
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Cholesterol modulates membrane viscosity, affecting the lateral diffusion of all the lipids making up

the membrane.[136] It has typical preferred binding sites within membrane proteins, referred to as

“Cholesterol Recognition/interaction Amino acid Consensus sequence”, or “CRAC” domains, and

as “inverted CRAC” (“CARC”) domains.[137, 107, 138, 139] The sequence of CRAC domains is

defined as (L/V)-X1−5-(Y)-X1−5-(K/R) in the N-terminus to C-terminus direction, where L/V is

either a leucine or a valine, X1−5 is any number between 1 and 5 of any amino-acid, Y is a tyrosine,

and K/R is either a lysine or an arginine. Instead, the sequence of CARC domains is defined as

(K/R)-X1−5-(Y/F)-X1−5-(L/V), from the N-terminus to the C-terminus.

Cholesterol can affect membrane proteins in a variety of ways. For example, in the G-protein

coupled 5-HT1B receptor, it interacts with a transmembrane helix, thus modifying the serotonin

binding mode in the extracellular pocket, as revealed by MD simulations.[133] Microseconds-long

simulations of the 5-HT3A receptor, embedded in a membrane with phospholipids POPC and

SDPC, proved that cholesterol was able to intercalate within one subunit of the TMD during

conformational changes upon serotonin binding, contributing to the stabilisation of a suggested

preactive state (a conformation which resembles an initial stage of channel opening), suggesting its

necessity with respect to pure-POPC membranes.[42] In-silico investigations on the adenosine type

2A receptor found that cholesterol binding affect the binding poses of caffeine, and its mobility in

the pocket.[132]. Other in-silico studies showed that cholesterol binding may promote pore opening

in the GABAA receptor,[114] while in nicotinic acetylcholine receptor it allows for contacts between

the ligand-binding domain and the pore, thus proving necessary for structural preservation.[109]

Moreover, there has been much suggestion that the outermost M4 helix of pLGICs can act as a

lipid sensor. For example, in the nicotinic acetylcoline receptor, experimental characterisation sug-

gested that M4/Cys-loop interactions may be favoured by lipid-dependent properties.[112] Other ex-

periments on this pLGIC showed that the thickness of phosphatidylcholine membranes affects tran-

sitions between uncoupled and coupled conformations.[113] Mutagenesis experiments proved how

the M4 helix in ELIC contains a lipid-binding site, whose disruption accelerates desensitisation.[118]

In general, there is consensus that various lipids, in particular phospholipids and cholesterol,

can affect the function of different membrane proteins, including pLGICs, thanks to their ability

to bind to them, and in this way can mediate between different protein domains, or alter their

properties.
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In this chapter, we continue our investigation on the 5-HT3A receptor, focusing on the char-

acterisation of the lipid-protein interface, and enquiring on the role of membrane composition on

its features. This study was performed by means of all-atom MD simulations, with a pure-POPC

membrane and two mixed membranes of increasing viscosity, that also include POPE and choles-

terol. The work presented in this chapter was published in Biointerphases in 2020, appropriate

references are made where relevant.[3]

4.2 Three Models with Different Lipid Membrane Composition

Figure 4.2: The model of 5-HT3A receptor embedded in the mixed membrane of model B (35%
POPC, 35% POPE and 30% CHL). POPC heads are represented in pink, POPE heads in dark
green, phospholipids tail (common to POPC and POPE) in white, and cholesterol in orange. The
five subunits are coloured in anticlockwise order in red, yellow, green, light blue and blue. Figure
from reference [3].

For this project, the model of the 5-HT3AR described in the previous chapter has been re-introduced

and embedded into three different membrane models, labelled A, B and C: model A features a

membrane that contains only POPC, the one of model B contains 35% POPC, 35% POPE and

30% cholesterol, and the one of model C contains 25% POPC, 25% POPE, and 50% cholesterol. The

resulting membrane areas were around 125 Å by 128 Å for model A, 122 Å by 123 Å for model B, and
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121 Å by 122 Å for model C. Model A is the least complex, as a pure-POPC membrane constitute

a standard choice previously simulated.[40, 43, 7] Model B is characterised by an intermediate

composition where cholesterol is present, but the phospholipids are still predominant. Its 6:7:7

concentration has been used in past simulations of membranes with cholesterol (6), POPC (7) and

a third lipid (7) for the study of serotonin receptors.[42, 140] Model C contains a higher percentage of

cholesterol, that represents the upper CHL concentration in synaptic membranes (whose cholesterol

content varies between 33% and 50%),[135, 132, 134] and would also be useful for enhancing the

sampling of cholesterol-related phenomena. These three models are expected to exhibit different

viscosity of the lipid membrane, increasing from A to C.

The systems were solvated in an orthorhombic supercell, with a 15 Å buffer of TIP3P water and

0.15 M of Na+ and Cl− ions that reproduce physiological conditions. The final 5-HT3AR models

contained, in total, 183,207 atoms (model A), 182,877 atoms (model B), and 175,904 atoms (model

C).

The systems were simulated with the NAMD 2.9 MD package,[80] making use of the Amber

ff14SB[55] and LIPID14 force-fields.[59]

The simulation time step was 2 fs, and the bonds containing hydrogen were constrained using

the SHAKE algorithm. Particle Mesh Ewald was employed for the electrostatic interactions, and

a cut off of 10 Å was used for the non-bonded interactions.

The three models initially underwent an energy minimisation procedure, then a slow heating up

to 310 K and a partially restrained equilibration, i.e. with the protein α carbons restrained and the

lipids free to diffuse. Such equilibration stage lasted for 100 ns, as prescribed for the equilibration

of lipid membranes, whose diffusion typically occurs over times of the order of tens to hundreds of

nanoseconds.[141, 142] The restraints were subsequently released.

Next, an unrestrained simulation was performed within the isothermal-isobaric NPT ensemble

for each model at 310 K, which is above the gel transition temperature for the three lipid species

considered,[143, 144] and at a pressure of 1 atm. The temperature was maintained by making use

of a Langevin thermostat with a collision frequency of 1.0 ps−1, while the pressure was controlled

by means of a Langevin piston barostat with an oscillation period of 200 fs and a damping time

constant of 100 fs.

For each of the three models, two replicas (with different random number generator seeds for
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the Langevin dynamics) were carried out for the unrestrained NPT simulation, one of 500 ns

(RX), and one of 250 ns (RY). This choice was made since lipids diffuse differently in separate

replicas, thus allowing to explore additional statistics of the processes of both lipid diffusion and

lipid-protein interaction. For both replicas, the first 50 ns were considered as unrestrained protein

equilibration, thus the production would last 450 ns for RX and 200 ns for RY. Some of the analysis

were performed over the conjunction of the 50-to-250 ns time-windows of RX and RY (RXY400),

and over the time window 50-to-450 ns of replica RX (RX400). Comparing RXY400 and RX400

allowed us to test whether these two different approaches (namely, one long run or two shorter

ones) would yield qualitatively similar results in terms of time- and subunit-averaged quantities.

Those analyses which explicitly express an observable as a function of time were carried out

over the 50-to-500 ns window of RX (RX450) and over the 50-to-250 ns window of RY (RY200).

This comparison instead provided information on how the observed phenomena and events depend

on the specific NPT realisation, obtained with stochastic thermostat and barostat.

Trajectories were sampled every 50 ps and analyzed with the Cpptraj[145] and MDAnalysis[146,

147] software. Hydrogen bonds were defined by a donor-acceptor distance smaller than 3.5 Å and

by a donor-hydrogen-acceptor angle larger than 120◦, as described in Appendix A alongside other

typical quantities.

4.3 Protein and Membrane Dynamical and Structural Features

First, we evaluated the stability of the protein, by calculating the RMSD of the backbone atoms

over the unrestrained NPT trajectory for different sections of the protein, namely the TMD, the

ECD, the protein as a whole, and for each of the TMD helices (M1, M2, M3, M4). Figure 4.3

reports the average RMSD over the production run for RXY400 and RX400, where the standard

deviations represent the fluctuations around the averages. The sequence of the protein sections was

defined as in reference [2].

The three models were stable in both replicas, as seen in the two averaging methods RXY400 and

RX400, which produced similar results. The variability observed among the five subunits reflects

different statistical sampling within the NPT ensemble, alongside different lipid environment. Being

the outermost helices, only being covalently linked to the rest of the protein thanks to the solvent-
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exposed M3-M4 loop, and being exposed to the fluid lipid membrane, the M4s moved more than the

other three helices, with the largest fluctuations mostly due to their terminals that extend outside

the membrane.

Figure 4.3: Average RMSD, calculated for the unrestrained NPT production runs, of the 5-HT3A

receptor backbone, the ECD, the TMD, the whole protein, and the four helices M1, M2, M3 and
M4. These quantities are shown for the three models A (blue), B (orange) and C (green), for
RXY400 (left) and RX400 (right), for each subunit and averaged over the five of them. Figure
from reference [3].

The lipid membranes of three models were characterised by the expected relative fluidity, as

proved by the lipid lateral mean square displacements (MSD), shown in figure 4.4: the membrane

of model C, having the highest content of cholesterol, is the most viscous, while the one of model

A is the least viscous. The lateral diffusion coefficients were calculated via Einstein’s equation:

2nDL = lim
t→∞

MSD

t
(4.3.0.1)

where n is the number of dimensions (2, for a lateral diffusion), t is the time, and DL is the

lateral diffusion coefficient. In the simulations, the lateral diffusion coefficients were calculated for
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each model and each replica by linear regression over different time windows of 50 ns, 100 ns, and

200 ns, shifted of 10 ns from each other. These are defined after the first 10 ns (in order to discard

the initial non-linear transients), and end at half simulation time (250 ns for RX, and 125 ns for

RY). The values of the lateral diffusion coefficients are of the order of µm2s−1, in agreement with

previous calculations of lipid systems.[108, 148, 149] However, their absolute values are affected by

the usage of Langevin dynamics, the small size of the membrane, the limited time-scale explored,

and the presence of the embedded protein.

Figure 4.4: Lateral mean square displacement (MSD) of lipids as a function of time over the
unrestrained NPT simulations (the last 500 ns for RX, on the left, and the last 250 ns for RY, in
the centre), for model A (blue), B (orange) and C (green). The averages and standard deviations
of the lateral diffusion coefficients DL are reported in the graph on the right. Figure from reference
[3].

The average channel width along the channel axis, calculated with the software HOLE2,[4, 150]

is shown in figure 4.5: it proves that the constriction in the TMD at the level of the Leu260 residues

within the M2 helices, that act as a hydrophobic gate for the ions,[14, 15] resembles a closed channel

in all three models, thus the hydrophobic gate average diameter is not affected by the composition

of the lipid membrane. This results from both RX400 and RXY400 averages, and is consistent with

previous studies based on the same crystal structure of the 5-HT3AR in a pure-POPC membrane,

including the work described in the previous chapter (performed at different temperature), which

also reported a close state of the channel.[40, 7]
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Figure 4.5: Average channel width (thick line) with its standard deviation (thin lines) as a function
of the channel axis for RXY400 (left) and RX400 (right) and in the three models: A (blue), B
(orange) and C (green). The zero of the channel axis is set at the height of the hydrophobic gate
(Leu260).

The channel width along the channel axis is similar for the three models, over the explored time

window: any difference in the ECD and TMD is small compared to the standard deviation. The

only notable difference is found in the lower part of the channel, where model C presents a narrower

channel. However, being the ICD substituted with an artificial linker, no significant conclusion can

be drawn.

A previous in-silico investigation on the same crystal structure revealed how ions can enter the

receptor through ion portals at the interface between the ECD and the TMD.[40] Since this part

of the protein is close to the membrane, lipids could in principle play a role onto these portals as

well. Therefore, we studied the matrix of distances of the α carbons of the residues that had been

previously established as those making up the portals, at the interface between adjacent subunits.

The matrices for the three models, averaged over the five subunits, are shown in figure 4.6 for

RXY400 and for RX400.
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Figure 4.6: Average inter-residue distances for models A, B and C for the residues belonging to
the β1-β2 loop (green, in the structure on the right showing two adjacent subunits), the F-loop
(red), the β10-M1 loop (yellow), the Cys-loop (blue) and the M2-M3 loop (purple). The matrices
are calculated for RXY400 (top) and for RX400 (bottom).

The distance matrices only exhibit minimal differences between the models, which are not

significant with respect to thermal fluctuations. Therefore, we conclude the lateral portals are not

influenced by the composition of the lipid membrane, over the investigated time windows. This

holds for both RXY400 and RX400.

4.4 Lipid-Protein Interactions

Lipids proximity to the helices of the TMD is influenced by bulk properties of the membrane, such

as its viscosity and the pressure it exerts on the receptor, and by lipid-protein interactions, including

hydrogen bonds, hydrophobic effects, van der Waals and electrostatic interactions, and, in the case

of cholesterol, π interactions (like π-π interactions and cation-π interactions). As the lipids diffuse

in a stochastic way, thus resulting in a random distribution around the receptor TMD, a different

local lipid environment is expected around each subunit of the protein. This can be considered an

increasing of the sampling.

The number of hydrogen bonds, averaged over time and over the five subunits, is shown in

figure 4.7, grouped for every lipid species and protein section: the four helices M1, M2, M3 and

M4, the M2-M3 loop, and the Cys-loop. Errors were evaluated with error propagation from the

five standard deviations of time-averaged data for each of the single subunits.
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Figure 4.7: Average number of hydrogen bonds between receptor and lipids for RXY400 (top) and
for RX400 (bottom), and for the three models: A (blue), B (orange), and C (green). Figure from
reference [3].

On one hand, no major differences are observed neither among the three models nor between

the averaging methods, on the other hand different interesting features can be noted regarding

the way hydrogen bonds are formed between lipids and the protein. Most hydrogen bonds are

formed with the M4s, which are the outermost helices. The M3s and M1s form a lower number

of hydrogen bonds with lipids (this is truer for M1s), as both are found at the interface between

adjacent subunits and thus are less exposed to the membrane. The hydrogen bonds of M4 with

POPC are more frequent in model A as expected, because of its higher concentration in such model.

Model B, on the other hand, exhibits the largest average number of hydrogen bonds with M4, due

to the higher hydrogen bonding ability of POPE. Phospholipids are able to reach out for the ECD,

interacting with the Cys-loop, and for the M2-M3 loop, both of which have been suggested as

crucial for the receptor activation mechanism.[89, 81, 7] Within the M2-M3 loop, two residues are

of particular interest: Thr280, that flanks Pro281, whose trans-cis isomerisation may be part of

the gating mechanism as described in chapter 3,[89, 81, 7] and Leu273, that flanks Pro274, which
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is highly-conserved within the Cys-loop superfamily[25] and could also play a role in the gating

mechanism thanks to of its interaction with the β1-β2 loop.[29, 25, 102, 151, 152]

While the large error bars reflect the variability among the five subunits, the average number of

hydrogen bonds with the M2-M3 loop for any lipid species is larger for model C. The average number

with the Cys-loop is smaller in model A compared to both B and C (in this case, A dominates in

the sole case of POPC alone as expected). When comparing the two phospholipids species, POPC

and POPE, the former appears to form more hydrogen bonds with the M2-M3 loop with respect to

the later, while the opposite occurs for the Cys-loop. A phospholipid molecule in close proximity

with both the Cys-loop and the M2-M3 loop may form alternate, or even simultaneous hydrogen

bonds with them. This may provide a bridge between these two key protein segments. This is

shown for a representative MD snapshot in figure 4.8. Cholesterol appears to be less able to form

hydrogen bonds with both the ECD and the M2-M3 loop, with respect to phospolipids, possibly

due to its shorter length.

Figure 4.8: A POPE molecule forms hydrogen bonds with residues of the M2-M3 loop (Gly279)
and of the Cys-loop (Asp138, Ile139) in an MD frame in model B, replica RY. Figure from reference
[3].

As we said, interactions and membrane properties can promote proximity between molecules.

Proximity between specific atoms and/or residues can be studied by means of atomic contacts (see

Appendix A), for which we used here a cut-off of 3.5 Å in agreement to previous studies.[153] The

average number of contacts between a given helix and a given lipid species (e.g. M1-POPC) or

94



two given helices (e.g. M1 and M3) were calculated for the five subunits, and for the three models,

for a total of 15 values for each lipid species-helix (or helix-helix) pair. Their averages over the

five subunits, shown in figure 4.9, can be compared with those of hydrogen bonds. Errors were

calculated via error propagation from the five standard deviations of time-averaged data for each

of the single subunit.

Figure 4.9: Number of contacts, averaged over the five subunits, between helices/loops and lipids,
for RXY400 (top) and for RX400 (bottom). Figure from reference [3].

The M1 helices are able to make contacts with lipids, most of which are not hydrogen bonds.

The M2 helices form no hydrogen bonds, and in general make sporadic contacts with lipids: this is

due to their location deep within the interior of the protein. Both M3 and M4 form contacts and

hydrogen bonds with the lipids, mostly with POPC. As for the M2-M3 loop and the Cys-loop, their

location in the protein puts them in the position to interact with the heads of the upper leaflet,

thus via hydrogen bonds.
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4.5 Correlations among Contacts

Figure 4.10: Correlation matrix for lipids-helix and helix-helix contacts for RXY400 (top) and
RX400 (bottom).

The 15 lipid species-helix numbers of contacts can be used to search for trends of a given pair over

the five subunits and over the three models. A comparison between these trends can be performed by

calculating, for each two-pair comparison, the Pearson correlation coefficient ρ, which can take value

comprised between -1 (full anti-correlation) and 1 (full correlation); here we considered correlations

for ρ > 0.8, and anti-correlations for ρ < −0.8. The correlation between a given lipid species-helix

(helix-helix) pair and that of another pair would indicate that an increased number of contacts for

the former goes hand-in-hand with an increase of the latter, potentially involving a mechanistic

relationship between the two. An anti-correlation, on the other hand, would mean that the increase
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of one is related to the decrease of the other, and may also imply a relationship between the two

pairs. Figure 4.10 shows the Pearson coefficient for every two-pair comparison.

Correlations are found for lipid-helix pairs characterised by the same lipid species and whose

helices are in close proximity to one another (e.g. POPC-M3 and POPC-M4): this is observed

since once a lipid molecule is found in the proximity of a given helix, it likely forms contacts

with the adjacent ones too. On the other hand, anti-correlations are seen for different lipid species

competing for the proximity to a given helix (e.g. POPC-M4 and POPE-M4), or to adjacent helices

(e.g. POPC-M1 and POPE-M3). Neither correlations nor anti-correlations are observed between

any pair lipid-helix and any pair helix-helix, as reflected by the empty rectangles in figure 4.10, over

the explored time windows. Thus, the interactions with the three lipid species do not appear to

have an effect on the intra-TMD contacts. These results are qualitatively valid for both RXY400

and RX400: while differences are observed between the two methods, they only depend on the

specific contacts formed in the different replicas.

4.6 Lipid-Binding Events

The lipids that give rise to the most stable interactions with the protein would have high proximity

lifetimes. Thus, the interface between lipids and the TMD can be characterised in details by

calculating the distributions of proximity lifetimes of those lipids with any atom within 3.5 Å of the

TMD helices. These distributions were computed for RX450 and RY200, given that the lifetimes

would depend on the specific replica, and are shown by figure 4.11.
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Figure 4.11: Proximity lifetimes distributions of any lipid in close proximity to the TMD in the
three models: A (blue), B (orange) and C (green), for RX450 (top) and RY200 (bottom). Figure
from reference [3].

For the calculation of the average number of lipids for a given residence time in close proximity

to the protein, and its associate uncertainty, we considered multiple time windows of different size

(shifted of ∆t = 5 ns, the binning size): for example, for RY, one of 200 ns, two of 195 ns (0-195,

5-200), three of 190 ns (0-190, 5-195, 10-190), and so on. In particular, if ni,j is the number of

lipids whose residence time has i∆t duration and j∆t starting point (where both i and j are integer

numbers), the average number of lipids with residence time i is calculated as:

〈Ni〉 =
1

(I − i+ 1)

I−i+1∑
j=1

ni,j , i = 1, ..., I =
tsim
∆t

(4.6.0.1)

Here, tsim is the production time (200 ns for RY, and 450 for RX). Similarly, the average squared

number of lipids with i-th residence time is:
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〈N2
i 〉 =

1

(I − i+ 1)

I−i+1∑
j=1

n2i,j (4.6.0.2)

so that the uncertainty associated to the i-th residence time is:

σi =
√
〈N2

i 〉 − 〈Ni〉2 (4.6.0.3)

Having only one point available, the histogram corresponding to the highest residence time

cannot have an associated uncertainty. A similar error analysis is performed for RX450.

The distributions for the three models decay fast well before 50 ns, which means that very

few lipids spend long times close to the TMD. Notably, the value of the rightmost histogram,

corresponding to the longest time sampled, is higher, implying that a certain number of lipids

spend the entire production time in direct contact to the protein. Their number varies both

between the two replicas and among models. The lipids corresponding to the last histogram are

therefore worth of further analysis. As lipids are typically characterised by high mobility, a measure

of their dynamics would shed light on the stability of these bound lipids. Therefore, their RMSFs

are calculated over RX450 and RY200 with respect to their average position, and shown in figures

4.12 to 4.17 (the lipids are labelled as in the MD data). The RMSFs of phospholipids are calculated

separately for the head and the two tails, since each of these parts may exhibit different mobility

due to different interactions with or hindrance by the protein and/or other lipids.

Figure 4.12: RMSF of lipid residues for model A, RX450. Figure from reference [3].
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Figure 4.13: RMSF of lipid residues for model A, RY200. Figure from reference [3].

Figure 4.14: RMSF of lipid residues for model B, RX450. Figure from reference [3].

Figure 4.15: RMSF of lipid residues for model B, RY200. Figure from reference [3].
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Figure 4.16: RMSF of lipid residues for model C, RX450. Figure from reference [3].

Figure 4.17: RMSF of lipid residues for model C, RY200. Figure from reference [3].

The RMSF of bound lipids range from about 1.5 to about 8.5 Å. The bound lipids with at least

one residue (head or tail for phospholipids, whole molecule for cholesterol) whose RMSF was below

a certain value (i.e. smaller than 3.0 Å) are those characterised by the lowest fluctuations and are

therefore the most stable ones. Their number is shown in table 4.1.
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Model Lipid N. of sites (RX450) N. of sites (RY200)
A POPC 5 8

POPE 0 0
CHL 0 0
ALL 5 8

B POPC 2 3
POPE 1 2
CHL 2 2
ALL 5 7

C POPC 3 6
POPE 2 4
CHL 4 6
ALL 9 16

Table 4.1: Number of lipids (with RSMF smaller than 3.0 Å) bound to the protein for the whole
duration of RX450 and RY200 replicas for models A, B and C. Table from reference [3].

Given the stochastic nature of lipid diffusion simulated with the Langevin thermostat and

barostat in each replica, different binding events were observed in the various replicas. Their

number is larger in replica RY200 with respect to RX450, as expected because of its shorter time

scale. It is interesting to note that this number significantly increases, almost doubling, for model

C with respect to A and B, and this effect results in both RX200 and RY450.

This fits well with the increased viscosity related to a larger content of cholesterol. Therefore, the

content of this lipid is an important bulk property of the membrane which promotes the persistence

of binding events of any lipid species.

The binding sites of every stably-bound lipid involving one or more helices/loops of one or two

adjacent subunits, as reported by tables 4.2 and 4.3.
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Lipid Binding site

A, RX450

POPC1740 M12 M32
POPC1797 M11 M31 M41
POPC2187 M15 M31 M45
POPC2193 M13 M34
POPC2253 M42
B, RX450

POPC1785 M11
POPC1806 M13
POPE1857 M14 M44
CHL1707 M15 M45 (figure 4.18a)
CHL2168 M14 M35
C, RX450

POPC1808 M41
POPC1820 M15 M45
POPC2174 M34
POPE1817 M11 M41 (figure 4.18b)
POPE1841 M11 (figure 4.18c)
CHL1758 M13 M43
CHL2078 M35 M45 (figure 4.18d)
CHL2131 M14 M35
CHL2156 M32

Table 4.2: Lipid binding sites to the receptor in replicas RX450, characterised by one or more
helices/loops of one or two subunits (indicated as subscripts). The sites shown are only those
whose corresponding lipid residue has a RMSF below 3.0 Å . Table from reference [3].
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Lipid Binding site

A, RY200

POPC1731 M11 M2-M3loop2

POPC1785 M44
POPC1788 M45
POPC1803 M14 M34 M44 Cys-loop4

POPC2187 M15 M45
POPC2193 M13 M34
POPC2298 M43
POPC2592 M45
B, RY200

POPC1791 M11 M41
POPC2220 M32 M42
POPC2256 M45
POPE1815 M12 M23 M33 M2-M3loop3 (figure 4.18e)
POPE2211 M13 M34 M43
CHL1707 M45
CHL2168 M35
C, RY200

POPC1820 M15 M45 Cys-loop5 (figure 4.18f)
POPC1832 M14
POPC1847 M34
POPC2174 M34
POPC2183 M42
POPC2192 M33 M43
POPE1817 M11 M31 M41 (figure 4.18g)
POPE1841 M11 M32
POPE1844 M15
POPE1913 M35 M45
CHL1735 M32
CHL1758 M13
CHL1794 M32
CHL2137 M32
CHL2156 M11 M32
CHL2162 M34

Table 4.3: Lipid binding sites to the protein in replicas RY200, characterised by one or more
helices/loops of one or two subunits (indicated as subscripts). The sites shown are only those
whose corresponding lipid residue has a RMSF below 3.0 Å . Table from reference [3].

Most binding sites result from a single helix/loop, nevertheless several exceptions are found,

especially for the longer and more flexible phospholipids. Lipid persistent binding occurs, therefore,

in various poses. Representative examples of the persistent binding events are displayed in figure

4.18, and are described in the following.

In model B, replica RX, CHL1707 binds to M15 and to M45, and, for a certain part of the
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Figure 4.18: Representative examples of persistent binding lipid molecules to the receptor: a)
CHL1707 in model B, RX. b) POPE1817 in model C, RX. c) POPE1841 in model C, RX. d)
CHL2078 in model C, RX. e) POPE1815 in model B, RY. f) POPC1820 in model C, RY. g)
POPE1817 in model C, RY. Figure from reference [3].

trajectory, partially intercalates within them, reaching out out for M35 (figure 4.18 a). In model

C, replica RX, POPE1817 binds to M11 and to M41, and penetrates between them reaching out

for M35 for a fraction of the trajectory with one of its tails (figure 4.18 b). POPE1841 binds to

M11, and its head can intercalate, at times, in the direction of the interior M21 (figure 4.18 c).

This may lead to the formation of a hydrogen bond with Leu273 of M2-M3 loop. Finally, CHL2078

binding site may result in the intercalation among the M1, M3 and M4 of subunit 5 (figure 4.18

d). In model B, replica RY, one tail of POPE1815 intercalates between M12 and M33 reaches

out for the M2 helices of subunits 2 and 3 (figure 4.18 e). In model C, replica RY, one tail of

POPC1820 intercalates between M15 and M45, and at times reaches out for M25 (figure 4.18 f).

POPE1817 binds to M13 and M43, with one of its tails penetrating in between them and reaching

out for M33, although without also reaching for the M2 helix (figure 4.18 g). It is worth of mention

that intercalation events within the TMD were also briefly observed for other, more mobile, lipid

molecules.

Overall, intercalation mostly occurs for phospholipids, due to the length and flexibility of their
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tails. On the other hand, over longer times, cholesterol may fully penetrate among the helices of

one subunit, thanks to its smaller size.[42] Such an event was observed for cholesterol, POPC and

SDPC, in the 5-HT3A receptor over a timescale of tens of microseconds.[42]

It is also worth noticing that the binding sites are similar among the three models, as they

would be specific of the protein and of the three lipid species investigated. However, as previously

stated, any of these binding events is more likely to be observed when the membrane contains a

higher cholesterol content.

POPC has been previously observed to penetrate within the TMD of membrane proteins, for

example in GLIC,[120], while cholesterol binding events were observed in the adenosine receptor

type 2A,[132] in the G-protein coupled 5-HT1B receptor,[133] in the GABAA receptor,[114] and in

ELIC.[118] A lipid-M2 interaction was also observed for the GABAA receptor.[114]

4.7 Conclusions and Future Perspectives

In this chapter, we continued our investigation of the 5-HT3A receptor, this time focusing on

a well-established phenomenon, namely lipid-protein interaction and its implications on pLGICs

function.[106] Conversely to proline isomerisation, the nature of this process regards a much more

extended region of the protein, that is the whole interface between its TMD and the lipid membrane.

In order to perform this investigation, we carried out molecular dynamics simulations with the

aim to assess the effects of the model membrane composition at the interface with the receptor.

We compared a pure-POPC membrane and two different mixed ones, which also contains the

phospholipid POPE and cholesterol in different content. In particular, they spanned the lower

and upper limits of this lipid concentration in synaptic membranes. The constructed three models

allowed for the distinction of the effects due to the mere presence of a given species from those due

to its exact concentration.

We introduced two different ways to evaluate statistical averages: one considers two shorter

replicas, and one considers a single longer single replica, in this case covering double the time of

a short one. When it came to the evaluation of global or averaged quantities, no qualitative nor

quantitative difference appeared from the usage of these two methods.

Structural stability, as evaluated through RMSDs, and features such as channel width, ion
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portals, and correlations among contacts, did not show significant differences over the simulated

time scales; the receptors remained in a non-conductive state provided that the mixed lipid bilayers

were properly pre-equilibrated before releasing the receptor. Over much longer time scales, which

can access slow structural rearrangements, differences between varied membrane composition may

emerge, with potential roles played by intercalated lipids for example in the stabilisation of pre-

active states,[42] or by patterns of interactions with different functional states of the receptor.[115]

The time scales explored in the simulations allowed however for a meaningful sampling of

lipid diffusion,[141, 142] and consequently of the lipid-protein interactions and binding events. A

multitude of binding events of POPC, POPE and cholesterol molecules to the receptor TMD were

observed in both replicas of all three models. The stochastic nature of lipid diffusion results in a

different local lipid environment around each of the five subunits, so that distinct replicas allow for

a larger sampling of such events. Model C, i.e. the one characterised by the highest viscosity due

to the highest cholesterol content, results to be the one with the highest number of lipid binding

events to the receptor. The binding sites involved one or more of the helices/loop of one or two

adjacent subunits. Certain binding events lead to intercalation within the TMD, either within

the helices of one subunit, or within the grooves between two adjacent ones, potentially forming

contacts and hydrogen bonds with inner structures like the M2-M3 loop and the Cys-loop of the

ECD, which are thought to be relevant protein sections in the signalling transmission cascade of

events triggered by ligand binding and culminating in channel gating.[7, 89]

Our findings also highlighted the different role of phospholipids with respect to cholesterol, since

the three different species compete for binding and interactions with the protein. While cholesterol

affects membrane viscosity, increasing the number of any lipid binding event, phospholipids form

the largest number of hydrogen bonds, due to their higher number of suitable moieties, and are

more able to intercalate within the protein, due to their length and/or the flexibility of their tails,

thus being more likely to reach out for protein sections such as the Cys-loop in the ECD and the

M2-M3 loop in the TMD, and possibly bridging these two loops. The viscosity of the membrane has

been previously reported to influence membrane protein structural features: molecular dynamics

simulations demonstrated how a change from an initial fluid phase to gel phase of the membrane

bilayer affects the structure of the glucose transporter GLUT1, in particular it reduces the size

of the cavities and tunnels traversing and connecting the external regions of the transporter and
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the central binding site.[154] Furthermore, the importance of cholesterol has been experimentally

proven: its depletion affects the distribution on the cell surfaces of 5-HT3AR and of other pLGICs.

It also decreases serotonin-induced current response and desensitisation rates.[106]

Like the investigation described in the previous chapter, this study focused on a non-conductive

apo-state state and, over the simulated times, the receptor structure was stable and did not changed

significantly.

Despite the full picture regarding lipid-protein interactions is still far from being completely

unravelled, our results contributed to the understanding of the phenomenon. Further investiga-

tions aiming at completing the picture may explore more accurate force-fields,[155] coarse-grained

methods for the exploration of longer time scales, different functional states of the receptor,[115]

a larger variety of membrane compositions, or additional replicas for further sampling. Enhanced

sampling methods may also be employed for the study of lipid intercalation or binding (e.g. to

quantify the associated free energy).[156]

In the next chapter, we will focus our attention on the role of the outermost, lipid-facing M4

helices on receptor function. Among other things, we will explore the possibility that this role is

also influenced by the lipid environment.
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Chapter 5

A Point-mutation on the M4 Helix

Influences Channel Function Through

a Radial Mechanism

5.1 Introduction

According to growing evidence in recent literature, the outermost α-helices M4 play a role in

pLGICs function. Besides the role of amphipathic barrier to the hydrophobic lipid environment,

these helices may also play a role in channel gating: in fact, mutations in this section of the receptor

have been shown alter channel opening: in most cases they diminish or inhibit it,[157, 158, 159]

while in one case they promote it.[160] Nevertheless, the mechanism of how this occurs is still to

be understood.

Several experiments were carried out in Xenopus oocytes (i.e. female gametocytes) as well

as in human embryonic kidney (HEK) 293 cells, which are a specific cell line originally derived

from human embryonic kidney cells grown in tissue culture taken from an aborted female fetus.

Mutations in cationic pLGICs M4 helices that do not produce wild-type-like receptors are slightly

beneficial in receptors expressed in Xenopus oocytes, while being uncoupling in HEK293 cells: in

the α7 nAChR, 11 mutations to alanine improve channel function in oocytes,[160] but 8 mutations

to alanine in the M4 of the α4β2 nAChR receptor abolish channel function in HEK293 cells.[161]
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Mutations to alanine in the M4 of the α subunit of the muscle nAChR expressed in oocytes show

both gains and losses of function [162]. These changes in function are all comparatively small,

perhaps because the mutations are only present in two subunits per channel. This difference in

channel function of M4 mutants between expression systems has not been observed in anionic

or bacterial channels. In anionic channels, mutations to alanine, especially of aromatic residues,

generally diminish channel function, regardless of expression system.[163, 158] In the bacterial

pLGICs assayed in the same system (Xenopus oocytes), M4 mutations result in opposite effects:

15 mutations to alanine in the GLIC M4 reduce channel function, while 26 mutations to alanine in

the M4 of ELIC enhance channel function.[164]

Figure 5.1: a) Model of the open structure of the 5-HT3A receptor used for the calculations described
in this chapter (PDB entry: 6DG8). b) Schematic representation of the two proposed mechanisms
of M4 coupling as inferred from the Y441A mutation: “radial” (in light blue) and “vertical” (in
red). Figure from reference [8].

Two main mechanisms have been proposed for M4 coupling ligand binding to channel gating.

For one mechanism, first described by DaCosta et al. in a work on the nAChR,[112] the C-terminal

of the M4, located at the level of the ECD-TMD interface, is needed for interactions between the M4
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and the Cys-loop: the removal of the M4 tip would prevent the channel opening signal from reaching

the TMD. This model finds support in the fact that allosteric positive modulators has been observed

to bind in a cavity in between M3 and M4 helices of the α4β2 nAChR, and to communicate with the

Cys loop through interactions between the last residue of the M4 tip. [165] While the C-terminal

end of the M4 can be removed without abolishing function in both ELIC[164] and the Torpedo

nAChR expressed in Xenopus oocytes,[166] removal or mutation to alanine of C-terminal residues

abolishes function in the 5-HT3A and α4β2 receptor receptor in HEK293 cells.[167, 168, 159, 161]

However the first two studies were performed in Xenopus oocytes, and the latter four in HEK293

cells, indicating that the necessity for the C-terminal domain may depend more on the expression

system than on the specific channel.

The alternative mechanism involves the interaction of M4 residues with residues on the other

helices of the TMD: the signal that can result from such interactions may propagate towards the

centre of the channel and affect channel opening. One M4 mutation, C418W, has been experimen-

tally observed in the Torpedo nAChR, expressed in oocytes, as energetically coupled to S226 and

T229, both on the M1 helix. This mutation, however, does not alter the interactions between the

M4 tip and the Cys-loop.[169]

Overall, while there is consensus that the M4 helices play a significant role in pLGICs function,

this role may depend on many factors, including the specific receptor and the expression system.

In this chapter, we continue our investigation on the 5-HT3AR, focusing on the role of the

M4 helices and aiming at probing the likelihood of both mechanisms to occur in this receptor.

The work described here consists in the in-silico part of a joint computational and experimental

project, which also involved mutagenesis and functional assays performed by Susanne M. Mesoy

and Sarah C. R. Lummis of the Biochemistry Department at the University of Cambridge. The

experiments proved that the 5-HT3A receptor may constitute a unique case when it comes to the

mechanism of action of the M4 helix, in fact they showed that a single mutation to alanine on the

M4 helices inhibit channel opening on ligand: the experiments proved that, when mutating into

alanine each of the 26 residues of the M4 section 434-461, 24 did not result in significant channel

function alteration, 2 affected channel expression, and a single mutation to alanine, specifically

Y441A, abolished channel gating upon ligand binding.[159] This residue (located at the centre of

the M4, as shown in figure 5.1 b) was therefore identified as a potential mediator for the entire M4
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effects on channel function, in this particular receptor.

Past experimental work performed on this very residue showed that the mutation Y441F resulted

in no different responses than a wild-type (WT) receptor, while Y441A resulted in functional

receptors in oocytes, but not in HEK293T cells.[159] Y441 would form interactions with residues

of M1 helix, specifically with F242, M235, and D238. Mutations of these M1 residues were tested

as well: F242A receptors resulted in similar properties to WT ones, as well as M235A receptors

with RIC-3 (a chaperone which has been shown to assist in the expression of 5-HT3AR),[170] while

D238A produced non-responsive receptors with or without RIC-3, thus proving to provide a crucial

interaction between Y441 and D238.

On one hand, Y441 may propagate a mechanical signal to the M4 tip, inducing it to interact

with the Cys-loop, while this may not occur in a Y441A mutated receptor. This can be seen as

inducing (or not inducing) a “vertically-propagating” chain of events from residue 441 to the M4-

tip (where the vertical direction is parallel to the main protein axis of the receptor). The other

mechanism, that would involve a chain of interactions with residues of the other helices, can be

instead described as “radially-propagating”. Both mechanisms are represented in figure 5.1 b.

In this context, we performed molecular dynamics simulations on the wild-type and on a Y441A-

mutated receptor in order to highlight structural and dynamical differences between the two, shed-

ding light on the role of this mutation (and of the M4 in general) on receptor function. We found

hints that the vertically-propagating mechanism may not occur in the 5-HT3AR, and that this

mutation may instead act on D238 on the M1 to affect K255, on the innermost M2. This “ra-

dial” mechanism found confirmation in the experimental observations. Considering the different

lipid composition that characterise the membranes of HEK cells and oocytes,[171, 172] we also

investigated the possibility that some lipid-related effect may take place around residue 441.

The work presented in this chapter was accepted as a paper in the early 2021, appropriate

references are made where relevant.[8]

5.2 Receptor Models and Simulations

For the study of the role of M4 helices in the 5-HT3AR, we built a model that is based on the

cryo-EM serotonin-bound, open structure resolved by Basak et al. at 3.89 Å resolution (pdb entry:
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6DG8 [5]), shown in figure 5.1 a). This system contains five serotonins (5-HTs), one per pocket,

which are located at the interface between adjacent subunits.

The choice of an open model was based on the assumption that this structure would be repre-

sentative of a late stage in the cascade of events that leads to gating, and on the assumption that

the Y441A would play its role at a much later stage with respect to ligand binding. This structure

comprises the TMD, the ECD, and part of the ICD: the highly flexible residues 333-396 (in the

ICD), which include the long MX-MA loops, were not resolved and not reconstructed by us, not

only because of their considerable length (which would result in a large solvation box), but also

because they would unlikely influence the M4 helices.

The model was protonated at neutral pH, and embedded in a lipid membrane containing 35%

POPC, 35% POPE, and 30% cholesterol, by using the CHARMM-GUI web-based membrane

builder,[173] resulting in an area of about 124 Å by 127 Å . This 6:7:7 concentration was cho-

sen as to resemble the composition of HEK cells membranes: its cholesterol/phospholipid ratio is

0.42 molarity, closer to the value of 0.48 in HEK cells[172] than to that of 0.6-0.7 in oocytes.[171]

Furthemore, this ratio has been used in past simulations of membranes with cholesterol (6), POPC

(7) and another lipid (7) for the study of serotonin receptors, including our own described in the

previous chapter.[42, 140, 3] Finally, cholesterol is important as this lipid is present in high concen-

tration in brain cells membranes,[134, 135] as previously mentioned, and a mixed membrane could

prove important for a cooperative modulation of the effects of the Y441A mutation.

The system was then solvated in an orthorhombic supercell, with a 15 Å buffer of TIP3P water

and with 0.15 M of Na+ and Cl− ions to reproduce physiological conditions, together with 5 Cl−

counterions to counterbalance the positive charge of the five bound serotonins. Once we prepared

this wild-type receptor (WTR) model, we turned the five Y441 into alanine by using PyMOL,[174]

in order to create a second, mutated receptor (MR) model. In total the WTR model had 226,082,

while the MR model had 226,027 atoms.

The systems were simulated with the NAMD 2.13 molecular dynamics (MD) package[80], and

the Amber ff14SB[55] and LIPID14 force-field.[59] The five serotonins in the binding pockets were

parametrised as described in the following section.

The simulation time step was 2 fs, and the bonds containing hydrogen were constrained with the

SHAKE algorithm. Particle Mesh Ewald was used for the electrostatic interactions and a cut-off of
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10 Å was employed for the non-bonded interactions. At the beginning, both models underwent an

energy minimisation procedure, then a slow heating and a partially restrained equilibration (with

the protein α carbons and the serotonin rings restrained, while the lipids were free to diffuse).

Since the diffusion of lipid membranes occurs over time scale of the order of tens to hundreds of

nanoseconds,[141, 142] the equilibration stage lasted 148 ns in total, while slowly releasing the

chosen restraints. Table 5.1 describes the full equilibration procedure.

Restraints [kcal/molÅ2] Duration [ns]

25 50
Rescaling 3
15 50
Rescaling 4
8 10
Rescaling 4
4 10
Rescaling 7
1 10

Total: 148

Table 5.1: Full equilibration procedure for both the WTR and the MR. The restraints were applied
on protein α carbons and on 5-HT rings. Table from reference [8].

After the equilibration, a production run was performed for both models. Open-channel models

require particular care in order to prevent the collapse of the structure, including the possible

closure of the channel.[115] For this reason, the production was simulated with 1.0 kcal/molÅ2

restraints on the α carbons of M2, MA, and MX helices.

This was carried out within the isothermal-isobaric (NPT) ensemble for every model at a tem-

perature of 310 K, which is above gel transition temperature for all lipid species,[143, 144] and at

a pressure of 1 atm. The temperature was controlled by means of a Langevin thermostat with a

collision frequency of 1.0 ps−1, and the pressure was maintained with a Langevin piston barostat

with an oscillation period of 200 fs and a damping time constant of 100 fs.

For both the WTR and the MR, two replicas of 250 ns each were simulated, referred in the

following as R0 and R1. This choice was made as a consequence of the stochastic nature of the

Langevin dynamics, which would produce different trajectories in different replicas, affecting the

diffusion of lipid molecules in particular, to whom the outermost M4 helices are exposed. Most of

the analysis were performed over the conjunction of the time windows 50-to-250 ns of both R0 and
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R1 (R01-400), similarly to what done in the previous chapter. However, the analysis of quantities

that needed to be expressed as functions of time, or that would be dependent on the order of the

union of R0 and R1, were carried out separately for R0 and for R1.

5.2.1 Serotonin Parametrisation

Since it is not a standard residue, the serotonin molecule (5-HT) had to be parametrised, i.e.

its atoms needed to be assigned with atom types from the general Amber force field [54] and

their partial charges needed to be evaluated with ab-initio calculations. This was done with the

packages Antechamber[175] and Gaussian09E respectively.[63] The serotonin binds to the receptor

in its protonated form, i.e with a terminal, positively charged amine group. Its structure can have,

in principle, some conformational variability due to the rotations of its hydroxyl group, and to the

flexibility of its tail. Thus, we calculated the partial charges by considering 12 conformations, each

with a different orientation of those two groups.

Each of the serotonin structures (characterised by a unique orientation of the tail and of the

hydroxyl group) was optimized at the density functional theory level with the b3lyp exchange and

correlation functional[176] and a 6-31G* basis set. A single point energy calculation was then

carried out on the optimized geometry at the Hartree Fock level with the same 6-31G* basis set

(for consistency with the Amber force field parametrization). A multiconformational RESP fitting

was then performed for the calculation of the partial charges.[64] Atom types and partial charges

are reported in Appendix B.

5.3 Protein and M4 Stability

As a preliminary analysis, the stability of the protein, and of the M4 helices in particular, was

studied by looking at the RMSD of the backbone atoms with respect to the last step of the

equilibration protocol outlined in table 5.1, as a function of time, for both the WTR and the

MR, and in replicas R0 and R1. They demonstrated that the simulated models are stable over the

explored time windows.
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Figure 5.2: RMSD of the protein in the WTR and in the MR, in replicas R0 and R1. Figure from
reference [8].

Figure 5.3: RMSD of the M4 helices in the WTR and in the MR, in replicas R0 and R1. Figure
from reference [8].

5.4 The Vertical Mechanism

We first studied the likelihood of a vertically-propagating mechanism from the Y441(A) to the

M4 tip (shown by figure 5.1), by investigating dynamics and interactions of the M4 residues. In

the overall project, this part regarded in-silico calculations only; its hypothesis being based on

the findings of experiments performed upfront of the project.[159] The dynamics of the M4 can

be examined by means of the RMSF (Appendix A) of the backbone atoms of each of its residues.

This was calculated over R01-400 with respect to the post-equilibration positions, for the backbone
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atoms of those residues, and averaged over each of the five subunits (the errors were calculated as

maximum semidifferences). The results are shown in figure 5.4.

Figure 5.4: RMSF of backbone atoms of M4 amino-acids. Figure from reference [8].

Since the bottom of M4 is restrained, similarities or differences would be spurious and thus not

to be considered in this region. Around 441, the residue fluctuations are around 1 to 2 Å, and

increase (as well as their variations over subunits) towards the top of the helix, which is located at

the interface between the lipid membrane and the solvent, and thus allowed to move more freely.

This is shown by figure 5.5, that gives the average z component (with the z axis being the parallel

direction to the main protein axis) of the distance between the centre of mass of the ring given by a

certain M4 residue in the five subunits and the nearest layer of lipid heads (phosphorus for POPC

and POPE, oxygen for cholesterol), calculated over R01-400. The results hold for both the WTR

and the MR, which therefore show almost no difference in their dynamics. Most interestingly, on

average, the 441 residue itself does not seem to be affected by the lack of the side chain.
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Figure 5.5: Average z component of the distance between the centre of mass of the ring given by a
certain M4 residue in the five subunits and the nearest layer of lipid heads (identified by phosphorus
for POPC and POPE, and oxygen for cholesterol). This is shown for the WTR (blue) and the MR
(yellow), for each of the M4 residues.

The top of the M4 helix, then, appeared not to depend on the properties of residue 441. To

confirm this, we aimed at evaluating the effect of the dynamics of residue 441 backbone atoms on

the residues above, alongside M4. Thus, we calculated the time-averaged dynamical correlation

(see Appendix A) of this residue (in both R0 and R1 and in the five subunits) with respect to

the backbone atoms of two representative amino-acids; Y448 and W459 (figure 5.6).[177] Y448 is a

residue facing inward that can prove as an important pinning level (e.g. by means of π interactions

with Y286), while W459 is a relevant candidate for π interactions and hydrogen bonds with the Cys-

loop. Mutation of either of these two residues diminishes or abolishes cell surface expression.[159]
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Figure 5.6: Left and centre: average dynamic correlation of residue 441 backbone atoms with those
of residues 448 and 459 (in replicas R0 and R1 respectively). Right: location of residues 441, 448
and 459 on the M4 helix. Subscripts refer to subunits. Figure from reference [8].

The correlations between 441 and 448, 459 resulted subunit- and replica-specific, although the

441-448 correlations are consistently higher than the 441-459 ones, given that Y448 is closer to

residue 441 with respect to W459. For the pair 441-448 they reach values around 0.8 (with an

average of 0.69 ± 0.07), while for the pair 441-459 they never surpass the relatively low value of

0.6 (with an average of 0.24 ± 0.13). This implies that the motions of 441 are not correlated with

those of the top of the helix.

Next, we calculated, over R01-400, the time- and subunit-averaged interactions of relevant M4

residues, including hydrogen bonds, π-π interactions and anion-π interactions, shown in figures 5.7

and 5.8).

Figure 5.7: Hydrogen bonds of M4 tip residues, from 458 to 462. Figure from reference [8].
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Figure 5.8: π-π interactions (F438-F424, 441-F242, Y448-Y286, W456-F144, W459-F144) and
anion-π interactions (441-D238) of different residues of the M4 helix. Figure from reference [8].

Figure 5.7 shows that W459 is indeed the only M4 tip residue that can form hydrogen bonds

with the Cys-loop, despite their frequency are not particularly high. However, no major differences

are observed between the WTR and the MR when it comes to either hydrogen bonds and aromatic

interactions, except for the fact that the lack of the side chain of residue 441 in the MR prevents

this residue from reaching out for and forming interactions with its neighbouring amino-acids.

Overall, these findings pointed out that a vertically-propagating mechanisms would not take

place in this receptor.

5.5 The Radial Mechanism

Then, we studied the likelihood of a radially-propagating mechanisms from the Y441(A) (shown

by figure 5.1 b), by investigating differences in the interactions between this amino-acid with close

residues on the other helices M1, M2, and M3. Mutagenesis experiments in HEK293 cells revealed

that mutations to alanine of all residues potentially interacting with Y441 (M235, D238, F242,

C290 and S297, shown in figure 5.9) proved that only the mutation D238A has a similar effect to

Y441A, i.e. the two corresponding mutated receptors did not open in response to ligand addition,

despite they both bind the ligand at the cell surface.[8]
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Figure 5.9: Y441 residue in the M4 helix and the amino-acids investigated with mutations: M235,
D238, and F242 (on the M1 helix), and C290 and S297 (on the M3 helix). Figure from reference
[8].

Given the experimental evidence, we decided to investigate the possible effects that take place

between the residues 441 and 238, and that could be altered by Y441A mutation.

We investigated the time- and subunit-averaged hydrogen bonds of residue 441 and D238 with

other residues of the four helices, over R01-400 (figure 5.10) for both the WTR and the MR. The

associated errors are calculated via error propagation from the five standard deviations of time-data

for each of the single subunits.

Figure 5.10: Hydrogen bonds of residue 441 (left) and D238 (right) with nearby protein residues.
Figure from reference [8].

Between the WTR and the MR, no major differences were noticed, except for the lack of

hydrogen bonds between 441 and 238 in the MR, which is simply due to the missing side chain of

residue 441 in the MR. However, both residues 238 and 441 appeared able to make interactions with

121



K255, a positive lysine on the M2 helix, only five residues away from L260, which (as described in

previous chapters), makes for a suggested hydrophobic gate of the channel.[14, 15] The side chain

of K255 stretches in between M1 and M3, and is directed towards the middle of the four TMD

helices. Its terminal nitrogen is, therefore, in a convenient position for the formation of hydrogen

bonds with close residues, as shown in figure 5.11.

Figure 5.11: Representation of residues 441, K255, and D238, in the WTR and in the MR. Figure
from reference [8].

Figure 5.12: Distributions of the distance between the Cγ of D238 and the side chain nitrogen of
K255, in the two models. Figure from reference [8].

Direct hydrogen bonds between Y441 and K255 are possible in the WTR, however they are

barely within reach with each other and thus they only occurred for a tiny fraction of the simulation

time explored. On the other hand, the D238 terminal oxygens formed hydrogen bonds for a

considerable fraction of time. The distribution over time and subunits, evaluated over R01-400,
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of the distance between the Cγ of D238 and the side chain nitrogen of K255 showed two peaks in

both the WTR and the MR (figure 5.12). One peak was observed around 7.5 Å for the MR and

around 5.5 Å for the WTR, and proved how the absence of Y441 side chain allows for D238 to be

farther away from K255 with respect to the WTR. The other peak was found around 3.5 Å for

both the WTR and the MR, and was higher for the WTR than for the MR, reflecting the hydrogen

bond between K255 and D238, which was observed for longer times in the WTR. Here, errors were

calculated via error propagation from the ten standard deviations of data over time for each of the

single subunits and for the two replicas R0 and R1.

Further experiments were made in order to assess the effect of K255 mutations in HEK293

cells.[8] While K255A behaves like the WTR, mutations to amino acids with shorter side chains

that preserve the ability to form hydrogen bonds (namely C, E, and Q), resulted in a reduced

EC50. Moreover, the mutated K255L receptor, while expressed to cell surface, is non-responsive

upon ligand binding. These observations suggested that K255 is in some measure implicated in the

coupling effect of Y441 and D238.

5.6 Lipid Influence on the Y441 Mechanism

Experiments in Xenopus oocytes revealed how, unlike what observed in HEK293 cells, Y441A

and K255L resulted in wild-type-like responses. This seemed to point out that the Y441-mediated

coupling is not necessary in Xenopus oocytes, where a potential rescuing effect might take place, i.e.

an effect that would compensate for the lack of side chain of Y441 by conveying a similarly-acting

mechanism.

We deemed the membrane composition as a likely candidate for a rescue/inhibitory factor

that differs between the two cases. Thus, we investigated possible lipid-related effects on Y441 and

nearby residues in both the WTR and the MR. While the two models have a membrane of the same

composition, and their starting conformation use the same lipid distribution around the protein,

the local lipid environment around each of the five subunits would be different over time, given the

random initial distribution and the stochastic nature of lipid diffusion during the simulations.

To evaluate the fitness of 441 as a binding site for lipid molecules, we calculated the proxim-

ity lifetime distributions of lipid molecules around it. This calculation was performed for the two
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replicas R0 and R1 separately, since the lifetime depends on the specific replica. For this calcula-

tion, we considered multiple time windows, shifted by 5 ns, and evaluated averages and standard

deviations for each 5 ns time period, similarly to what performed in the previous chapter. The

results are shown separately for phospholipids and cholesterol in figure 5.13: POPC and POPE

were considered together, since residue 441 is at the level of their tails (as shown in the following),

which are indistinguishable for POPC and POPE.

All lifetimes distributions were characterised by fast decays. Cholesterol was characterised by

a single binding event that lasts for around 15 ns in replica R1 in the WTR, while phospholipids

exhibited a certain number of binding events that lasted up to 25 ns. Nonetheless, no event was

observed for any longer duration, this could be a hint that interactions with lipids at the level of

441 are feeble.

Figure 5.13: Proximity lifetimes distributions of any phospholipid (top) and of any cholesterol
(bottom) close to residue 441 in the WTR model (blue) and in the MR model (yellow), and for
replicas R0 (left) and R1 (right). The distributions are shown for residence times larger than 5 ns.
Figure from reference [8].
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We calculated the z component of the distance from the centre of mass of the five residues

441 to the centre of mass of lipids selections of the upper and lower leaflet: cholesterol centre of

mass (COM), cholesterol oxygen (O1), phospholipid (PHOSP) centre of mass (COM), phospholipid

phosphorus (P31), and phospholipid head nitrogen (N31). The results are shown for R01-400 in

figure 5.14.

Figure 5.14: z component of the distance from residues 441 centre of mass of to that of lipids
selections of the upper and lower leaflet, for the WTR (blue) and the MR (yellow). Figure from
reference [8].

Information about the relative height of lipid molecules with respect to residue 441 can be used

to make assumptions on the type of lipid binding events and interactions that can take place at

the level of this amino-acid. The graph shows that this residue was found at the same height of

cholesterol molecules centre of mass and phospholipid tails of the lower leaflet. Phospholipid tails

could disrupt the interactions between residue 441 and D238, perhaps when intercalating within the

subunit thanks to their flexibility (as observed in the previous chapter). Phospholipid heads are, on

average, farther from residue 441, but could still form sporadic hydrogen bonds with this residue

or with D238. Cholesterol, on the other hand, could form π-π interactions with the side chain of

residue 441 in the WTR, hydrogen bonds with either residue 441 or D238, or could intercalate

within the subunit. Cholesterol was previously observed interacting with 441 by means of π-π

interactions as well as hydrogen bonds prior to intercalation within the subunit.[42]
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The hydrogen bonds between residue 441 (or D238) and lipid molecules, calculated throughout

replicas R0 and R1 for the two models, are shown in figure 5.15, and represented via MD snapshot

in figure 5.16.

Figure 5.15: Hydrogen bonds between residue 441 (or D238) and lipids.

Figure 5.16: Representation of the hydrogen bonds between lipid molecules and residues 441 and
238 in the WTR and in the MR. Figure from reference [8].

In the simulations, only feeble hydrogen bonds were seen between lipid molecules and residues
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441 and 238. In subunit 5 of the WTR, a POPE molecule formed hydrogen bonds with both Y441

and D238, pulling D238 away from K255 (figure 5.16 a). In the MR, other hydrogen bonds were

observed. In subunit 1, a cholesterol molecule made hydrogen bonds, able to push D238 outward

and away from K255 (figure 5.16 b1), but this did not result in a pulling of D238 in other time-

frames (figure 5.16 b2). Besides, a POPE molecule in subunit 1 formed hydrogen bonds with D238

that did not prevent it from also interacting with K255 (figure 5.16 c). Another POPE molecule

interacted with D238 of subunit 5, which instead resulted in pulling this residue outward (figure

5.16 d).

Thus, lipids interactions in this region appeared to be isolated phenomena, and may not neces-

sarily promote nor inhibit the interactions between D238 and K255. Cholesterol, whose content in

the membrane constitutes a major difference between HEK cells and oocytes, appeared to be able

to interact with both Y441 and D238, but with unclear effect on the hydrogen bond between D238

and K255.

5.7 Conclusions and Future Perspectives

In this chapter, we aimed at elucidating the role and mechanism of the M4 helix on receptor

function, by focusing on the uncoupling Y441A mutation, experimentally suggested as a possible

proxy of the whole M4 coupling mechanism. We demonstrated that the M4 mediation, conveyed

by Y441, does not occur by means of interactions of the M4 tip with the Cys-loop via a “vertically-

propagating” mechanism, conversely our simulations support a “radially-propagating” mechanism

of action through the M1 residue D238, which in turn interacts with the M2 residue K255.

The results obtained, supported by the experiments, lead to the suggestion that the Y441-

mediated mechanism relies on the interactions between D238 and K255. These may help pull the

hydrophobic gate (L260), located only 1.5 helical turns away from K255, in the process of opening.

Mutations of residue 255 with shorter residues prone to form hydrogen bonds (C, E, and Q), might

still allow for the M2 helices to bend away from the pore, reducing the work required to open the

channel. However, in our simulations the M2 helices were restrained, thus preventing the check

of any bending. As for the mutation K255A, there might still be ample room for the M2 helix to

move on channel opening, thus resulting in wild-type-like behaviour. As for the mutation K255L,
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the bulky nature of the hydrophobic side chain of leucine may block outward M2 movements, thus

preventing channel gating.

We argue that a functional mechanism involves the middle of the M4 helix, and, according

to the experimental findings, is necessary in HEK cells but not in Xenopus oocytes. This would

imply either that some factor present in oocytes can rescue these mutants, or that some other

factor present in HEK cells inhibits the mutants, but not the wild-type receptors. Considering the

closeness of the mutated residue 441 to the lipid membrane, together with the current knowledge

that lipids interact with pLGICs (described in the previous chapter), it was reasonable to consider

a lipid-related effect that would take place only in oocytes or HEK cells. Cholesterol in particular

makes for a significant difference in the composition of oocytes membranes with respect to HEK

cells, being more abundant in the former; besides, the addition of cholesterol to reconstituted

membranes enhances pLGIC function.[178, 179]

Neither a rescuing factor that would be present in oocytes, nor an inhibitory factor present in

HEK cells would necessarily be observable in the simulations presented here. This is because lipid

interactions and other lipid-related effects depend on the local lipid environment around each of

the five subunits, and only provide information on the role of the involved lipid species. From the

simulations, our conclusion is that only sporadic lipid binding events and interactions took place

at the level of Y441. Given the results, presented in the previous chapter, that cholesterol content

enhances the likelihood of any lipid binding event to the surface of the receptor, we speculate that

the membrane of oocytes, with higher cholesterol content, may promote additional binding events

close to residue 441. However, we cannot conclude that these events would indeed be responsible

for a difference in the mechanism induced by residue 441.

Future in-silico studies may focus on providing an explanation, at the atomistic level, of the

working mechanism (or lack thereof) of other K255 mutations, or may try and shed light on the

role of lipids in this area by means of longer simulations, in order to produce a larger statistics of

possible lipid interactions with or near Y441. Enhanced sampling methods may also be employed

for evaluating the free energy of lipid binding to or around residue 441.

In the next chapter, we will focus our attention on the ECD of the 5-HT3AR, considering the

same open, serotonin-bound model we built for this project. In particular, we will focus on the

unbinding of 5-HT from its orthosteric pocket.
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Chapter 6

The Unbinding of Serotonin from the

Orthosteric Binding Site of the

5-HT3A Receptor

6.1 Introduction

In drug design, great importance is attributed to the phenomena of binding and unbinding of a

ligand from the binding sites of receptors, not only because it is important to identify ligands with

large affinity for the target proteins (measured by means of the thermodynamic equilibrium binding

constant Kb), but also because the residence time in the pocket is significant.[180, 181] In fact,

in-vivo drug selectivity is best achieved when the residence time is large for the target protein in

comparison to other, non-desired ones.[182] However, engineering the chemical structure of a ligand

in order to tune its unbinding kinetics remains challenging.

The binding rate constant kon can be calculated with different methods, including molecular

dynamics, brownian dynamics, and Markov State Models, while the unbinding rate koff is more

difficult, due to the presence of large free energy wells that lead to large unbinding times, making

the process a rare event that unbiased MD simulation struggle to sample.[183] Moreover, it requires

either bound structures available for the creation of computational models, or the usage of docking

techniques to place the ligand inside the pocket in apo-structures. One way to evaluate it consists in
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estimating kon first, and then obtaining it from the relation kon/koff = Kb. On top of the challenge

of reconstructing the binding constant Kb from simulations, this method is also affected by large

uncertainties. Alternatively, koff can be calculated directly. The challenge here stems from the

presence of large free energy wells, which result in large unbinding times. To tackle this problem,

different methods have been proposed, including Markov State Models[184] and metadynamics.[67]

A standard protocol for studying the unbinding of a ligand from its pocket would start off with

unbiased molecular dynamics simulations.[185, 183, 44] These would first assess the stability of

said molecule and of the binding pocket, and provide a picture of the most important interactions

and/or events that take place in the bound state. Afterwards, exploratory metadynamics can be

used to identify slow-varying degrees of freedom that characterise the unbinding process. With

this knowledge, several replicas of metadynamics can be produced, each stopping at the moment

of unbinding. The metadynamics times can then be reweighted, so to reconstruct the unbinding

time distribution. For such a process, under the condition of no bias being deposited at the

transition state, the law of rare events holds: hence, if collective variables are correctly identified,

the distribution is expected to be Poissonian.[77] Typically, several states (i.e. a collection of

simulation frames, clustered according to the RMSD of the ligand, which are characterised by

specific interactions) along the unbinding paths can be identified. A Markov State Model can then

be constructed to calculate the transition rates among these states, by restarting new metadynamics

replicas from each of the identified states. A distribution of transition times between each i-th and

j-th state can be constructed, and thus an associated kinetic rate kij . Then, the different rates

kij can be used to build a matrix of the full kinetic process: koff is estimated as the fundamental

relaxation rate of the kinetic model, i.e. the negative of the largest nonzero eigenvalue of the

transpose matrix.[183, 186, 185, 187]

This protocol has been successfully used in the past.[183, 185] Casasnovas et al. studied the

unbinding of an inhibitor of the pharmacologically relevant target p38 MAP kinase (a mitogen-

activated enzyme),[183] reconstructing the kinetics of the whole process and providing an in-silico

estimation of koff in good agreement with its experimental value. In this work, unbinding meta-

dynamics made use of two sets of CVs. In one case, the chosen CVs were the coordination number

with water oxygens within 8 Å of the ligand centre of mass, together with the distance between the

centres of mass of the pocket and of the ligand. In the other case, the path CVs s and z, as described
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for the first time by Branduardi et al.,[188] were employed, leading to similar results. Tiwary et

al. performed a similar work on the trypsin-benzamidine complex, making use of the path CV s

and a torsional angle that defines the orientation between the ligand and the pocket.[185] Tiwary

et al. also studied the unbinding of the anticancer drug dasatinib from the c-Src kinase, by means

of infrequent metadynamics, using the distance between the centre of mass of the ligand and the

centre of mass of hydrogen bond-forming moieties of amino-acids of the pocket, together with the

solvation state of the pocket, revealing the importance of water-mediated hydrogen bonding as a

switch that controls unbinding.[187] The usage of infrequent metadynamics for ligand dissociation

was benchmarked by Pramanik et al.,[74] proving how this method produces similar binding free

energy profile, dissociation pathway, and ligand residence time as unbiased molecular dynamics,

with an improvement in terms of computational cost.

For (un)binding problems, other methods can also be employed for the calculation of the bind-

ing/unbinding rate, or for estimating the associated free energy, which can provide useful insights

into these processes. Free energy calculations can be performed with metadynamics (for exam-

ple in the form of “funnel” metadynamics), steered molecular dynamics, umbrella sampling, and

other methods. However, the reconstruction of the binding/unbinding free energy (for example in a

metadynamics run) requires to thoroughly sample the process, leading to multiple crossings of the

binding/unbinding free energy barrier in order to reach a diffusive state in a single run, unlike the

multiple, first-passage runs required for the reconstruction of the kinetics of unbinding processes.

Examples of works using metadynamics are listed in the following. Comitani et al. carried out

funnel metadynamics simulations in order to study the binding free energy of γ-aminobutiric acid

to the insect resistance to dieldrin (RDL) receptor, a pLGIC,[16] revealing the sequence of events

leading to binding and highlighting the importance of charged residues (arginine and glutamic

acid) for the capture of the zwitterionic ligand from the solvent and its positioning into the binding

pocket. Brotzakis et al. computed the binding free energy and the unbinding rate in the benzami-

dine/trypsin system by combining a variational approach with funnel metadynamics.[189] Bernetti

et al. combined Markov State Models and path metadynamics to calculate the binding free energy

for the antagonist alprenolol to the β2-adrenergic receptor, also identifying the minimum free energy

path leading to the bound state.[190] Capelli et al. studied the unbinding of the agonist iperoxo

to the human neuroreceptor M2, reconstructing the associated free energy landscape by means
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of funnel metadynamics.[191] Capelli et al. also developed an extension to funnel metadynamics

that makes use of spherical coordinates of the ligand centre of mass as CVs, thus probing differ-

ent exiting paths. This methods was tested on a lysozyme T4 variant in complex with a benzene

molecule, evaluating the binding free energy and identifying novel as well as previously reported

pathways.[192] Haldar et al. proposed a method that combines enhanced sampling simulations and

quantum mechanics/molecular mechanics (QM/MM) methods for the free energy and kinetics of

binding, tested on the complex of the anticancer drug Imatinib and the Src kinase.[193] Zhou et

al. introduced a variational-implicit solvent model for the study of (un)binding free energies, and

described how it can be combined with the string method for obtaining the minimum energy paths

and transition states between the various metastable hydration states.[194]

Figure 6.1: Representation of loops of the orthosteric binding pocket of the 5-TH3AR (PDB entry
6DG8) and important amino-acids for 5-HT binding according to the literature: loop C (red), loop
B (blue), loop F (yellow), loops G, D, E (green). Tyrosines are shown in pink, tryptophans in
mauve, aspartic acids in lime, glutamic acids in brown, arginines in cyan, phenylalanines in ice
blue, and serines in silver.

In this chapter, we focus our investigation on the behaviour of serotonin (5-HT) in the orthosteric

pocket of the 5-HT3AR, located in the ECD in between adjacent subunits (as depicted in figure
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1.10 in the introductory chapter). Our goal is to characterise its interactions within this site, and

to set up a preliminary set of simulations that would provide the basis for a future study of the

kinetics of unbinding for serotonin from the 5-HT3AR, and for the calculations of the associated

koff . To date, no experimental value is yet available for this quantity for 5-HT and the 5-HT3AR.

Previous studies on the key interactions between 5-HT and the pocket are present in litera-

ture. According to mutagenesis experimental data, Glu129 (here Glu102) of Loop A interacts with

5-HT,[195] as well as Trp183 (here Trp156) of Loop B,[196, 197] Tyr234 (here Tyr207) of Loop

C would provide part of the aromatic box of the pocket,[198] while several residues of loops D,

E and F would contribute to the binding of the competitive antagonist granisetron,[199] among

which Trp63 and Arg65 (loop D),[200] and Trp168, Asp177 and Ser179 (loop F).[201] The cocrystal

structure of the 5-HT3R-mimicking acetylcholine binding protein in complex with the anti-emetic

drug palonosetron revealed the importance of residues Trp156 and Tyr126, the former interacting

by means of a cation-π interaction and the latter interacting via hydrogen bonds.[202] Docking

techniques proposed Tyr143 (here Tyr116), Tyr234 (here Tyr207), Trp183 (here Trp156), Tyr153

(here Tyr126), as relevant residues for 5-HT binding.[203] An ab-initio study identified three pos-

sible models for the interactions network: model A with Tyr153 (here 146), Lys154 (here 147), and

Asn152 (here 145); model B with Tyr143 (here 136), Val142 (here 135), and Val144 (here 137); and

model C with Ala235 (here 228), Ser233 (here 226), and Tyr234 (here 227).[204] A further in-silico

work studied the binding pocket by docking 5-HT to the crystal structure of the 5-HT3A receptor

(PDB entry: 4PIR), and performing subsequent molecular dynamics simulations.[44] This identi-

fied key interactions with Tyr126, Trp156, Arg65, Trp63, Glu209, Phe199, and Tyr207. Moreover,

microseconds-long simulations of the crystal structure of the 5-HT3A receptor in complex with a

multitude of 5-HT molecules revealed a number of binding events into the pocket,[42] highlight-

ing interactions with Glu209, Arg65, Tyr207, Phe199, Glu102, Trp63, Asp202, Trp156, and also

showing how a salt-bridge between Asp202 and Arg65 helps stabilising loop C. Recently, molecular

dynamics simulations were performed to assess the binding, in the 5-HT3AR, of the antagonists

palonosetron, granisetron, dolasetron, ondansetron, and cilansetron, highlighting the importance

of residues Glu102 (Loop A), Trp156 (Loop B), Tyr207 and Asp202 (Loop C), Trp63 and Arg65

(Loop D), Asp42 (Loop G), Tyr126 (Loop E), and Trp168, Pro171, Leu167, Trp168, Arg169,

Asp177, Lys178 (Loop F).[205]
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Overall, there is consensus on what are the key residues for serotonin binding in the 5-HT3A

receptor. Figure 6.1 provides a representation of some of the most important residues of the

orthosteric pocket according to the literature.

6.2 Models and Unbiased Simulations

Figure 6.2: Representation of serotonin, with atom names.

In order to assess stability and interactions of serotonin in the orthosteric binding pocket, we first

performed molecular dynamics simulations. The model and the MD simulations are the same

described in the previous chapter. The model is based on the open, serotonin-bound cryo-EM

structure (PDB entry: 6DG8).[5] This structure was ideal for the scope, as serotonin is bound and

we did not need to apply approximate Docking methods to place it inside the orthosteric pocket. We

made use of both the wild-type receptor (WTR) and the Y441A mutated receptor (MR), each with

two NPT replicas of 250 ns each (with the first 50 ns considered as equilibration). Since the Y441A

mutation is the only feature that distinguishes the MR from the MR, and is located in the TMD

far away from the orthosteric binding pocket, we assumed that it would not have any significant

influence on the serotonin interactions and therefore all four replicas could be used for statistics.

Besides, having one serotonin in each of the five pockets (all starting from the same conformation,

in the cryo-EM structure) also allows for a large statistics. Except for those quantities which are

explicit functions of time, all analysis were performed on the conjunction of the four 200-ns-long

time windows of the four replicas (R4).
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6.2.1 Serotonin Dynamics

Figure 6.3: RMSD of 5-HT rings at the interface between subunits (5 and 1, 1 and 2, 2 and 3, 3
and 4, and 4 and 5) in the WTR and in the MR, replicas R0 and R1.
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We first assessed the stability of serotonin in the pocket in the MD simulations, by studying the

RMSD of its aromatic atoms over the four replicas, and considered separately for each subunit

interface, with respect to the first time step of each 250-ns-long replica. The results are shown in

figure 6.3.

No 5-HT molecule spontaneously exited the binding pocket in any of the simulations, and for

the most part of the simulations were stable in the pocket, as the initial pose is kept for the vast

part of simulation time in all replicas. However, different stable poses were identified, corresponding

to the plateaus at higher RMSD in subunits 5-1, WTR replica R1, subunits 2-3, WTR replica R0,

and subunits 4-5, MR replica R1. These poses will be discussed in the following.

Next, we assessed the stability of the pocket itself, by looking at the RMSD of the backbone

atoms of the pocket main loops: B, C, D, E, F, G. The results are separately considered for the

various replicas with respect to the first production step, and shown in figure 6.4.

Figure 6.4: RMSD of loops B, C, D, E, F, G in the WTR and MR, replicas R0 and R1. Loops G,
D, E are grouped together considering their closeness.
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While all loops are overall stable in every replica, loop C and loop F result more dynamical

then the others. Loop C, in particular, has been previously suggested as a flexible loop that

acts a shield from the external solvent, and that opens and closes during the binding/unbinding

process.[206, 9, 16]

To further assess the dynamics of 5-HT within the pocket, we looked at the fluctuations of the

angles formed by 5-HT main axis (defined as the longer axis that crosses its two aromatic rings)

with the x- and the z-axis. The vectors used for defining these angles are shown in figure 6.5 a:

~a is the vector parallel to 5-HT aromatic rings main axis, ~axy is its projection onto the xy-plane,

and ~b is the vector normal to the aromatic rings. We considered two angles, one between ~axy and

the x-axis, and one between ~b and the z-axis. The fluctuations (i.e. the standard deviations) of

these angles, considered over R4, were around 8◦ and around 1◦ respectively, demonstrating that

the orientation of 5-HT with respect to the pocket residues is well maintained during the MD

simulations. Moreover, we investigated the fluctuations of the dihedral angle (represented in figure

6.5 b) of 5-HT tail to enquire about its torsion, which resulted around 40◦, proving how 5-HT tail

has some freedom to rotate even when 5-HT is in its stable pose.

a) b)

Figure 6.5: a) Schematic representation of vectors ~a (parallel to 5-HT principal axis), its projection
~axy onto the xy-plane, and ~b (normal to 5-HT aromatic rings). z is parallel to the protein main

axis. b) Dihedral angle (in yellow) chosen to investigate torsions of the tail of 5-HT.
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6.2.2 Serotonin Interactions in the Binding Pocket

Interactions are the way a ligand triggers structural modifications within the protein, and help

stabilising it in the orthosteric pocket. Thus, for (un)binding problems, the understanding of the

main interactions that occur between the ligand and the residues of the pocket is of paramount

importance. This can be easily achieved by studying a bound structure with unbiased molecular

dynamics simulations.

Serotonin can engage in hydrogen bonds through the NH3 group on its tail (whose nitrogen

is here labelled as NZ), its hydroxyl group (labelled as OH) and its amine group (whose nitrogen

is labelled as NE1) (all 5-HT labels are shown in figure 6.2). It can also engage in π interactions

thanks to its positively-charged tail (which provides the cation in cation-π interactions) and its two

aromatic rings (which provide the aromatic part in π-π, cation-π, and anion-π interactions).

Figure 6.6 reports the time-, subunit-, and replica-averaged hydrogen bonds between serotonin

and the residues of the pocket, while figure 6.7 reports the water-mediated hydrogen bonds with

the pocket. Both were calculated over R4. Errors were evaluated as standard deviations over the

time-averaged and replica-averaged data, and propagated over the five subunits.

Figure 6.6: Average number of hydrogen bonds between 5-HT and the residues of the pocket.
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Figure 6.7: Average number of water-mediated hydrogen bonds between 5-HT and the residues of
the pocket.

Serotonin was able to engage in a variety of direct hydrogen bonds with the surrounding pocket,

implying that some variation was observed in the explored replicas. The most prominent of these

bonds (around 0.6) is between 5-HT aromatic nitrogen and Asp202, which belongs to Loop C.

Other relevant hydrogen bonds were formed by 5-HT tail with Ser155 and Trp156 (around 0.2 and

0.45 respectively), which belong to Loop B. Several water-mediated hydrogen bond bridges were

also observed, in particular with residues Thr154, Ser155, Trp156, Ile201, Asp202, Asn205, Glu209,

Trp63, Tyr64, and most prominently with Asp42. Thus, water molecules may also contribute to

the stabilisation of 5-HT in the pocket by allowing for the formation of bridges with the highlighted

residues.

Figure 6.8 shows the time-, subunit-, and replica- averages of aromatic interactions that 5-HT

formed with the residues of the pocket, calculated over R4. A few π-π interactions were observed,

in particular with Trp63 (loop D) and Tyr126 (loop E), which lie right above and right beneath

the ligand aromatic rings, respectively. Less prominent π-π interactions were observed with Trp156

(loop B), whose aromatic side chains lies side-ways with respect to 5-HT, in the innermost part of

the pocket; with Phe199 (loop C), and with Tyr207 (at the very end of loop C). A relevant cation-π
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Figure 6.8: Average aromatic interactions formed by 5-HT with the residues in the pocket.

interaction was observed with Arg65 (loop D). Several other cation-π interactions, for which 5-HT

provides the positive moiety (referred to as “π-cation” interactions in figure 6.8), resulted important:

Trp63, when its side chain moves away from the space below 5-HT aromatic rings, Tyr207, and

most importantly Trp156, whose two aromatic rings both form a persistent interaction with 5-HT

tail. Tyr126 and Phe199 also engaged in π-cation interactions, although less prominently. Cation-π

interactions were similarly found as relevant for the stabilisation of ligands in their pocket in other

pLGICs.[207, 16]

The most relevant interactions that we found contribute to the stabilisation of a main binding

pose (pose “I”), shown in figure 6.9. Our findings agree for the most part with past studies: we

found matches in the interactions with Tyr126,[203, 44], Trp156,[203, 44, 42, 199, 205], Asp202,[42,

205], Arg65,[44, 42, 199, 205] Trp63[44, 42, 199, 205], and Tyr207.[203, 44, 42, 199, 205] In our

model, Phe199 appears to form little to no direct and indirect hydrogen bonds, while forming π-π

interactions for a short fraction of time. Glu102 was not found to interact with 5-HT. Residues of

the more external Loop F were not found to play a role in stabilising 5-HT in the pocket, but will

be shown to play a role in the unbinding process in the following.
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Figure 6.9: Representation of serotonin in the binding pocket, together with some of the most
relevant residues for interactions and the closest water molecules (pose “I”).

Figure 6.10 shows the minor (but still stable) poses of 5-HT in the pocket, corresponding to

the cases of higher RMSD: one pose (pose“II”) observed in the WTR replica R1, subunits 5-1,

and the other pose (pose “III”) observed in the WTR replica R0, subunits 2-3, and in the MR

replica R1, subunits 4-5. Both were caused by random fluctuations that resulted in the formation

of alternative interactions. In the first pose, while the tail of 5-HT kept its hydrogen bonds with

the residues of Loop B, the aromatic rings turned in such a way that the hydroxyl interacted with

Asp202. Conversely, in the second pose, 5-HT rotated around an axis parallel to its aromatic rings,

making its tail break its interactions. This pose was stabilised by a hydrogen bond between the

aromatic nitrogen and the residues of Loop B, while keeping the aromatic interactions.
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Figure 6.10: Representation of minor binding poses of 5-HT in the pocket: pose “II” (left) and
“III” (right).

As previously said, the interactions between the ligand and the surrounding pocket constitute

a major factor for the stability of the former into the latter: thus, any unbinding process would

start with their breaking, as they give rise to a free energy well that separates the bound from the

unbound state. It is reasonable, then, to consider certain distances between interacting moieties of

5-HT to those of the relevant pocket residues as candidate collective variables (CVs) for a biased run

to enhance the sampling of the unbinding process. The literature suggests that for many systems

one CV can be taken as the distance between the centre of mass of the ligand and the centre of

mass of the atoms in the pocket that give rise to the most stable interactions.[183, 187] We defined

a similar CV for our system, dP , as the distance between the centre of mass of the two aromatic

rings of 5-HT, and the centre of mass of the interacting moieties of the most important residues of

the pocket: in particular, we considered the two side chain oxygens of Asp202, the aromatic rings

atoms of Trp63, the carbonyl oxygens of Ser155 and of Trp156, and the aromatic rings atoms of

Tyr126. The choice of these particular residues is not unique, as there are others which give rise to

significant interactions as well; this particular selection was picked considering the closeness of its

centre of mass of that of 5-HT. The evolution of dP over the production time in the four replicas

and for each subunit pair is shown by the left-hand panels of figure 6.11.
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Figure 6.11: Left panels: time evolution of dP in WTR and MR, in replicas R0 and R1. Right
panels: mean coordination number of water oxygens within 3.5 Å from the five 5-HTs in the WTR
and MR, in replicas R0 and R1.
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This potential CV was stable in most of the observed cases, however some instability was

exhibited by WTR replica R1 subunits 5-1. As seen in this subunit pair (for MR replica R0 and

especially for WTR replica R1), dP may be characterised by more than one equilibrium value

when the system is in its bound state. This is consistent with what observed in the RMSD of

5-HT aromatic rings (i.e. the presence of one main binding pose, and two minor ones); however the

fluctuations of the RMSD are not necessarily related to the shifts in the position of the ligand centre

of mass with respect to that of the chosen pocket residues, as they are also linked to rotations.

Finally, its time-, subunit- and model-average resulted 2.4 ± 0.6 Å.

We finally analysed solvation of 5-HT in the pocket (waters in the pocket are also shown in

figure 6.9). We did this first by inspecting the number of water oxygens withing a certain distance

(e.g. 3.5 Å) from the 5-HT heavy atoms in the pocket, finding an average of 3.9 ± 0.5. The number

of water oxygens, however, as a discrete variable cannot constitute a potential CV for an enhanced

sampling run, so we used a smooth cutoff function as typical in these cases, described in Appendix

A. With this, we then calculated the mean coordination number µ (also explained in Appendix A)

of 5-HT and water oxygens calculated over the two models, the two replicas, and the five subunit

pairs (shown by the right-hand panels of figure 6.11). This quantity, which is scaled by the smooth

cutoff function so it does not represent the actual number of water oxygens, appeared to be stable

in the various replicas.

In summary, our unbiased simulations revealed the main interactions between 5-HT and the

residues of the pocket, largely agreeing with both experiments and previous in-silico studies, and

were used to suggest a CV to be used in exploratory biased sampling of the unbinding process,

discussed in the following.

6.3 Exploratory Metadynamics in a Simplified Model

We then turned our attention to a biased sampling of the unbinding process. In order to do

this, we first created a simplified model that only contains the extracellular domain, solvated in

a orthorombic box of water with a buffer of 15 Å, together with Na+ and Cl− ions. The cut of

the structure was performed in a conformation of the WTR after 50 ns of replica R0, after residue

220, i.e. the first residue of the M1 helix. In order to preserve the stability of the model, harmonic
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restraints were applied to the backbone atoms of the last five residues (residues 216 to 220) for each

subunit, with force constant 1.0 kcal/molÅ2, as previously done for models of pLGICs ECDs.[207]

We first calculated the RMSD of the ECD and of the rings of five 5-HTs, in a trial 100-ns-long

MD simulation of the simplified model, shown in figure 6.12 and in figure 6.13 respectively. The

RMSD of 5-HT resulted slightly larger in the reduced model with respect to the full-receptor model,

but still proved the stability of the ligand in the pocket (which was also stable).

Figure 6.12: RMSD of the ECD as a function of time in the simplified model.

Figure 6.13: RMSD of the rings of the five 5-HTs as a function of time in the simplified model.
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We then performed 12 exploratory well-tempered metadynamics runs, labelled A to L. These

were perfomed with NAMD 2.13[80] patched with plumed 2.5[101] in an NVT ensemble (using a

volume of about 114 Å by 113 Å by 104 Å ). The temperature was controlled by means of a Langevin

thermostat with a collision frequency of 1.0 ps−1. In order to force the expulsion of 5-HT from its

pocket, we made use of a single collective variable, the previously defined dP . We enhanced the

sampling of the process of unbinding for one of the five 5-HTs, specifically the one originally found

in the binding pocket between subunits 3 and 4, starting from a conformation obtained after 50 ns

of unrestrained equilibration. We used an initial Gaussian height of 0.2 kcal/mol (in accordance to

previous works using a similar CV[183]), a bias factor of 15, and a Gaussian width of 0.1 Å chosen

as a fraction of the observed fluctuations of dP in MD. The adaptive-frequency scheme was adopted,

with a starting deposition rate of 1 ps, a θ of 200,000 (as prescribed by Wang et al. for a simulation

estimated to result in ligand unbinding at around 50 ns[208], described in the second chapter), and

a τc of 10 ps (a value used by Casasnovas et al. in a past study of ligand unbinding[183]). The 12

runs reached the unbound state at different metadynamics time, but within 70 ns for all of them.

Figure 6.14 shows dP as well as the mean coordination number µ as functions of time in the

exploratory runs. dP oscillated around separate values when 5-HT is still in the bound state; the low

dP values depending on 5-HT being, at times, fully “sandwiched” by Tyr126 and Trp63 (whose rings

are intimately related to the definition of dP ). At long metadynamics times, dP finally increased

dramatically when 5-HT was finally lead to unbinding. µ was plotted as a chaperone quantity: in

runs A, D and H, it oscillated around the full-solvation value previously described, indicating that

5-HT was fully immersed in the solvent. In the other runs, while the 5-HT molecule was indeed

unbound, it remained in proximity of the protein surface. Indeed, to define the exact instant of

unbinding remains an issue, as there is no consensus on this matter in the literature.[183, 187] One

may consider the instant when the ligand reaches full solvation, although this may have problems

if it remains bound to the protein surface; one may consider a cut-off of the ligand-pocket distance;

or may consider when the main interactions between ligand and pocket are broken.
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Figure 6.14: Evolution of the CV dP and of the mean coordination number µ in the exploratory
metadynamics runs.

6.3.1 The Free Energy Wells and the Breaking of the Interactions

We then evaluated the potential of mean force (PMF), i.e. a sum of the deposited Gaussians as a

function of the CV. While this is not expected to be converged (as this would require several bindings

and unbindings in the same metadynamics run), it is a reasonable way to preliminarily evaluate

the free energy well associated with the breaking of all stabilising interactions, that separates the

bound states (at low values of dP ) from the unbound one (characterised by a plateau at large values

of dP ). The average PMF of the various runs is shown in figure 6.15.
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Figure 6.15: Average potential of mean force (central thick line) as a function of the CV dP for the
exploratory metadynamics runs, together with its standard deviation (thin lines).

The shape and depth of these wells resembled those of other unbinding cases described in

the literature.[183, 209] The standard deviation of the average PMF highlighted how different

trajectories resulted in wells of different depths, comprised between values of around 10 kcal/mol

to around 20 kcal/mol.

An estimation of each of the wells can be given by considering at what value of dP the most

important interactions are broken (namely hydrogen bonds with Asp202, Ser155, Trp156, and π

interactions with Trp63, Tyr126, Trp156, and Tyr207). Then, the corresponding value of the PMF

can be taken as an indicative value: these are reported for each run in table 6.1.
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Run label Free Energy Well Depth [kcal/mol] Corresponding dP [Å]

A 16.529 13.192
B 17.681 13.333
C 22.776 14.260
D 17.507 15.038
E 16.481 12.898
F 13.753 13.713
G 17.745 13.218
H 16.722 13.124
I 11.351 16.819
J 19.345 7.296
K 19.428 14.565
L 24.145 10.963

Table 6.1: Estimation of the free energy well depth (and corresponding dP associated to the breaking
of the main interactions that stabilise 5-HT in the binding pocket, for each of the 12 exploratory
runs. All values were rounded to the third decimal digit for a cleaner representation.

Different free energy well depths imply the presence of different unbinding paths, in terms of

timing of rupture of the interactions that help stabilise the ligand in the pocket. The unbind-

ing paths may also be characterised by the presence of useful pinning interactions, as previously

observed in past works.[16] The observed interactions during each of the 12 runs can thus be mon-

itored, by making a distinction in terms of paths characterised by shallow free energy wells or deep

free energy wells. The observed hydrogen bonds and π interactions, along simulation time, are

shown in figure 6.16 and in figure 6.17 respectively.
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Figure 6.16: Hydrogen bonds over time formed by 5-HT and the residues in the pocket in the
different exploratory runs, coloured according to the depth of the free energy well as reported by
table 6.1. A coloured dot represents at least one hydrogen bond formed by that residue and 5-HT.
Runs of different free energy well depths were partially shifted along the y-axis with respect to one
another in order not to overlap with each other.

One feature that could be immediately taken from these results was that several interactions

were present for both shallow-well runs (SWRs) and for deep-well runs (DWRs), with the only

difference of lasting longer for the latter ones.

Several interactions were present at the beginning of the runs but were broken earlier in SWRs

than in DWRs: this was the case of the hydrogen bonds between the hydroxyl group of 5-HT

with Tyr64, the 5-HT tail nitrogen with Trp156 and with Ser155, and the 5-HT aromatic nitrogen

with Asp202. It was also the case for the cation-π interactions between 5-HT and Tyr207, Trp156,

Tyr126, Trp63, Arg65, and for the π-π with Trp63.
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Figure 6.17: π interactions (π-π, cation-π, π-cation, and anion-π) formed by 5-HT and the residues
in the pocket in the different exploratory runs, coloured according to the depth of the free energy
well as reported by table 6.1. The four types of π interactions are separated by black horizontal
lines. Runs of different free energy well depths were partially shifted along the y-axis with respect
to one another in order not to overlap with each other.

Other interactions were formed at early stages of SWRs, but at later stages of DWRs: this

included the hydrogen bonds between the 5-HT tail nitrogen with Ile201 and Asp202, and Asp177

with any polar moiety of 5-HT. It also regarded anion-π interaction with Asp42 and cation-π

interaction with Arg169.

An exemplary SWR trajectory is represented in figure 6.18 by means of four exemplary frames

(numbered 1 to 4): initially, the 5-HT tail engages in interactions with Trp156, Tyr126, Tyr207 and

Ser155 (frame 1). Then, the flexible tail allows the NH3 group to be significantly displaced, and to
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engage with hydrogen bonds with Asp202 (frame 2): this occurs at very early stages in SWRs and

could possibly be the triggering event of the whole unbinding cascade of events. Once this pinning

has occured, 5-HT rotates around the axis perpendicular to its rings, moving out of the interior

of the pocket but still engaging in interactions with multiple loops (frame 3). Asp42, Asp202 and

Asp177 may provide useful pinning interactions (e.g. hydrogen bonds or anion-π) that allow for

the final unbinding (frame 4).

Figure 6.18: Representation of a shallow-well trajectory (replica I), with 4 exemplary frames num-
bered in progressive order (1 to 4).

6.4 Conclusions and Future Perspectives

In this final chapter, we have concluded our study on the 5-HT3AR by focusing on the ligand

orthosteric pocket, located in the extracellular domain. We made use of a bound cryo-EM structure

to build our models and we performed unbiased as well as enhanced sampling simulations.
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We were able to assess the properties of 5-HT in the binding pocket as well as its main stabil-

ising interactions. The identified residues are in agreement with previous findings present in the

literature.

Moreover, we set up exploratory well-tempered metadynamics simulations to provide a picture

of the paths of interactions that would lead to the unbinding of 5-HT. We revealed the existence

of a variable free energy well that separates the bound state from the unbound state, whose depth

depends on the particular pattern of interactions formed by 5-HT alongside its path.

We characterised an exemplary low-energy path that sees an initial breaking of the interactions

formed by the 5-HT tails with Trp156, Tyr126, Tyr207 and Ser155, a rotation of 5-HT leading to

hydrogen bonding with Asp202, and a final breaking of π interactions within the pocket resulting

in the expulsion of 5-HT from it. Alongside the path out, other interactions on both sides (namely

with residues Asp42, Asp202 and Asp177) may result in useful intermediate pinnings.

The reconstruction of the unbinding time distribution (and thus of the unbinding rate koff

from a subsequent reconstrucion of a Markov State Model of the full kinetic process) requires

the sampling of the same, low-energy path over several enhanced sampling runs. The presence of

different paths in the exploratory runs is mainly due to 5-HT being a relatively large molecule with

respect to other pLGICs ligands, such as the γ-aminobutiric acid or the zwitterionic glycine. Thus,

the single CV dP , or any other set of CVs that would identify the position of 5-HT centre of mass

within the pocket, may not be enough to identify the precise state of the ligand-pocket complex.

Considering its stability in the bound state, and its consistent increase upon unbinding, serotonin

solvation allows to distinguish it from the unbound state, but, like dP , would not be able to convey

information regarding the instantaneous interactions between 5-HT and the pocket.

However, our findings allowed for the identification of low-energy paths that can be repeatedly

sampled with enhanced sampling techniques such as path metadynamics.[188] An unbinding path

may be described in terms of a map of contacts: it may feature a first state where the 5-HT tail

interacts with Trp156 in Loop B, a second state where it interacts with Asp202 in Loop C (thus,

inducing a rotation of 5-HT around an axis normal to its aromatic rings), a third state where it

forms pinning interactions with residues of Loop C and/or F, and a final state where no contacts

with the protein are featured. Resulting in a similar pattern of breaking/formation of interactions,

the free energy well depth would be similar among the different runs and would thus allow for the
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reconstruction of the unbinding time distribution.
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Chapter 7

Overall Conclusions

In this thesis, we have focused on a pentameric ligand-gated ion channel, the 5-HT3A receptor,

by using molecular dynamics simulations as well as enhanced sampling techniques, specifically

metadynamics. We investigated different phenomena in different sections of this protein, which

may contribute to or modulate the overall working mechanism of the channel.

We have studied the mutual influence of the receptor environment and the trans-cis isomerisa-

tion of prolines within the M2-M3 loop at the interface between TMD and ECD. We demonstrated

that, with respect to the simpler case of a proline dipeptide in water, proline trans-cis isomerisation

free energy surface becomes asymmetrical and is characterised by new features that may hint at

an enhanced rate of isomerisation. Its effect may propagate to the tip of the M2 helices, where an

aspartic acid ring acts as a selectivity filter. Kinetics calculations may continue from our work in

order to calculate the rates of isomerisation within the receptor environment.

We have characterised the lipid-protein interface in presence of membranes of different com-

position, whose viscosity increases with cholesterol content. We proved how this enhances the

occurrence of binding events to the surface of the TMD. We also shown how bound phospholipids

may reach out for the M2-M3 loop and the Cys-loop, potentially providing a bridge within them.

Further calculations may aim at studying the free energy associated with these binding events, or

the differences in lipid-protein interactions in different functional states.

We have studied the properties of the outermost M4 helix of the TMD, focusing on the role of

a point mutation, Y441A, which has been characterised experimentally. We made two hypothesis:

that the effect of this mutation could “vertically” propagate alongside the M4 itself, as to influence
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its interactions with the Cys-loop, or that a “radial” chain of interactions may reach out for the

interior of the TMD, possibly influencing the hydrophobic gate. We found hints that the second

hypothesis alone could take place in this particular receptor. Longer simulations, or different

techniques (such as enhanced sampling methods for evaluating the free energy of lipid binding to

or around residue 441), may be further used to characterise the role of lipids in this phenomenon.

Finally, we have studied the unbinding mechanism of serotonin from the binding pocket in the

ECD by means of unbiased as well as biased molecular simulations, by making use of a novel,

serotonin-bound structure. The stabilising ligand-pocket interactions that we found were in agree-

ment with past experiments and in-silico calculations. We also performed exploratory metady-

namics unbinding runs which provided information on a potential path to be sampled with more

sophisticated techniques such as path metadynamics.[188] This may be used in the future for the

kinetics characterisation of the unbinding process.

Altogether, these projects contributed to the fundamental understanding of the 5-HT3A receptor

at the atomistic level, by focusing on separate phenomena that take place in the overall mechanism

of this molecular machine. Some of this processes, like proline isomerisation in the M2-M3 loop or

the modulation by the M4 residue Y441 (or lack of modulation of A441), occur in narrow regions

of space, and were demonstrated as mediated by single residues. However, our work here also

highlighted the relevance of phenomena taking place at domain interfaces, where either averaged

interactions or bulk phenomena (as in the modulation by the lipid membrane) also become relevant

for the protein function.

In particular, the interface between the transmembrane domain and the extracellular domain,

essentially made up by the M2-M3 loop and Cys-loop, has been demonstrated to be a crucial area

for protein function. Here, proline isomerisation may be responsible for alternatively connect and

disconnect the two loops, thus controlling the propagation of mechanical signal, originally triggered

by serotonin binding in the extracellular domain. Bound phospholipids in this region can also

provide a connection between them. The interactions between the M4 helix and the Cys-loop

do not appear to be controlled by the Y441A mutation, the only mutation to alanine that was

experimentally found able to inhibit receptor function. Instead, this mutation may modulate the

gate opening at the level of Leu260 by a chain of hydrogen bonds with D238 and K255.

Future studies on the 5-HT3A receptor may focus on the mutual influence of these different
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processes, together with the kinetics associated with each of them. This could be achieved by the

usage of longer time scales (e.g. orders of microseconds) and multiple replicas, made accessible

thanks to the increasing availability of GPU technology. Alternatively, it could be achieved by

the implementation of novel enhanced sampling techniques that would use slowly-varying collective

variables determined by means of Markov State Models,[184] time-structure based independent

component analysis (tICA),[210] or machine learning.[211] Moreover, the still recent release of new

structures of the 5-HT3A receptor also allows for a comparison of these phenomena in different

functional states.

Thus, the projects here described contribute to a modular understanding of the 5-HT3A receptor

and by extension of pLGICs.
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Appendix A - Quantities and

Methods for Analysis

Root Mean Square Displacement (RMSD)

For a system of N atoms in different conformations, the root mean square displacement (RMSD)

is a quantity that measures how much every atom deviates from a reference position:

RMSD =

√∑N
i (~ri − ~ri0)2

N
(7.0.0.1)

Here, ~ri is the position of the i-th atom, and ~ri0 its reference position. Normally, the different

conformations are due to the evolution in time of the system, so that both ~ri and the RMSD itself

are functions of time:

RMSD(t) =

√∑N
i (~ri(t)− ~ri0)2

N
(7.0.0.2)

A common choice for the reference conformation is the one at the first simulation step. Thus,

the RMSD is able to provide a measure of the stability of the system, provided that a structural

alignment is preventively performed as to remove the effect of translations and rotations.

Root Mean Square Fluctuations (RMSF)

For a system of N atoms in different conformations, the root mean square fluctuation (RMSF)

is a quantity that measures how much a given selection of M ≤ N atoms deviates from a certain

reference conformation, typically the average one that these atoms assume over the simulation time.
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In this case:

RMSF (i) =

√∑NT
t=1(~ri(t)− ~ri)2

NT
(7.0.0.3)

where the sum runs over all the time steps t, NT is the total number of time steps, and ~ri is the

time average of the position ~ri of the i-th atom. The RMSF is typically calculated for selections of

residues. This quantity provides a measure of the mobility of the selected residues.

Hydrogen Bonds

Hydrogen bonds (represented in figure 7.1) are formed by an acceptor heavy atom (A), a donor

hydrogen (H), and a donor heavy atom (D), with the hydrogen forming a covalent bond with the

donor atom (although the opposite definition may appear in other works). A hydrogen bond is

considered formed if the A to D distance is less than a given distance cut-off and the A-H-D angle

is greater than a certain angle cut-off. Standard choices for these values are 120◦ and 3.5 Å. These

values have been used in a variety of previous works in pLGICs[7, 10, 207, 83, 16] and are the

defaults of analysis software such as MDAnalysis,[146, 147] but they can be tuned in order to suit

the specific physical system of interest. For example, if the hydrogen bonds are searched between

atoms of same residue (or molecule), hydrogen bonds can be searched with less restrictive values,

i.e. 3.5 Å for the distance and 100◦ for the angle.

Figure 7.1: Representation of hydrogen bonding.

π Interactions

It is not infrequent to deal with organic compounds that feature aromatic rings. Among these, we

find the aromatic amino-acids tryptophan, tyrosine, phenylalanine, histidine and proline. These
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rings are able to form a variety of interactions known as π interactions, which are due to the electron

clouds locate above and below said rings. Serotonin, the agonist of the 5-HT3A receptor, is also

capable of making π interactions.

Among the most important interactions we find π-π, cation-π, and anion-π. These often appear

in biological systems, e.g. in the orthosteric binding pocket of receptors, where they contribute to

stabilise the ligand. In the following, we describe these interactions one by one, and we outline

their calculation methods applied in the project described in this thesis.

π-π Interaction

π-π interactions occur between aromatic residues of different molecules or residues, as depicted in

figure 7.2. Among these, the ligand serotonin, and the amino-acids histidine, proline, phenylalanine,

tryptophan, and tyrosine.

This interaction occurs because of the electron-rich sp2 orbitals of such rings, resulting in a

mutual attraction. One likely conformation adopted by the rings by means of this interaction is

the one with the two rings in parallel, although other conformations are possible.

Ab-initio calculations on the benzene dimer provided that the ring-to-ring distance is 4.96

Å.[212] Thus, in the calculations performed for the projects described in this thesis, the distance

between the centres of mass (COMs) of the two rings was considered as lower than 6.0 Å, in order

to account for small variations from the expected about 5.0 Å.

As for the orientation of the rings with respect to each other, here we considered the angle

between normals angle as smaller than 45◦ or greater than 135◦. The normal to an aromatic ring

was defined as the average vector product among every pair of bond within the aromatic rings.

For those residues including more than one ring (such as tryptophan, or serotonin), each of the

two rings were considered separately, and their contributions to the π interaction was afterwards

summed.
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Figure 7.2: Representation of the π-π interaction.

Cation-π Interaction

Cation-π interactions (represented in figure 7.3) occur between an aromatic residue and the positively-

charged moiety of another. Serotonin in its protonated form carries a positively-charged NH3 group,

which can engage in cation-π interactions with a cage of aromatic residues. Arginine and lysine,

when standard protonation is applied, are the amino-acids with positively-charged side chains, so

they can form these interactions too. Here, we considered cation-π interactions on the basis of

the distance between the aromatic ring and the charged atom, and the angle between this dis-

tance and the ring average normal. We considered the distance as smaller than 6.0 Å, and the

angle smaller than 45◦ or greater than 135◦, on the basis of previous studies applying these same

cut-offs.[213, 214, 215]

Figure 7.3: Representation of the cation-π interaction.
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Anion-π Interaction

Similarly to cation-π interactions, anion-π interactions (represented in figure 7.4) take place between

an aromatic ring and a negatively-charged moiety, although their relevance in bio-systems has been

established more recently.[216] The amino-acids aspartic acid and glutamic acid can give rise to

anion-π interactions thanks to their negatively-charged side chains. Serotonin can also form such

interactions by means of its aromatic rings. We considered anion-π interactions on the basis of the

distance between the aromatic ring and the charged atom, together with the angle between this

distance and the ring average normal. The former would be smaller than 5.0 Å, while the latter

would be smaller than 40◦ or greater than 140◦, according to past studies using similar cut-offs.[216]

Figure 7.4: Representation of the anion-π interaction.

Atomic Contacts

In biological systems, different interactions can bring different molecules or different structures

closer to each other. Many of these interactions, such as hydrogen bonds and π interactions, are

directional, and as such can be studied with the application of distance cut-offs (and angle cut-offs,

when appropriate). Others, like the hydrophobic effect between non-polar moieties, are instead non

directional. In order to account for the presence of any type of interaction, without making and

explicit discrimination on its exact nature, it is useful to calculate the number of contacts between

two selections of atoms. A “contact”, in this context, is defined as any pair of atom (one belonging

to one selection, the other belonging to the other) whose distance is below a certain value. Previous
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studies on lipid-protein complexes made use of 3.5 Å as a cut-off,[153] and it was thus applied in

all calculations in these projects as well.

Channel Width with HOLE2

It is often desirable to investigate the shape and time evolution of long cavities that may be featured

within certain proteins. This is the case for the ion channel and ECD vestibule of pLGICs, whose

conformation is intimately related to the protein function. The channel width as a function of

the position along the channel axis is thus worth investigating. A dedicated package, HOLE2,[4]

is available for this purpose. The working principle of this software is described in the following:

given an initial point inside the cavity (the channel, in the case of pLGICs) and a vector that is

approximately its direction, the software generates, for a series of points along the channel direction,

the radius of the largest sphere that does not overlap with any atom. The procedure can be repeated

for every time step of the simulation, which can be used to calculate the average channel profile

and the associated error.

Electric Potential with PMEPOT

The pmepot package of VMD,[103] calculates the value of the electrical potential over every point

on a grid defined in the simulation cell, thanks to an algorithm that considers the partial charge qi

of the selected atoms as a Gaussian-distributed charge:

ρi(~r) = qi

(
β√
π

)3

exp(−β2|~r − ~ri|) (7.0.0.4)

where β, the Ewald factor, is a positive parameter that determines the width of the Gaussians

and ~ri is the position of the i-th atom. The potential as a function of the position ~r is calculated

by solving Poisson’s equation:

∇2V (~r) = 4π
∑
i

ρi(~r) (7.0.0.5)

where the sum runs over all selected atoms. This equation is solved numerically on the grid

using Fast Fourier transforms: the grid density determines the accuracy of the resulting potential.
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This software has been used for the results described in Chapter 3, for which the Ewald factor

was set to 0.25 Å−1.

Dynamical Correlation

The dynamical correlation is a quantity calculated between two selections of atoms, and can take

values between -1 and 1: values close to 1 mean that the two atoms selections move consistently in

the same direction over time, acting as a rigid body, values close to 0 indicate that the dynamics of

the two atom selections never feature any correlation, and values close to -1 indicate that the two

selections consistently move in opposite directions.

The dynamical corrrelation between two atoms i and j is defined as:[177]

Cij =
〈~ri~rj〉 − 〈~ri〉〈~rj〉√

(〈~ri2〉 − 〈~ri〉2)(〈~rj2〉 − 〈~rj〉2)
(7.0.0.6)

Continuous Coordination Number

A way to define a continuous solvation (e.g. of a ligand and its surrounding water molecules),

previously used as CV for studying unbinding problems,[183, 187] is to consider a switching function

f(rij) of the distance rij between the ligand i-th atom and the oxygen of the j-th water molecule

instead of a sharp cutoff:

f(rij) =
1− (rij/R0)

n

1− (rij/R0)m
(7.0.0.7)

Typical choices for the parameters of the switching function, used for our works here and

suggested as defaults of the package Plumed,[101] are n=6, m=12, R0=3.5 Å (the corresponding

switching function being represented in figure 7.5).
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Figure 7.5: Switching function with n=6, m=12, R0=3.5 Å.

In this way, one can consider a switching function between each atom pair of two given atom

selections, and then consider functions of their distribution, such as the mean coordination number.
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Appendix B - 5-HT Atom Types and

Charges

Atom name Atom type Partial charge [electron units]

CZ2 ca -0.065657
H16 ha 0.178673
CH2 ca -0.467747
H15 ha 0.216645
CZ3 ca 0.561771
OH oh -0.655987
H14 ho 0.468385
CE3 ca -0.623363
H17 ha 0.275391
CD2 ca 0.192953
CE2 ca 0.055571
NE1 na -0.468545
H22 hn 0.417089
CD1 cc -0.105692
H23 h4 0.215775
CG cd -0.000861
CB c3 -0.439953
H18 hc 0.180300
H19 hc 0.180300
CA c3 0.141805
H24 hx 0.094446
H25 hx 0.094446
NZ n4 -0.451878
H20 hn 0.335378
H21 hn 0.335378
H26 hn 0.335378

Table 7.1: General Amber force-field atom types and charges of the serotonin molecule.
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