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Abstract

The plasma membrane is a dynamic interface between a cell and its external environ-

ment. It is a complex structure composed of lipids, proteins, carbohydrates, and RNAs.

Interactions between these constituent molecules give rise to biochemical processes such

as cell-signalling, antigen presentation, and vesiculation. Part of this thesis seeks to con-

tribute to our current understanding of the molecular origin of both physiological and

pathophysiological phenomena in cellular membranes. This is done through use of

coarse-grained and all-atom molecular dynamics (MD) simulations. The other part of

this thesis aims to improve and add to the set of software tools currently used for analysing

MD simulations of lipid membranes.

In the plasma membrane, specific lipid species are thought to aggregate into func-

tional platforms known as ‘lipid-rafts’. The lipid-raft hypothesis posits that these small

regions, nanometers in size, are comprised of highly ordered lipids inwhich cell-signalling

proteins are embedded. If the aggregation of cell-signalling proteins within lipid-rafts is

required for signal transmission, the breakdown of these structures would disrupt sig-

nalling pathways and in turn bring about cell death. In Chapter 3, I describe how the

oxidation of cholesterol leads to the disruption of these highly ordered nanodomains in

model membranes. I reveal three potential mechanisms by which nanodomain forma-

tion is disrupted, and in doing so I provide a molecular level description of the means by

which cholesterol oxidation may cause apoptosis in biological membranes.

Cholesterol and sphingomyelin are the two lipid species widely thought to be im-

portant in the formation of lipid-rafts in mammalian plasma membranes. These two
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lipid species are known to have a high affinity for one another, and in complex lipid

mixtures this leads to their co-localisation in highly ordered nanodomains. However,

the precise origin of the preferential mixing of these two lipids is currently unknown.

In Chapter 4, through an unsupervised clustering of cholesterol-sphingomyelin confor-

mations I find there are four distinct modes of interaction between these lipid species.

One of these modes is possible only with sphingomyelins— not other lipid species. This

particular mode desolvates the hydrophobic core of cholesterol, thus reducing the free

energy cost of exposing this core to the surrounding solvent. Therefore, I suggest this

mode of interaction between cholesterol and sphingomyelin is the reasonwhy cholesterol

preferentially mixes with sphingomyelins over other lipid species.

In Chapter 5, I describe LiPyphilic - an open-source Python package I have cre-

ated for analysing MD simulations of lipid membranes. LiPyphilic offers analyses that

provide important structural and dynamical information about lipid membranes, but

are not available in any other software. LiPyphilic is fast, fully-tested and easy to install.

It is designed to be interoperable with the wider scientific Python stack, and was built

following best practices in modern software development. The challenge now is to en-

sure the long-term sustainability of LiPyphilic by building a community of users and

contributors to the project.
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Chapter 1

Introduction

1.1 Motivation
The plasma membrane is a dynamic interface that is responsible for directing many cel-

lular processes. It is comprised of many different lipids, proteins, and sugars that con-

tinually diffuse, aggregate, and exchange between leaflets. From the motion of these

molecules, complex behaviour — such as cell-signalling, membrane trafficking, vesicu-

lation, and apoptosis — arises. Part of this thesis aims to contribute to the current un-

derstanding of the molecular origin of both physiological and pathological phenomena

in cellularmembranes. The other part seeks to improve and add to the software currently

available for analysing molecular dynamics simulations of lipid membranes.

1.2 The cellular membrane
The cellular membrane, also known as the plasmamembrane, provides a physical barrier

between a cell and its external environment. It is a quasi-two-dimensional, selectively

permeable structure that is primarily comprised of a lipid matrix and embedded proteins

(Figure 1.1). This physical barrier, however, is not inert— it is the site of many important

cellular processes such as cell-signalling and membrane trafficking.

The mechanical properties of the membrane, such as surface tension and bending

modulus, are closely related to cell function. These properties are modulated by the cy-

toskeleton, a network of protein filaments that attach via integral proteins to the intracel-

lular leaflet of the plasma membrane. Different cell types, and cells at different stages of

their life cycle, tune their bendingmodulus through increasing or decreasing the strength
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Figure 1.1: The cellular membrane is composed of hundreds of different lipids, crowded with
a large variety of embedded as well as peripherally bound proteins. The supporting
actin cytoskeleton and an electrochemical gradient across the membrane are impor-
tant for proper cell functioning. Reprinted with permission fromMarrink et al.1
(https://pubs.acs.org/doi/10.1021/acs.chemrev.8b00460). Further permission re-
quests related to this figure should be directed to the American Chemical Society.

of interaction between the cytoskeleton and the plasma membrane.2

The cytoskeleton also plays a role in dissipating tensile forces, which leads to the lo-

cal activation of mechanosensitive ion channels.3 These channel proteins are responsible

for maintaining an electrochemical ion gradient across the plasma membrane, which is

necessary for mitochondrial energy production.

1.3 Lipids of the cellular membrane
Biological membranes contain hundreds of different lipid species, and there are count-

less possible lipid compositions. Differences in lipid composition are seen at all levels of

biological organisation — from organisms, organs, and tissues, to cell types, organelles,

and membrane leaflets. Further, the composition of a leaflet can change in response to

external stimuli. It is not known why so many different types of lipid exist in nature,

nor is it fully understood how the lipid composition of a membrane determines its func-

tion. However, given themetabolic cost of preciselymaintaining the lipid compositionof

biological membranes, there must be some evolutionary advantage to having such com-

plex mixtures. The physiological importance of lipid homeostasis is further evidenced

 https://pubs.acs.org/doi/10.1021/acs.chemrev.8b00460
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Table 1.1: Levels of classification of lipid structures. Lower levels provide more structural detail
about a lipid. The category defines the backbone of the lipid, the class the headgroup,
the species the total number of C atoms and double bonds in the acyl tails, and the
subspecies the number of C atoms and double bonds in each tail.

Level Example Added information
Category Glycerophospholipid Backbone
Class Glycerophosphocholine Headgroup
Species Phosphatidylcholine (34:1) Total number of C atoms and double

bonds in the acyl tails
Subspecies Phosphatidylcholine (16:0/18:1) Number of C atoms and double

bonds in each tail

by the large number of diseases associated with changes in membrane lipid composition.

With recent advances in lipidomics, we are now beginning to unravel the composition

of different cell types at the leaflet level,4 as well as identify lipid biomarkers for certain

pathologies.5

Lipids are amphiphilicmolecules, comprised of hydrophobic and hydrophilic moi-

eties. Many lipids have two fatty acids (acyl tails) joined to a polar headgroup. Lipids

can be classified based on the particular combination of their headgroup and acyl tails

(Table 1.1).6 The chemical structure of a lipid is very important; small changes to a lipid’s

chemistry, such as modifying the acyl tails, can have a drastic impact on the biophysics of

the resultant membrane structure.7 Below I will discuss some of the headgroups and acyl

tails commonly found in biological lipids.

HO

HO

HO

sn-3

sn-1

sn-2

Glycerol

Figure 1.2: Chemical structure glycerol — the backbone of all glycerophospholipids. Fatty
acids replace the sn-1 and sn-2 hydroxyl groups, whilst the sn-3 hydroxyl group is
replaced by a phosphate-containing headgroup.
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Figure 1.3: Chemical structure of some of the glycerophospholipids found in biological mem-
branes. The lipids shown are: phosphatidic acid (PA), phosphatidylglycerol (PG),
phosphatidylserine (PS), phosphatidylethanolamine (PE), phosphatidylcholine
(PC), phosphatidylinositol (PI), and phosphatidylinositol 2,4-biphosphate (PIP2).

1.3.1 Glycerophospholipids

Glycerophospholipids are a major category of lipids in the plasma membrane. They are

all based on a glycerol backbone (Figure 1.2) and have a phosphosphate-containing head-

group at the sn-3 position. Fatty acids are connected via ester linkages at the sn-1 and

sn-2 positions. Phosphatidic acid (PA) is the simplest glycerophospholipid — it has a
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phosphate headgroup that is singly deprotonated at physiological pH (Figure 1.3). PA is

present in biological membranes in only a few mol%, but it plays an important role in

cell-signalling and is required for the synthesis of other glycerophospholipid.8

Phosphatidylglycerol (PG) is synthesised from PA by replacing the hydroxyl of the

phosphate headgroup with glycerol. Like PA, PG is found only in small quantities in

most eukaryotes, although it is present inmuch larger quantities in some prokaryotes, es-

pecially gram-positive bacteria.9 PG is also present in larger quantities (around 10mol%)

inmamallian lung surfactant,10where its net negative charge serves to stabilise the absorp-

tion of positively charged surfactant proteins.11

Phosphatidylserine (PS) is also synthesised fromPA. In this case, the hydroxyl group

is replaced by the amino acid serine. PS is the most abundant anionic phospholipid in

most eukaryotic cellular membranes, accounting for more than 10mol% of all lipids. It

is located almost entirely in the cytosolic leaflet of the plasma membrane, where it plays

an important role in intracellular signalling.12

Phosphatidylcholine (PC) and phosphatidylethanolamine (PE) are the two most

common phospholipids of the mammalian plasma membrane, together accounting for

around half of all phospholipids. They are predominantly distributed across apposing

leaflets— PC and PE are most abundant in the extracellular and intracellular leaflets, re-

spectively. Both PC andPE are zwitterionic, meaning they have no net charge but contain

an equal number of positively- and negatively-charged functional groups. PE is primar-

ily synthesised from PS, and is in turn used to synthesise PC. Both classes of lipid serve

important physiological functions, whilst the ratio of PC to PE within the plasma mem-

brane is important for proper liver functioning in mammals.13

Phosphatidyinositol (PI) is produced by replacing the hydroxyl group of PA by

insoitol. It is found in the plasma membrane in only very small quantities (less than

1mol%), and—under healthy conditions— only in the intracellular leaflet. PI is, how-

ever,more common in the intracellular leaflets ofmembrane-boundorganelles.14 In these

organelles, the inositol group of PI can undergo enzymatic phosphorylation, producing

phosphoinositides such as PI 2,4-biphosphate (PIP2). The inositol groupof phosphoinosi-

tides can be mono-, bi-, or tri-phosphorylated. Phosphoinositides are more common in
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the plasmamembrane thanPI, although they still account for less than 10mol% of phos-

pholipids. They are, however, a hugely important class of lipid involved in many cellular

processes including membrane trafficking,15 cell proliferation,16 and regulating the activ-

ity of integral membrane proteins.17

O

OH
HN

R3

R2

O

Sphingolipid

Figure 1.4: Chemical structure of a sphingolipid. Sphingolipids have a sphingoid base, a fatty
acid for the R2 group, and hydrophilic headgroup for the R3 group.

1.3.2 Sphingolipids
Sphingolipids are another important category of lipids found in the plasma membrane.

They are based on a sphingoid backbone rather than glycerol (Figure 1.4). As sphin-

golipids are not based on glycerol, they technically do not have sn-1 and sn-2 tails. How-

ever, the N-linked fatty acid and the acyl tail of the sphingoid base are analogous to the

sn-1 and sn-2 tails of glycerophospholipids, respectively, and are often referred to as such.

In mammalian cell membranes, most sphingolipids are sphingomyelins — sphin-

golipids with a phosphate-contianing headgroup, typically phosphocholine or phospho-

ethanolamine. Sphingomyelins are therefore also known as sphingophospholipids.

The sphingoid backbone is capable of both accepting and donating hydrogen

bonds, whereas the glycerol backbone of glycerophospholipids can act only as a hydro-
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Figure 1.5: Chemical structure of some of the fatty acids found in biological lipids. Each acyl
tail can be described by two numbers XX:Y, where XX is the number of C atoms
and Y is the number of C-C double bonds.

gen bond acceptor. This has profound implications on the interactions of sphingolipids

with other lipids and proteins. Through such interactions, sphingolipids are especially

important in driving the lateral organisation of the plasma membrane; they encourage

the aggregation of signalling proteins, which is necessary for the transmission of signals

across the membrane.

1.3.3 Acyl tails

Many biological lipids are diacyl-phospholipids, meaning they are comprised of two acyl

tails and a phosphate-containing headgroup. Each acyl tail may be either unsaturated or

saturated—eitherwith orwithoutC-Cdouble bonds. Figure 1.5 shows some of the fatty

acids of lipids found in biological membranes.

The sn-1 tail of glycerophospholipids is typically saturated ormonounsaturated and

16 to 18 C atoms in length. The sn-1 tail of sphingolipids is typically 18 C atoms in length

with one double bond located between the second and third C atoms. The sn-2 tail in

both glycerophospholipids and sphingolipids tends to be longer, although those of sph-
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ingolipids can be significantly longer at more than 28 C atoms.18 The sn-2 tail of sphin-

golipids is usually monounsaturated, whilst that of glycerophospholipids is polyunsatu-

rated. All acyl tails, both sn-1 and sn-2, of biological phospholipids are comprised of an

even number of carbon atoms.

The evolutionary purpose of having multiple double bonds, or of having acyl tails

of different lengths, is not well understood. Recent studies, however, have shown the

length of the acyl tails is important for interleaflet communication,7 and that asymmet-

ric lipids — with one short and one long acyl tail — may perform a similar role in cer-

tain yeast species to the more metabolically-expensive unsaturated lipids in mammalian

plasma membranes.19

1.3.4 Sterols

Sterols are the most abundant lipid in most eukaryotic cellular membranes, comprising

up to50mol%of the total lipid content.4Cholesterol and ergosterol are themajor sterols

of mammalian and yeast cellular membranes, respectively. Cholesterol has a flexible hy-

drocarbon tail, a rigid body comprised of a five-membered ring and three six-membered

rings, as well as a hydroxyl headgroup (Figure 1.6). The rigid body of cholesterol is almost

planar, and it has two methyl groups orthogonal to the plane. Ergosterol has a similar

structure to cholesterol, although its tail has a C-C double bond and an extra methyl

group.

In the cellular membrane, sterols are important both as signalling molecules20 and

for regulatingmembrane fluidity.21 In addition, sterols aremetabolic precursors to steroid

hormones22 and bile salts.23

Cholesterol

HO

H

H

H

HO

H

H

H

Ergosterol

Figure 1.6: Chemical structure of cholesterol and ergosterol, the major sterol of mammalian
and yeast plasma membranes, respectively.
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1.4 Supramolecular lipid structures
In a polar solvent, lipids will self-assemble into supramolecular structures. In these struc-

tures, the polar headgroups form an interface with the solvent whilst the acyl tails aggre-

gate in a hydrophobic core. Lipidsmay formmonolayers such asmicelles, or bilayers such

as lamellar sheets (Figure 1.7).

Lamellar

Molecular shape

PC

Example Structure

Micelle

Inverted micelle

lyso-PC

PE

Figure 1.7: In a polar solvent, lipids may self-assemble into supramolecular structures such
as bilayers, micelles, and inverted micelles. The structure formed depends on the
relative cross-sectional areas of the hydrophobic and hydrophilic parts of the lipids
in the mixture. Adapted from Escribá et al.24 Copyright (1997) National Academy
of Sciences.

The type of lipid structure formed depends on the lipid mixture. Lipids with equal

hydrophilic and hydrophobic cross-sectional areas will aggregate into a lamellar bilayer

sheet. This includes lipids such as PC, PS, and PG. Lipids with a larger hydrophobic lat-

eral area, such as lyso-lipids that have no sn-2 acyl tail, will form a micelle. Other lipids

such as PA and PE, which have comparatively smaller headgroups, form an inverted mi-

celle structure. The cellular membrane itself is a large, round bilayer structure. In both

experimental and simulation studies of lipid bilayers, however, a lamellar sheet is often

used as an approximation of a small membrane patch.

1.5 Lipid bilayer phases
Lipid bilayers may exist in a number of phases, each distinguished by the degree of order-

ing of acyl tails and the rate of diffusion of lipids within a leaflet. The phase of a bilayer

depends primarily on the strength of van der Waals (vdW) forces between the acyl tails,
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Table 1.2: Nomenclature for some of the fatty acids present in biological membranes. 𝑁C and
𝑁DB refer to the number of carbon atoms and the number of double bonds, respec-
tively. Δ𝑑 means there is a double bond at carbon 𝑑 along the fatty acid. Melting
point temperatures are for single-component bilayers of the corresponding diacyl-
phosphatidylcholine. Biological membranes contain fatty acids from less than 10
carbon atoms to more than 28 carbon atoms in length.

Name

𝑁C:𝑁DB Common IUPAC Melting point (K)
16:0 palmitate n-Hexadecanoate 315
16:1 palmitoleate n-Δ9-Hexadecanoate -36
18:0 stearate n-Octadecanoate 55
18:1 oleate n-Δ9-Octadecanoate -22
18:2 linoleate n-Δ9,12-Octadecadienoate -53
18:3 linolenate n-Δ9,12,15-Octadecatrienoate -60

with stronger interactions leading to a more condensed and less fluid phase. In turn, the

strength of vdW interactions between acyl tails depends on the length and degree of un-

saturation of the tails.

While vdW forces do not depend on temperature per se, as the temperature increases

the vdW interactions can more easily be disrupted through thermal motions. Therefore,

as the temperature is increased, a highly ordered gel phase bilayer will transition into a

less ordered liquid-disordered phase bilayer. The specific temperature, 𝑇𝑚, at which this

transition occurs depends on the length and saturation of the acyl tails. Generally, the

longer and more saturated the tail, the higher the transitions temperature (Table 1.2).

Gel phase Saturated fatty acids have a high degree of conformational flexibility due to

free rotation around all C-C bonds. This means that they can pack very tightly, fully ex-

tended, into a condensed and rigid bilayer. For example, at303K, distearoylphosphatidy-
choline (DSPC) is in the gel-phase (Figure 1.8). This is characterised by the tight packing

of elongated acyl tails, with little overlap—or interdigitation—between tails in apposing

leaflets. Lipids in this phase diffuse slowly, on the order of 1×10−11 cm2 s−1. To ensure

parity between the hydrophobic and hydrophilic cross-sectional areas, the acyl tails are

tilted. This phase is therefore often referred to as the tilted gel-phase.

Liquid-disordered phase Fatty acids with C-C double bonds are unable to pack to-

gether tightly due to the kink at the location of the double bond. In biological mem-
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DOPC (18:1/18:1): liquid-disordered

DPPC (16:0/16:0): ripple

DSPC (18:0/18:0): gel

Figure 1.8: Phosphatidylcholine bilayers. At 303K, distearoylphosphatidycholine (DSPC), di-
palmitoylphosphatidycholine (DPPC), and dioleoylphosphatidylcholine (DOPC)
are in the gel, ripple, and liquid-disordered phase, respectively. Blue spheres repre-
sent phosphorous atoms; all other atoms are coloured grey.

branes, almost all C-C double bonds are in the cis configuration, which results in a kink

in the acyl tail of around 30°. The result is that there is a decrease in strength of the vdW
interactions compared to lipids with fully saturated tails. Dioleoylphosphatidylcholine

(DOPC), which has the same length acyl tails as DSPC but with a double bond in each

tail, is in the liquid-disordered phase at 303K. Membranes in this phase have lipids with

more disordered and more interdigitated acyl tails as well as a faster rate of diffusion, on
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the order of 1×10−8 cm2 s−1.

Ripple phase Shortening the length of acyl tails also reduces the strength of vdW in-

teractions between the acyl tails of neighbouring lipids. Dipalmitoylphosphatidycholine

(DPPC), which has two fully saturated tails 16 C atoms in length, is in the ripple phase

at 303K. In the ripple phase, most regions of the membrane are highly ordered with

slow diffusion of lipids, on the order of 1 × 10−10 cm2 s−1. Some of these ordered re-

gions are similar to the gel-phase, with a very tight packing of lipids and little interdigi-

tation of acyl tails. Unique to the ripple phase, other highly ordered regions have fully-

interdigitated acyl tails — the acyl tails of apposing leaflets overlap almost entirely. The

fully-interdigitated regions of the membrane are much thinner than the gel-like regions.

Thus, the presence of both interdigiated and non-interigitated regions creates a ripple-

like effect in the thickness of the membrane. Lipids at the interface between these two

regions are significantlymore disordered and have a larger diffusion coefficient than those

in the gel-like and the fully-interdigitated regions.25

DPPC (16:0/16:0) + ergosterol:
liquid-ordered

Figure 1.9: At 303K, dipalmitoylphosphatidycholine (DPPC) with 30mol% ergosterol is
in the liquid-ordered phase. Blue and red spheres represent the phosphorous and
oxygen atoms of DPPC and ergosterol, respectively; all other atoms are coloured
grey.

Liquid-ordered phase First described by Ipsen,26 the liquid-ordered phase has fast dif-

fusing lipids, yet these lipids have ordered acyl tails (Figure 1.9). Pure phospholipid bilay-

ers cannot exist in this phase. Rather, the liquid-ordered phase is induced by the addition

of a sterol, such as cholesterol or ergosterol, to membranes with highly saturated lipids.

Sterols can intercalate between the tails of neighbouring phospholipids, disrupting the
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tight packing of their acyl tails. This increases the rate of lateral diffusion of the phos-

pholipids. For example, the addition of 30mol% ergosterol to a DPPC bilayer at 303K
leads to a diffusion coefficient 1 × 10−8 cm2 s−1 — two orders of magnitude faster than

in the pure DPPC bilayer. At the same time, the rigid body of the sterol ensures the acyl

tails of the phospholipids remain highly ordered. As a result, the degree of order and rate

of diffusion of lipids in the liquid-ordered phase are both intermediate between those

of the gel and liquid-disordered phases. Sterols will also induce order in the acyl tails of

unsaturated lipids, but they show a very strong preference for saturated lipids, especially

saturated sphingolipids.

1.6 Lateral heterogeneities
Theplasmamembrane does not consist of a single homogeneous phase. Instead, there are

dynamic, transient lateral heterogenieties that are thought to be important for the proper

functioning of the cell. There are several theories on the origin, characteristics, and bio-

logical roles of these lateral heterogenieties.27–42 In the lipid-raft hypothesis,43 these het-

erogenieties — known as lipid-rafts — are functional platforms for the aggregation of

cell-signalling proteins (Figure 1.10). The bulk of the mammalian plasmamembrane is in

the liquid-disordered phase, with raft regions in the liquid-ordered phase. Lipid-rafts are

enriched in saturated glycerophospholipids, sphingolipids, and cholesterol, which pref-

erentiallymix with one another through both specific and non-specific interactions. The

non-raft regions, on the other hand, are highly enriched in unsaturated glycerophospho-

lipids.

Different proteins sort preferentially into either raft or non-raft regions of the

plasmamembrane. This sorting occurs bymatching the hydrophobic thicknesses of inte-

gral proteins and the acyl tails of lipids.45 As liquid-ordered raft-regions have lipids with

more extended acyl tails, proteins with longer hydrophobic alpha-helices will preferen-

tially move into these regions. Likewise, proteins with smaller hydrophobic regions with

move in to the liquid-disordered non-raft regions.

Since Simons and Ikonen first described lipid rafts, there has been much debate

about their existence and biological importance. This is because lipid rafts are difficult
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Figure 1.10: Schematic of the plasma membrane with raft and non-raft regions. Unsaturated
glycerophospholipids (blue) are enriched in the liquid-disordered non-raft regions.
Saturated glycerophospholipids, sphingolipids, and cholesterol are enriched in the
liquid-ordered raft region. Different proteins preferentially sort into raft or non-
raft regions based on the thickness of their hydrophobic regions. Image reprinted
fromWaheed and Freed,44 Copyright (2009), with permission from Elsevier.

to detect — they are tens of nm in size and exist only for ms to s,46 which makes them

extremely difficult to study experimentally. As such, membranes that macroscopically

phase separate into liquid-ordered and liquid-disordered regions — or domains— have

been widely used as models of lipid rafts. Aminimal model of domain formation is com-

prised of a high melting temperature lipid, a low melting temperature lipid, and choles-

terol.

Themostwidely studiedmodel of domain formation is a ternarymixture ofDOPC,

DPPC, and cholesterol. Given this mixture displays macroscopic phase separation, con-

focal fluorescence microscopy can be used to study domain formation in giant unilamel-

lar vesicles of DPPC, DOPC, and cholesterol.47 Through this approach, the effect of

temperature, pressure, or other molecules on phase separation can be studied. This ap-
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proach, however, neglects much of the complexity of the plasmamembrane, and leads to

macroscopic phase separation rather than nm sized liquid-ordered domains. However,

as nanodomains behave surprisingly like genuine phases, model membranes that display

macroscopic phase separation may still provide insight into the behaviour of their bio-

logical counterparts.48

1.7 Lipid-associated pathologies

Many pathologies are associated either with specific lipid species or with changes in the

lipid composition of the cellular membrane. This includes neurodegenerative disorders

such as Alzheimer’s disease49 and Parkinson’s disease,50 osteoporosis,51 atherosclerosis,52

cancer,53 as well as bacterial,54 viral,55 and fungal56 infections. In Chapter 3 of this thesis

I will provide a molecular level description of how the oxidation of cholesterol disrupts

the formation of liquid-ordered domains, which is associated with numerous patholo-

gies. Below I will briefly discuss a few of the pathologies with which lipids are associated.

While the following examples merely scratch the surface of lipid related pathologies, they

do provide some indication of the range of diseases and disorders for which lipids play a

role in the pathogenesis.

Lipids in host-pathogen interactions The high-density of receptor proteins in lipid

rafts means these structures can act as binding sites for some pathogens. HIV, for exam-

ple, binds to the CD4 receptors in lipid rafts of activated T cells.57 This binding has two

effects: i) the immune response is stimulated, providing more T cells for HIV to bind to

and ii) the infected cell releases molecules that encourage the formation of lipid rafts in

non-infected cells, thus providing more platforms for other HIV particles to bind to.

In other cases, pathogens exploit the role of lipids in cell-signalling pathways.

The Mycobacterium tuberculosis bacterium, for instance, is quickly engulfed by host

macrophages. Usually, once a foreign particle has been engulfed, amacrophagewould in-

corporate bile salts into its interior, with these bile salts thenbreaking down thepathogen.

M. tuberculosis, however, binds to intracellular PI 3-phosphate lipids, which blocks the

pathway responsible for recruiting bile salts to the cell’s interior.58 In this way,M. tuber-

culosis can lie dormant in macrophages for many decades, clinically undetectable yet still
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replicating. Like many pathogens,M. tuberculosis also metabolises host lipids as a source

of nutrients.

Pathologies related to phospholipid oxidation Oxidative stress can lead to the non-

enzymatic oxidation of phospholipids and sterols (Figure 1.11). Increased levels of oxi-

dised phospholipids in the cellular membrane are associated with numerous pathologies.

Hydroperoxides, for example, are thought to play a causal role in myocardial ischemia,

whilst the saturated aldehyde 1-palmitoyl-2-(5-oxovaleroyl)-sn-glycero-3-phosphocholine

(POVPC) is thought to activate apoptotic cell-signalling pathways.59

Pathologies related to sterol oxidationWhen subjected to oxidative stress, cholesterol

may react with free radicals, such as reactive oxygen species, to form ring-oxidised sterols,

most commonly 7-ketocholesterol and 7β-hydroxycholesterol.60 Under oxidative stress,
the unsaturated hydrocarbon lipid tails of phospholipids are more-readily oxidised than

cholesterol. However, because the clearance of oxysterols is less efficient than that of oxi-

dised phospholipids, oxysterols are more prevalent than their phospholipid counterparts

in the plasma membrane.61

Oxysterols are present in the plasma membrane under physiological conditions;

their physiological roles include the removal of excess cholesterol from the body, as well

as roles in pro-inflammatory signaling and themetabolismof lipids.,60However, elevated

levels of oxysterols are associated with a number of diseases, such as Type 2 diabetes,

Huntingtons disease and PKAN.60–63

Lipid composition in cancerous tumours Cancerous tumours exist in a hypoxic en-

vironment with reduced access to nutrients. This leads to changes in lipid metabolism,

which in turn leads to changes in the lipid composition of the cellular membranes.64

Some of these changes, such as elevated levels of PS lipids, are so significant that they can

be used as biomarkers for cancer. PS, which is usually confined to the intracellular leaflet,

becomes enriched in the extracellular leaflet. This surface exposure of PS lipids protects

the cancerous environment against the response of the immune system.65 Chemother-

apy and radiotherapy increase the levels of exposed PS in the cancer microenvironment,

further increasing the immunosuppressive capability of the tumour.66 However, radio-

therapy in combination with an antibody that targets PS lipids may improve patients



1.8. Molecular dynamics simulations 29

HO

H

H

H

OH

O

O

O

P

O

O

O

O

N+

O-

O
HO

O

O

O

P

O

O

O

O

N+

O-

O

POPC-OOH POVPC

HO

H

H

H

O

7-ketocholesterol

7β-hydroxycholesterol

Figure 1.11: Oxidised lipids are associated with a number of pathologies. POPC-OOH and
1-palmitoyl-2-(5-oxovaleroyl)-sn-glycero-3-phosphorylcholine (POVPC) are hy-
droperoxide and aldehyde derivatives, respectively, of 1-palmitoyl-2-oleoyl-sn-
glycero-3-phosphocholine (POPC). 7-ketocholesterol and 7β-hydroxycholesterol
are oxysterols produced by the non-enzymatic oxidation of cholesterol.

outcomes for those with late-stage cancer.67

1.8 Molecular dynamics simulations
Molecular dynamics simulations have been used since the second half of the 20th cen-
tury to investigate howmacroscopic properties ofmaterials emerge from the interactions

of their constituent particles. The atomic scale detail of the structural and dynamical

properties of materials afforded byMD simulations cannot be resolved using current ex-
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perimental techniques. As such, MD simulations have become widely used alongside

experiments to provide complementary insight into the structure and dynamics of con-

densed matter systems.

1.8.1 The early history of computer simulation

During World War II, electronic computers in the National Laboratories of the United

States were used solely for the study of classified issues of national security.68At this time,

good analytical descriptions of the behaviour of dilute gases and crystalline solids had

been developed. The study of dense liquids, however, relied upon the use ofmacroscpoic

mechanical models, such as a set of ball bearings. Thus, when the use of electronic com-

puters was later permitted for non-classified research, one of the very first applications

was the study of condensed liquids. One particular question that lacked scientific con-

sensus was whether there is a liquid-to-solid phase transition in a system of hard spheres

as the density of the system increases. By 1957, this question had been answered bymeans

of computer simulations.

In 1953, Metropolis et al. published a computational Monte Carlo method for sim-

ulating a system of hard spheres.69 This involved considering each hard sphere in turn

and applying a random translation to the particle’s position. If the translation results in

a decrease in the potential energy of the system, the translation is accepted as the new

position of the particle. Otherwise, the translation is accepted with a probability of the

change in potential energy weighted by the Boltzmann factor. Whilst this method was

first applied to hard spheres, it is a general approach and one of the most important algo-

rithms developed in the 20th Century.

The Monte Carlo method is often referred to as Metropolis Monte Carlo, named

after the first author of the seminal paper. However, it was Edward Teller who had the

idea toweight the acceptance/rejection criterion by the Boltzman factor, his studentMar-

shall Rosenbluth who further developed the theory, and Arianna Rosenbluth who im-

plemented the algorithmonMANIAC I.70–72NicholasMetropolis was an author on the

paper as hewas director of the Institute forComputingResearch at LosAlamosNational

Laboratories; he was first author because his name is first alphabetically.73

The following year, in 1954, Arianna and Marshall Rosenbluth performed further
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Monte Carlo simulations of hard spheres to look for a liquid-to-solid phase transition.74

They studied systems of 256 hard spheres initially positioned on a face-centered-cubic

lattice, at 20 different volumes. For each system, 100 trials moves were performed for

each of the 256 particles. The authors found no evidence of a phase transition, although

they concluded that the Monte Carlo method might not be powerful enough to study

such phenomena.

Berni Alder played an important role both in the early development of computer

simulations and in resolving the question of whether there is a phase transition in a sys-

tem of hard spheres. Prior to the publication of theMonte Carlo method byMetropolis

et al., Berni Alder, Stan Frankel, John Kirkwood, and V. A. Lewinson had developed a

less-general approach toMonte Carlo simulations of hard spheres.69,75 However, Alder’s

PhD supervisor, Kirkwood, was uncomfortable with the theoretical foundations of the

method and so the group did not publish their findings.76,77

In 1955, Berni Alder and Thomas Wainwright begun to think about implement-

ing Newton’s equations of motion on electronic computers to study the approach to

equilibrium of a system of hard spheres. This is more computationally expensive than

the Monte Carlo method, but can provide information on both equilibrium and time-

dependent properties. The first simulations were performed on UNIVAC, but this was

not powerful enough to provide sufficient statistics — in a system of 100 hard spheres,

only around 100 collisions were observed per hour on UNIVAC.77

It was not until 1956 that Alder andWainwright had access to the IBM-704, which

was around 200 times faster than the UNIVAC. By running the simulations over an en-

tire summer, they had enough simulation time to determine the equilibrium properties

of the simulated systems. In 1957, Alder and Wainwright published their landmark pa-

per onmolecular dynamics simulations.78 This paper provided both the first description

of molecular dynamics and a demonstration of a first-order liquid-to-solid phase tran-

sition in a system of hard spheres. In the same issue of J. Chem. Phys., Bill Wood and

Jack Jacobson presented their findings after reproducing the Monte Carlo calculations

of hard spheres earlier performed byRosenbluth andRosenbluth.79Wood and Jacboson

showed that the simulations performed by Rosenbluth and Rosenbluth, with only 100
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trial moves per hard sphere, had poor exploration of phase space. Wood and Jacboson’s

further analysis suggested that a first-order transition is indeed likely. This agreement be-

tweenMonteCarlo andmolecular dynamics eventually convinced the community of the

existence of the phase transition, and in doing so demonstrated the power of computer

simulation as a scientific research method.

Later, in 1959, Alder and Wainwright published a more detailed account of their

method, and over the next 20 years Alder continued to develop the theoretical founda-

tions of molecular dynamics.80 However, it must be remembered that these researchers

could not have performed the simulations without the— predominantly female— pro-

grammers who implemented the algorithms on early computers such as MACIAC. In

their landmark 1957 paper, Alder and Wainwright acknowledge Shirley Campbell and

Mary Shephard for their work on implementing the molecular dynamics algorithm.78

Mary Ann Mansigh, meanwhile, worked with Alder for over two decades, creating a

highly optimised molecular dynamics engine called STEP.81

Since the 1950s, the development and optimisation of more sophisticated Monte

Carlo and molecular dynamics methods, along with the vast increase in computing

power, has led to an explosion in the use of computer simulations in scientific re-

search. For biological problems alone, Monte Carlo and molecular dynamics simula-

tions are now routinely used for studying proteins,82 lipids,39 carbohydrates,83 RNA,84

and DNA,85 as well as the interactions between these biomolecules.1,86–88 Below I will

provide a brief overview of computer simulations of lipid membranes from the past few

decades.

1.8.2 A brief overview of lipid membrane simulations

Alder and Wainwright’s molecular dynamics simulations involved perfectly elastic col-

lision between hard spheres. By the 1960s, however, more realistic potentials involving

both repulsive and attractive terms were employed to simulate physical matter more ac-

curately. In 1960, Gibson et al. simulated the crystal structures of copper,89 and four

years later Rahman used the Lennard-Jones potential for his simulations of liquid ar-

gon.90 Then, in the 1980s, the first simulations of lipid membranes appeared.

The first simulation of an approximate lipid membrane was performed by Kox et
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al in 1980.91 The authors modelled a monolayer of 90 lipids, each with a single seven C

chain and a headgroup that was constrained to move in the 𝑥𝑦-plane. While simple, this

model managed to reproduce the expected first-order phase transition from the gaseous

to the liquid-expanded monolayer phase.

In 1982, van der Ploeg and Berendsen reported on the first molecular dynamics sim-

ulations of a lipid bilayer.92 The bilayer was comprised of 32 lipids in total, with the head-

groups restrained along the 𝑧-axis using a harmonic potential to mimic the lipid-water

interface. From the 80 ps trajectory, the authors calculated the deuterium order param-

eter, which is a measure of how far the vectors made by the C-H bonds in the acyl tails

deviate from the membrane normal. The results were in excellent agreement with 2H

NMR spectroscopy measurements.

It was not until the end of the 1980s that simulations of fully-hydrated mem-

branes were possible.93,94 These simulations, however, were still limited to ps timescale.

Nonetheless, measurements from these simulations led to improvements in the theoret-

ical models of hydration forces at the membrane-water interface.

By the mid 1990s, there was interest in using a particle-mesh Ewald summation to

account for long-range electrostatics, but introducing these interactions into the calcula-

tions would require the reparameteristion of a force field.95 Since this time, a number of

atomistic and coarse-grained force fields have been developed for the simulation of lipids

and other components of the plasma membrane.96–105

Today, molecular dynamics simulations provide a powerful means of studying the

cellular membrane, especially since the time and length scales accessible to simulation

and experiment are beginning to converge. In recent years, we have seen simulations of

bilayers with realistic lipid compositions,4,106–108 including those that incorporate inte-

gral proteins,109 as well as simulations of an entire virion.110 One of the next challenges

for the field will be to include models of the extracelluar matrix, the cytoskeleton, and

the cytosol. In this direction, Harker-Kirschneck et al.111 recently created a coarse-grained

model of ECSRT-III—a complex of cytosol proteins involved inmembrane remodelling

— and used this model to study cell division in archaea.112
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1.9 Overview of this thesis
In the following chapter I will discuss the theoretical foundations of MD simulations,

along with some of the practical aspects of performing simulations. I will also briefly

discuss the use of machine learning methods for analysing MD simulations. In Chap-

ter 4 I will present my investigation into the effect of cholesterol oxidation on domain

formation in model membranes. In Chapter 4 I will look at the interactions between

cholesterol and sphingomyelin, identifying specific modes of interaction that may drive

their preferential mixing biological membranes. In Chapter 5 I will present LiPyphilic,

a Python package I have created for the analysis of MD simulations of lipid membranes.

In the final chapter this thesis I will summarise its key points and briefly discuss potential

avenues for future research.



Chapter 2

Methods

2.1 Molecular dynamics

Molecular dynamics simulations involve the iterative, numerical integration ofNewton’s

equations ofmotion to propagate the coordinates and velocities of a systemof interacting

particles through time. From the resultant trajectory, statistical mechanics can be used to

calculate any thermodynamic observable. The calculated properties of the system can be

used to assess the accuracy of the simulatedmodel, provide new insight into experimental

findings, or test and refine theoretical models. MD simulations thus provide a third way

of undertaking scientific research, alongside the two original pillars of experiment and

theory. In this chapter, I will discuss some of the important theoretical and practical

aspects of MD simulations.

2.1.1 Force field

For classical MD simulations, the ultrafast electronic motions of electrons are assumed

to average out over the timescale of nuclear motions. Each atom is therefore treated as a

point particle, and the microscopic state of the system can be described solely as a func-

tion of the positions and momenta of these particles. The equilibrium distribution of

atomic positions and momenta is determined entirely by a force field — a set of inter-

atomic potentials and their parameters that define the interactions between atoms. This

set of potentials is comprised of non-bonded and bonded contributions to the total po-
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Figure 2.1: Schematic of bonded and non-bonded terms in a classical molecular dynamics
forcefield for biomolecular simulations. Adapted with permission from Riniker.114
Copyright 2018 American Chemical Society.

tential energy, 𝑈(r):

𝑈(r) = 𝑈Non-Bonded(r)+𝑈Bonded(r) (2.1)

Non-Bonded potentials In biomolecular simulations, non-bonded interactions are typ-

icallymodelled as a combination of Lennard-Jones,𝑈LJ(r), andCoulomb potentials be-

tween pairs of atoms:

𝑈Non-Bonded(r) = 𝑈LJ(r)+∑
𝑖,𝑗

𝑞𝑖𝑞𝑗
4𝜋𝜖0r𝑖𝑗

(2.2)

In the Coulomb potential, 𝑟𝑖𝑗 is the distance between atoms 𝑖 and 𝑗, and 𝜖0 is the permit-

tivity of free space. 𝑞𝑖 and 𝑞𝑗 are the fixed-point partial charges of atoms 𝑖 and 𝑗, which
are non-integer values of the positive elementary charge, 𝑞𝑒. These partial charges reflect

the asymmetric distribution of electron density across covalent bonds; thus, the partial

charge of an atom depends on its local chemical environment. For example, the oxygen

and hydrogen atoms of the TIP3P water model have partial charges of −0.834 qe and
0.417 qe, respectively, to account for the greater electronegativity of oxygen.113

The Lennard-Jones potential is a phenomenological model that captures both the at-

tractive, long-range, van der Waals forces and the repulsive, short-range forces due to

overlapping electron orbitals. Most force fields employ the Lennard-Jones 12-6 poten-

tial,𝑈12,6
LJ (r), which provides a good compromise between accuracy and computational

efficiency. For two atoms, 𝑖 and 𝑗, separated by a distance of 𝑟𝑖𝑗, the Lennard Jones 12-6
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potential is given by:

𝑈12,6
LJ (r) = ∑

𝑖,𝑗
4𝜖𝑖𝑗[(

𝜎𝑖𝑗
𝑟𝑖𝑗

)
12

−(
𝜎𝑖𝑗
𝑟𝑖𝑗

)
6
] (2.3)

𝜎𝑖𝑗 defines the distance at which the potential is equal to zero; for 𝑟𝑖𝑗 < 𝜎𝑖𝑗 the repulsive

𝑟−12
𝑖𝑗 term dominates, whereas for 𝑟𝑖𝑗 > 𝜎𝑖𝑗 the attractive−𝑟−6

𝑖𝑗 term dominates. There is

a single minimum in the Lennard-Jones 12-6 potential at 𝑟𝑖𝑗 = 2𝜎1/6
𝑖𝑗 , which determines

the equilibrium distance between two atoms. The value of 𝜖𝑖𝑗 determines the depth of

the potential well at its minimum, and thus defines the strength of the interaction be-

tween the two atoms.

Values of 𝜎 and 𝜖 are defined for each atom type based on the element and its local chem-

ical environment. For interactions between different atoms types, in which 𝜎𝑖 ≠ 𝜎𝑗 and

𝜖𝑖 ≠ 𝜖𝑗, the equilibrium separation distance and depth of the potential well are usually

calculated using the Lorentz-Berthelot mixing rules. This means using the arithmetic

mean of the van der Waals radii and the geometric mean of the interaction strengths:

𝜎𝑖𝑗 =
𝜎𝑖 +𝜎𝑗

2 (2.4)

𝜖𝑖𝑗 = √𝜖𝑖𝜖𝑗 (2.5)

Bonded potentials 𝑈Non-Bonded(r) describes the interactions between pairs of atoms

that are not covalently bonded to one another. For atoms that are within the same

molecule, and connected via three or fewer bonds, these non-bonded interactions are typ-

ically not accounted for or are scaled down. Instead, atoms that are near one another on a

molecular graph have their interactions modelled by the bonded potentials, 𝑈Bonded(r).
The bonded interactions are typically comprised of both harmonic and cosine potentials:
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𝑈Bonded(𝑟) = 1
2 ∑

𝑖𝑗
𝑘𝑟(𝑟𝑖𝑗 −𝑟0)2

⏟⏟⏟⏟⏟⏟⏟⏟⏟
covalent bonds

+ 1
2 ∑

𝑖𝑗𝑘
𝑘𝜃(𝜃𝑖𝑗𝑘 −𝜃0)2

⏟⏟⏟⏟⏟⏟⏟⏟⏟
bond angles

+ 1
2 ∑

𝑖𝑘
𝑘𝑢(𝑢𝑖𝑘 −𝑢0)2

⏟⏟⏟⏟⏟⏟⏟⏟⏟
Urey-Bradley

(2.6)

+ ∑
𝑖𝑗𝑘𝑙

𝑁
∑
𝑛=1

𝑘𝜙,𝑛[1+ cos(𝑛𝜙𝑖𝑗𝑘𝑙 −𝛿𝑛)]
⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

bond dihedrals

+ ∑
𝑖𝑗𝑘𝑙

𝑘𝜔(𝜔𝑖𝑗𝑘𝑙 −𝜔0)2

⏟⏟⏟⏟⏟⏟⏟⏟⏟
improper dihedrals

A harmonic potential with a force constant, 𝑘𝑟, is used to represent the stretching of co-

valent bonds. The force constant is usually large, on the order of 100 kcalmol−1nm−2,

although this depends on the order of the bond. A large force constant ensures the in-

stantaneous bond length, 𝑟𝑖𝑗, does not deviate far from the from the equilibrium values,

𝑟0. Usually, covalent bonds can neither form nor break during the course of anMD sim-

ulation; the connectivity between atoms must be defined before the simulation begins.

If simulating chemical reactions, however, covalent bonds can be represented by a sum

of exponential potentials to model bond breaking and formation in classical MD simu-

lations.115

Bond angle bending is also described by harmonic potentials. However, the force con-

stants, 𝑘𝜃, are smaller than those for bond stretching because it is easier to deform a bond

angle from its equilibrium value, 𝜃0. Some force fields include a harmonic Urey-Bradley

potential, which is a cross term that accounts for the interdependence between bond

stretching and angle bending. This defines an equilibrium distance, 𝑢0, between the 1,3

atoms in a bond angle. TheUrey-Bradley term enables better reproduction of vibrational

spectra with little additional computational cost.114,116

A bond dihedral angle is defined for each set of four simply connected atoms, 𝑖𝑗𝑘𝑙, in a

molecule. Each triplet of atoms, 𝑖𝑗𝑘 and 𝑗𝑘𝑙, defines a half-plane and the angle of intersec-
tion, 𝜙𝑖𝑗𝑘𝑙, of these half-planes is the dihedral angle. The potential energy landscape of

bond dihedrals is more complex than that of bond stretching and bond angle bending.

Bond dihedrals are typically described by a sumof cosine potentials, with𝑁 minima each
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θDHA
rDA

Donor Oxygen

Acceptor Oxygen

Figure 2.2: Hydrogen bond between two water molecules. Hydrogen bonds can be identified
based on the donor-hydrogen-acceptor angle, 𝜃𝐷𝐻𝐴, and the donor-acceptor dis-
tance, 𝑟𝐷𝐴.

at a phase-shift of 𝛿𝑛 with a force constant of 𝑘𝜙,𝑛. Improper dihedral angles are dihedral

angles formed by a set of four non-contiguous atoms, and are useful for maintaining the

planarity of aromatic rings or other conjugated systems. Improper dihedral angles are

modelled using harmonic potentials, with a large force constant, 𝑘𝜔, ensuring the angle,

𝜔𝑖𝑗𝑘𝑙, does not deviate far from its equilibrium value, 𝜔0.

Hydrogen bondsHistorically, force fields included an explicit term for hydrogen bonds.

However, modern force fields implicitly represent hydrogen bonds via the non-bonded

electrostatic and van derWaals interactions between atoms. In the analysis of simulation

trajectories, hydrogen bonding can be detected via simple geometric criteria, although

more sophisticated approaches provide greater accuracy.117 Typically, two atoms are con-

sidered to be hydrogen bonded if the donor-hydrogen-acceptor angle, 𝜃𝐷𝐻𝐴, is greater

than 150° and the donor-acceptor distance, 𝑟𝐷𝐴, is less than 3.5Å (Figure2.2).118

ParameterisationA force field defines both the functional form of the interatomic po-

tentials, described above, and the values of the parameters in the potentials, i.e the force

constants, equilibrium values, partial charges, 𝜖 and 𝜎 . The parameterisation of a force

field is important if reality is to be simulated accurately, although it is highly non-trivial.

Numerous force fields for biomolecular simulations have been developed over the past

few decades, and development continueswith parameters for specific biomolecules being

optimised via both quantum mechanical calculations and alignment with experimental

data.96–105 The work in this thesis uses the all-atom CHARMM36 and coarse-grained
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MARTINI 2 force fields.98,102,103

It shouldbenoted that theLennard-Jones potential involves a sumover pairsof atoms; no

many-body terms, whichmay account formore than10%percent of the potential energy

in the liquid phase,116 are included. In practice, however, force fields are parameterised

such that many-body interactions are implicitly taken into account through the pairwise

interactions. The potentials therefore do not correspond to the actual pair potential be-

tween atoms — instead, they are effective pair potentials. Unlike the true pair potential,

these effective pair potentials depend on system variables such as pressure and tempera-

ture.119 This means that a force field parameterised with a specific set of system variables

may not generalise well to, for example, higher temperatures or pressures. Nonetheless,

empirical force fields for lipids can accurately reproduce the transitions between the gel,

ripple, and fluid phases of single- and multi-component mixtures.120,121

2.1.2 System creation

Careful attention must be paid to the construction of a system to be simulated. Molecu-

lar dynamics simulations typically aim to sample configurational space near equilibrium;

initialising a system to be near its equilibrated state can save significant simulation time.

This may mean using the structure of a protein generated from crystallographic or cryo-

EM data, or generating supramolecular structures using Packmol122 or PolyPly.123

All systems in this thesis were created using the CHARMM-GUIMembrane Builder124

or MARTINI Maker.125 These tools generate planar lipid bilayers of user-specified mix-

tures. First, spheres are placed in the system in the approximate locations of the lipid

headgroups. Each sphere is in turn replaced by a molecule from a library of equilibrated

lipid structures. Checks are then made to ensure acyl tails are not threaded through the

tetracyclic rings of sterols.

2.1.3 Gradient descent

Even with careful prepartaion, the initialisation of atomic coordinates can lead to arte-

facts such as overlapping atoms. Performing dynamics with overlapping atoms will lead

physical instabilities due to very large interatomic forces. To remove such artefacts, a sys-

tem can be driven towards a localminimum in potential energy via gradient descent. Gra-
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dient descent involves iteratively updating a differentiable function by taking small steps

in the direction opposite the gradient of the function at its current point. In the GRO-

MACS126 implementation of gradient descent minimisation, the coordinates at the next

step, r𝑛+1, are given by:

r𝑛+1 = r𝑛 + F𝑛
max(|F𝑛|)ℎ𝑛 (2.7)

where r𝑛 are the atomic coordinates at the current step, 𝑛. F𝑛 is the net force acting

on each atom, which is given by the gradient of the potential energy at the current step.

max(|F𝑛|) is themaximumabsolute force acting on any atom and ℎ𝑛 is themaximumdis-

placement of any atom from step 𝑛 to step 𝑛+1. At each step 𝑛+1, if the potential en-
ergy is decreased compared to the previous step then thenewcoordinates are accepted and

ℎ𝑛+1 = 1.2ℎ𝑛. Otherwise, the new coordinates are rejected and ℎ𝑛+1 = 0.2ℎ𝑛. This pro-

cess continues either for a pre-defined number of iterations or until max(|F𝑛|) is smaller

than a specified value.

2.1.4 Initialise velocities
Before dynamics can be simulated, the atomic velocities must first be initialised. At

equilibrium, the speed of atoms in three-dimensions will follow theMaxwell-Boltzmann

speed distribution, 𝑓 (𝑣):

𝑓 (𝑣) = 4𝜋[ 𝑚
2𝜋𝑘B𝑇 ]

3/2
𝑣2 exp(−𝑚𝑣2

2𝑘B𝑇 ) (2.8)

Atomic velocities could be initialised uniformly such that 𝑚𝑣2 = 3
2𝑘B𝑇, and over the

course of the simulation the distribution would converge toward 𝑓 (𝑣). However, it is

common to generate component-wise velocities using the Maxwell-Boltzmann distribu-

tion for a single spatial dimension 𝑖, 𝑃(𝑣𝑖):

𝑃(𝑣𝑖) = √
𝑚

2𝜋𝑘B𝑇 exp(
−𝑚𝑣2

𝑖
2𝑘B𝑇 ) (2.9)
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To prevent drift of the system the velocities are shifted such that ⟨𝑣𝑖⟩ = 0, and then
scaled to reflect to desired temperature: 𝑚⟨𝑣2

𝑖 ⟩ = 1
2𝑘B𝑇.

2.1.5 Numerical integration of the equations of motion
The main part of a MD simulation involves iteratively updating the atomic coordinates

and velocities in order to simulate the time-evolution of the system. The velocity, v, and

position, r, of atom 𝑖 at a future time 𝑡 + Δ𝑡 can be calculated via the following definite

integrals:

v𝑖(𝑡 +Δ𝑡) = v𝑖(𝑡)+∫
𝑡+Δ𝑡

𝑡
a𝑖(𝑡)d𝑡 (2.10)

r𝑖(𝑡 +Δ𝑡) = r𝑖(𝑡)+∫
𝑡+Δ𝑡

𝑡
v𝑖(𝑡)d𝑡 (2.11)

where the accelerations, a𝑖(𝑡), can be calculated via Newton’s second law of motion:

a𝑖(𝑡) = F𝑖(𝑡)
𝑚 (2.12)

This relates the net force, F𝑖, acting on a particle at time 𝑡 to its mass, 𝑚, and its instan-

taneous acceleration. The force itself is calculated as the negative of the gradient of the

potential:

F𝑖 = −∇𝑈(r𝑖) (2.13)

Once the force — and thus acceleration — is known, the velocity and position at time

𝑡 + Δ𝑡 can be calculated according to Equations 2.10 and 2.11. However, for a system of

interacting atoms, comprised of many different chemical species, it is impossible to solve

these integrals analytically. Instead, finite difference methods are used to numerically in-

tegrate Equations 2.10 and 2.11. A commonly used integrator is the velocity Verlet central

difference method:127
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v(𝑡 + 𝛿𝑡
2 ) = v(𝑡)+ 𝛿𝑡

2 a(𝑡) (2.14)

r(𝑡 +𝛿𝑡) = r(𝑡)+𝛿𝑡v(𝑡 + 𝛿𝑡
2 ) (2.15)

v(𝑡 +𝛿𝑡) = v(𝑡 + 𝛿𝑡
2 )+ 𝛿𝑡

2 a(𝑡 +𝛿𝑡) (2.16)

where the force calculation is performed betweenEquations 2.15 and 2.16. This algorithm

has several attractive properties— it is numerically stable, time-reversible, permits longer

timesteps, and is easy to implement.116

For conservation of energy, the velocity Verlet algorithm requires that atomic velocities

and accelerations are constant over the timestep used. The timestep is thus chosen to

be as large as possible, whilst remaining approximately an order of magnitude smaller

than the time taken for the highest frequency motions to occur, which is usually the vi-

bration of C-H bonds.128 The vibrational frequency of C-H bond stretching is on the

order of 1×1014 Hz, which puts an upper limit on the timestep of around 1.0 fs. How-

ever, these high frequency motions can be constrained to their equilibrium values us-

ing a modification to the velocity Verlet intergrator. Such constraints allow for the use

of a larger timestep without breaking the law of conservation of energy, thus enabling

longer simulation times. LINCS and SHAKE are two of the most commonly used con-

straint algorithms, and can be used to permit a timestep of up to 2 fs in all-atom simu-

lations.129,130 The work in this thesis uses LINCS, as implemented in GROMACS,126 to

constrain high-frequency motions.

2.1.6 Thermostats and barostats
Themethodology described thus far will simulate a system in themicrocanonical ensem-

ble. However, as experiments are typically performed under constant temperature and

pressure, it is useful to introduce the concept of thermostats and barostats for molecu-

lar simulation. Thermostats and barostats maintain the temperature and pressure, re-

spectively, at specified values throughout the course of a simulation, either via an ex-

tended dynamics or by introducing stochasticity into the equations of motion. In doing

so, thermostats and barostats enable MD simulations to sample from the isothermal or



2.1. Molecular dynamics 44

isothermal-isobaric ensembles.

TheBerendsen thermostat is often used at the beginning ofMDsimulations to efficiently

equilibrate the temperature of the system.116At each timestep, the instantaneous temper-

ature, 𝑇′(𝑡), is calculated:

𝑇′(𝑡) =

𝑁
∑
𝑖=1

𝑚𝑖𝑣2
𝑖

𝑁𝑓 𝑘𝐵
(2.17)

where 𝑘B is Boltzmann’s constant, 𝑣𝑖 and 𝑚𝑖 are the velocity and mass of particle 𝑖, 𝑁 is

the number of particles, and 𝑁𝑓 = 3𝑁 − 3 is the number of degrees of freedom for 𝑁
particles. The atomic velocities are then linearly rescaled such that 𝑇′(𝑡)will converge to
the target temperature of the simulation, 𝑇, within a specified time 𝜏. Specifically, the
atomic velocities are scaled by a factor 𝜆:

𝜆 = √1+ Δ𝑡(𝑇 −𝑇′(𝑡))
𝜏𝑇′(𝑡) (2.18)

where the time constant, 𝜏, sets the coupling strength of the thermostat to the heat bath.

The Berendsen thermostat is fast and efficient to compute, but it does not reproduce the

canonical ensemble.131 This is because it does not generate the expected energy fluctua-

tions for the canonical ensemble. Therefore, after the temperature has been equilibrated

using the Berendsen thermostat, a more sophisticated thermostat is often used to ensure

the desired ensemble is sampled from. Oneoption is to add stochasticity to theBerendsen

thermostat.132 Another widely used method is the Nosé-Hoover thermostat,133,134 which

is an extended dynamics with an extra degree of freedom in theHamiltonian for the heat

bath.

TheBerendsenbarostat is analogous to theBerendsen thermostat: pressure ismaintained

around an equilibirum value by rescaling the system dimensions at each timestep. This

barostat is often used to efficiently equilibrate the system pressure, but it does not cor-

rectly reproduce the fluctuaions expected for the isothermal–isobaric (NPT) ensemble.

In the production stage ofMD simulations, a Parrinello-Rahman barostat can be used to

generate the NPT ensemble. This barostat is analogous to the Nosé-Hoover thermostat
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in its approach to maintaining pressure.

2.1.7 Improving computational efficiency
The pairwise calculation of potential energy and interatomic forces is themost computa-

tionally expensive part of anMD simulation. Below Iwill discuss some of the approaches

taken to reduce the computational cost of these calculationswithout sacrificing accuracy.

Force calculation As the number of atoms, 𝑁, increases, the number of non-bonded

pairwise interactions increases as 𝑁(𝑁 − 1). Even with high performance computers,

this scaling is prohibitively expensive for large 𝑁. Therefore, all MD simulation engines

make use of Newton’s third law of motion:

F𝑖𝑗 = −F𝑗𝑖 (2.19)

which states that the force acting on atom 𝑖 due to atom 𝑗 is equal and opposite to the

force acting on atom 𝑗 due to atom 𝑖. This means that only unique pairs of atoms need to

be considered in the force calculation (Listing 2.1).

for each atom i in {0,...,N-1}

for each atom j in {i+1,...,N}

calculate Fij

add Fij to the total force acting on i

add -Fij to the total force acting on j

Listing 2.1: Pseudocode for the pairwise force calculation in anMD simulation.

This immediately cuts the number of force calculations in half without comprising the

accuracy of the simulation. The same approach of making a single pass over unique pairs

of atoms is taken for calculating the total potential energy of the system. For force fields

that include three-body terms, such as COMPASS,135 a similar approach can be used by

iterating over unique triplets of atoms.116

Potential truncation Even 𝑁(𝑁−1)
2 calculations becomes expensive for large 𝑁. To

further reduce the number of pairwise calculations, only pairs within a cutoff distance,

𝑟𝑐, of one another are considered. Beyond this cutoff distance, the Lennard-Jones poten-

tial is taken to be zero whilst the Coulombic interactions are calculated via a summation

in reciprocal space. The cutoff distance is defined in the parameterisation of a force
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field; CHARMM36 and MARTINI 2 use cutoff distances of 12Å and 11Å, respec-
tively.102,136

Switching functions The Lennard-Jones 12-6 potential rapidly decays toward zero as

Figure 2.3: Coulomb and Lennard-Jones 12-6 potentials used to model non-bonded interac-
tions between water oxygen atoms in CHARMM36.102

𝑟 → ∞. At 𝑟 = 2.5𝜎 the potential energy is approximately equal to 𝜖/60 (Figure 2.3).

Therefore, at values of 𝑟 > 𝑟𝑐, 𝑈12,6
𝐿𝐽 (𝑟) can be taken to be exactly zero with little loss in

accuracy. To avoid a discontinuity in the potential energy — and thus an infinite force

— a switching function, 𝑆(𝑟), can be introduced to ensure the potential goes to zero

smoothly at the cutoff distance. This is the approach taken by CHARMM36,98,102 and

leads to the following scheme for calculating the Lennard-Jones potential:

𝑈12,6
𝐿𝐽 (𝑟) =

⎧{{{{
⎨{{{{⎩

𝑈12,6
𝐿𝐽 (𝑟), if 𝑟 < 𝑟switch

𝑈12,6
𝐿𝐽 (𝑟)𝑆(𝑟), if 𝑟switch ≤ 𝑟 < 𝑟cut

0, if 𝑟cut ≤ 𝑟

(2.20)

where 𝑟𝑠 is the interatomic distance at which the switching function is applied. InGRO-

MACS,126 𝑆(𝑟) is a fifth-degree polynomial:

𝑆(𝑟) = 1−10(𝑟 −𝑟𝑠)3(𝑟𝑐 −𝑟𝑠)2 +15(𝑟 −𝑟𝑠)4(𝑟𝑐 −𝑟𝑠)−6(𝑟 −𝑟𝑠)
(𝑟𝑐 −𝑟𝑠)5 (2.21)

An alternative approach to ensuring the Lennard-Jones potential is equal to zero at the

cutoff is to shift 𝑈12,6
𝐿𝐽 (𝑟) by its value at the cutoff distance.
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Particle-Mesh Ewald Summation For the Coulombic interactions, the potential en-

ergy and force are also calculated explicitly for 𝑟 < 𝑟𝑐. However, electrostatic interactions

decay slowly and are non-negligible at 𝑟 = 2.5𝜎 (Figure 2.3). Therefore, past the cutoff

distance, electrostatic interactions are calculated by an Ewald summation in reciprocal

space. The smooth particle-mesh Ewald (PME) summation involves discretising the sim-

ulation box, calculating the mean partial charge in each grid point, interpolating the grid

of partial charges to removemissing values, then transforming into reciprocal space using

a fast Fourier transform.137,138The pairwise interactions between all grid points can be cal-

culated using a single sum in reciprocal space, then the real-space interactions obtained

by performing an inverse Fourier transform. The result is that electrostatic interactions

can be calculated using the smooth-PME algorithm with 𝒪(𝑁 log𝑁) time complexity.

Verlet neighbour lists The use of a cutoff value, 𝑟𝑐, can significantly reduce the num-

ber of pairwise calculations performed at each timestep. However, it remains compu-

tationally expensive to determine whether each pair of atoms is within this interaction

cutoff distance. Rather than calculating all interatomic distances at each timestep, a Ver-

let neighbour list can be used to keep track of all pairs of atoms thatmight be within 𝑟𝑐 of

one another. At the first timestep, all pairwise distances are calculated. All pairs within a

distance of 𝑟𝑙 from one another are added to a neighbour list, where 𝑟𝑙 > 𝑟𝑐. This means

that all pairs of atoms within 𝑟𝑐 of one another are present in the list. Then, at each iter-

ation, interatomic distances are calculated only for pairs of atoms on the neighbour list.

To ensure all pairs within 𝑟𝑐 of one another are considered, the neighbour list must be

updated when the sum of the two largest atomic displacements is greater than 𝑟𝑙 − 𝑟𝑐.116

In practice, the neighbour list is updated every 𝑛 steps, where 𝑛 is typically around 20
for simulations of liquids. For gases and solids, respectively, 𝑛 should be decreased or in-

creased, whilst still ensuring all interacting pairs are on the neighbour list at all times. In

doing so, the expensive distance calculation needs to be performed between all pairs only

every 𝑛 steps.

2.1.8 Simulating bulk behaviour

The central image of Figure 2.4 (row B, column 2) shows a lipid membrane system stud-

ied by Smith et al.19 The system contains 400 DPPC lipids, is fully solvated by 150mM
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NaCl, and is approximately 1×103 nm3 in size. This is not at the current limit of system

sizes accessible to MD simulations, but is typical for all-atom simulations of lipid mem-

branes. It is, however, far from the thermodynamic limit. This means that substantial

finite size effects would be present in a system of this size. In order to simulate bulk be-

haviour without requiring 1×1023 molecules, periodic boundary conditions (PBC) can

be applied to the system.

21 3

A

B

C

Figure 2.4: Illustration of the minimum image convention used in molecular dynamics simula-
tions to simulate bulk behaviour.

In the system shown in Figure 2.4, PBCs effectively create an infinite number of stacked

bilayers, with each bilayer being infinitely long. As an atommoves out of the central im-

age, it is replaced on the opposite side of the box by a copy of itself. For instance, if in

Figure 2.4 an atommoves from cell (B2) to cell (B1), a replica of this atomwill simultane-

ously move from cell (B3) into the central image (B2).

The use of PBCs has important implications for the calculation of interatomic distances.

Theminimum image convention dictates that, in each spatial dimension, the shortest dis-

tance between any images of two atoms must be used. For a system of length 𝐿𝑑 along
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dimension 𝑑, the minimum image convention states that the distance, 𝑟𝑑
𝑖𝑗, between atom

𝑖 and atom 𝑗 along dimension 𝑑 is given by:

𝑟𝑑
𝑖𝑗 =

⎧{{{{
⎨{{{{⎩

𝑟𝑑
𝑖𝑗 +𝐿𝑑, if 𝑟𝑑

𝑖𝑗 < −𝐿𝑑
2

𝑟𝑑
𝑖𝑗 −𝐿𝑑, if 𝑟𝑑

𝑖𝑗 > 𝐿𝑑
2

𝑟𝑑
𝑖𝑗, otherwise

This ensures that the maximum distance in dimension 𝑑 between any two atoms is equal

to 𝐿𝑑
2 . It also puts an upper limit on the value of 𝑟𝑐 of

min(𝐿𝑑)
2 , where min(𝐿𝑑) is the

minimum extent of all spatial dimensions. This is to prevent the non-physical behaviour

that would arise if an atom were to interact with itself through periodic boundaries.

2.1.9 Coarse-grained molecular dynamics

Much of the discussion thus far applies to both all-atom and coarse-grained classicalMD

simulations. In all-atomMD, each atom is treated explicitly. Coarse-grained MD simu-

lations, on the other hand, use interacting beads that approximate the behaviour of mul-

tiple atoms (Figure 2.5). A popular coarse-grained force field for biomolecular simulation

MARTINI, which is used for the coarse-garined simulations in this thesis. The MAR-

TINImodel groups three to five heavy (non-hydrogen) atoms into each interacting bead.

Different bead types are used to represent different combinations of grouped atoms along

with different chemical environments. For MARTINI 2, there are four groups of bead

type: charged, polar, non-polar, and apolar. Each grouphas five distinct types that are dis-

tinguished by their polar affinity or their tendency to formhydrogen bonds. The strength

of interaction between different bead types ranges from 2.0 to 5.6 kJmol−1. This pro-

vides a degree of chemical specificity, albeit a reduced one compared to all-atom simula-

tions.

TheMARTINI force field uses a similar functional form as in Equations 2.2 and 2.6, but

with some important differences in the treatment of both bonded and non-bonded inter-

actions. MARTINI has no Urey-Bradley term nor a term for proper dihedrals, although

improper dihedrals can be used to maintain planarity of rigid structures.
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(a) (b)

Figure 2.5: (a) Atomistic and (b) Coarse-grained representations of cholesterol. The mapping
shown here is used in the MARTINI coarse-grained force field.98,139

MARTINI uses the same 𝑈12,6
𝐿𝐽 (r) potential to describe non-bonded dispersion forces.

In the original parameterisation of MARTINI 2, a switching function was applied to

the Lennard-Jones potential to ensure it went to zero at the interaction cutoff distance

of 12Å.98 Since 2016, however, the recommendation has been to shift the potential by

its value at the cutoff distance, and the cutoff distance has been reduced to 11Å. This
is both to improve computational efficiency and to allow MARTINI simulations to be

performed with GROMACS on GPUs.136

Electrostatics are also treated differently byMARTINI. First, there are no partial charges

— instead, all beads have integer values of 𝑞𝑒, withmost beads (and lipids) having a charge

of zero. Second, in the original parameterisation of MARTINI 2, a switching function

was used to set electrostatic interactions to zero at a cutoff distance of 12Å.98 Whilst this

neglects long-range electrostatics,MARTINI systems are typically sparsely charged, with

the Coulomb energy being around 1% of the total Lennard-Jones energy.136 Since 2016,

the recommendation has been to use a reaction field method for evaluating electrostat-

ics.140 By setting the dielectric constant to be infinity at separation distances greater than

𝑟𝑐, the electrostatic interactions are still set to zero at the cutoff distance. However, the

reaction field approach is more computationally efficient than using a switching func-

tion.

Coarse-graining allows the study of larger systems over longer time scales. The speed up
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of calculations comes from two sources. Firstly, as there are fewer particles in the sys-

tem, the calculation of pairwise interactions is significantly faster. Secondly, by coarse-

graining 3-5 heavy atoms into an interacting bead, the free energy landscape is smoothed.

Thismeans that a larger timestep can be used (up to 30 fs) as the highest frequency vibra-
tions are no longer present. It also acts to increase the dynamics by reducing the height

of energetic barriers, increasing the rate of exploration of phase space. Taken together,

this opens up the ability to simulate systems of hundreds of nm in size for time scales

approaching 1.0ms.98 This, however, comes at the cost of losing the atomic scale details

that all-atom simulations offer. Further, the dynamics of molecular processes are altered

in unpredictable ways, and the underlying physics that drive emergent phenomena in

these models may not be true to reality.141

2.1.10 Summary

In summary, classicalMD simulations can provide unique insight into condensedmatter

systems at atomic resolution. Empirical force fields — developed by fitting to quantum-

mechaincal calculations and experimental data — provide an approximate but accurate

representation of physics at the atomic scale. Such force fields can be used to simulate the

time-evolution of a system of interacting particles over millions of short timesteps. Nu-

merical integrators are used to update atomic coordinates and velocities at each timestep,

and thermostats and barostats can be used to ensure the correct ensemble is sampled

from. Various approaches are taken to improve computational efficiency, including

decomposing the force calculations into short-range and long-range contributions that

are evaluated in real and reciprocal space, respectively. Bulk behaviour can be obtained

through the use of periodic bounadry conditions, whilst larger systems can be studied

over longer timescales using coarse-grained models.

2.2 Machine learning
Machine learning is a type of artificial intelligence that allows computers to improve their

performance at a task by identifying patterns in data. Machine learning can be broadly

catergorised into supervised and unsupervised learning.
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Supervised learning refers to algorithms that use labelled examples of input and output

data to construct a model that can be used for future predictions. For example, a pre-

dictive model of tumourmalignancy could be created using data from past patients. The

input features for each patientmight be the tumour radius, texture, and concavity, whilst

the output featurewould bewhether the tumour is benign ormalignant. Once themodel

has been constructed, it can be used to predict whether a new patient’s tumour is benign

or malignant based on the tumour’s radius, texture, and concavity.

Unsupervised learning is employed when there is no labelled output data. It can be used

to partition a set of samples into groups, or clusters, whereby intragroup input features

are similar and intergroup features are dissimilar. For instance, Netflix clusters its viewers

into distinct groups based on their viewing history. It then provides recommendations

to a customer based on other titles watched by members in the same group.

Unsupervised machine learning is now routinely employed in the analysis of MD sim-

ulations.142,143 In this thesis, dimensionality reduction and clustering are used to study

cholesterol-sphingomyelin conformations in lipid bilayers, and Hidden Markov models

are used to look at the effect of cholesterol oxidation on liquid-liquid phase separation in

model membranes.

2.2.1 Dimensionality reduction and clustering

The unsupervised clustering of samples is a powerfulmethod for uncovering correlations

in complex data sets. Many problems, however, have high-dimensional input spaces,

which presents two related problems to clustering. First, as the dimensionality increases,

points in the high-dimensional space become extremely sparse. This means that, for the

clustering algorithm,most points appear dissimilar to one another. Second, samplesmay

be close in some dimensions but far apart in others, making metrics such as Euclidian

distance less useful for identifying nearby data points. Dimensionality reduction tech-

niques aim to overcome these issues by creating low-dimensional representations of high-

dimensional spaces, without losing important information contained within the original

dataset.

Linear dimensionality reduction Linear dimensionality reduction algorithms gener-

ate a set of new features based on linear combinations of the many input features. Prin-
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cipal Component Analysis (PCA) is probably the most famous technique of this kind.

PCA defines a set of orthogonal components through the eigendecomposition of the

covariance matrix of the input data. There are 𝑁 components in total, where 𝑁 is the

dimensionality of the input space. The component with the largest eigenvalue will be

the one that maximises the variance when the input data is projected onto it. Therefore,

by projecting onto the 𝑛 components with the largest eigenvalues, the input data can be

transformed into an 𝑛-dimensional representation in which the variance amongst sam-

ples is maximised.

Non-linear dimensionality reduction If the input data does not lie on a hyper-

plane in the high-dimensional space, linear techniques will be unable to faithfully re-

produce the salient features of the data in a low-dimensional representation.143 In these

instances, non-linear, or manifold, dimensionality reduction techniques can be used.

Uniform Manifold Approximation and Projection for Dimension Reduction (UMAP)

is a widely used non-linear method for creating low-dimensional embeddings of com-

plex high-dimensional data.144UMAP creates a weighted graph of the points in the high-

dimensional space, then iteratively optimises a low-dimensional graph tobe as similar to it

as possible. In doing so,UMAP is able to capture both local and global information in the

low-dimensional embedding. UMAP has proven to be particularly useful for analysing

MD simulations of biomacromolecules, preserving the biological information present in

high-dimensional data better than linear methods such as PCA.142 UMAP is used in this

thesis in the analysis of cholesterol-sphingomelin conformations in lipids bilayers.

HDBSCANData in a low-dimensional space, of less than around 15 dimensions, can be

segregated into distinct groups using unsupervised clustering techniques. HDBSCAN is

a density-based hierarchical clustering algorithm that is well-suited to identify clusters of

different shapes, sizes, and densities.145,146

HDBSCAN first transforms the input space to sparsify regions that are already of low

density, whilst leaving regions of high density unchanged. This serves to reduce the ten-

dency of noise to connect regions of high density. To do so, HDBSCAN calculates the
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Figure 2.6: The minimum spanning tree (MST) of an unweighted graph is defined as the set of
edges that contains every node of the graph whilst minimising the number of edges
in the tree.

mutual reachability distance, 𝑑mreach,𝑘, for each pair of input points:

𝑑mreach,𝑘(𝑎,𝑏) = max{core𝑘(𝑎), core𝑘(𝑏), 𝑑(𝑎,𝑏)} (2.22)

where core𝑘(𝑥) is the distance from point 𝑥 to its 𝑘th nearest neighbour, and 𝑑(𝑎,𝑏) is
the distance between points 𝑎 and 𝑏. Using themutual reachability distance, dense points

with small core𝑘(𝑥) values remain unchanged. Sparse point with larger core𝑘(𝑥) values,
however, are moved such that they are at least core𝑘(𝑥) away from all other points. That

is, point 𝑎will be moved to increase the distance 𝑑(𝑎,𝑏) if core𝑘(𝑎) is above some thresh-

old and 𝑑(𝑎,𝑏) is less then core𝑘(𝑎).
The minimum spanning tree (MST) of a weighted graph is then generated from this

transformed data, where the weights are the distances between points. The MST of a

graph is the set of vertices that generates a fully-connected, acyclic graph whilst minimis-

ing the total weight of its vertices (Figure 2.6). A hierarchical clustering of the MST’s

connected components is then performed. At this stage, the relatedDBSCANclustering

algorithm uses a single cutoff distance for identifying distinct clusters.147 HDBSCAN,

however, uses several cutoff distances in order to identify the set of most stable clusters,

each with a minumum number of points. Using multiple cutoff distances is what makes

HDBSCAN so useful for identifying clusters of variable densities. HDBSCAN is used

in this thesis to cluster the cholesterol-sphingomyelin conformations in the low dimen-

sional embedding generated with UMAP.
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Figure 2.7: Acyl tail thickness of DOPC lipids in bilayer with coexisting 𝐿𝑑 and 𝐿𝑜 phases.
Assuming the distributions of 𝐿𝑑 and 𝐿𝑜 thicknesses can each be described by a
normal distribution, a GaussianMixture Model (GMM) can be used to determine
the parameters of these underlying. A GaussianMixture Model can also perform a
soft-clustering of each data point, providing a probability of each lipid being either
in the 𝐿𝑑 or the 𝐿𝑜 phase.

GaussianmixturemodelsMixturemodels are another formof unsupervised clustering.

They can be used to decompose a probability distribution into a set of subpopulations,

each of which is described parametrically. For Gaussian Mixture Models (GMM), the

subpopulations are assumed to followGaussian distributions. Mixturemodels are useful

when the number of subpopulations is known a priori. For example, consider a bilayer

that has both 𝐿𝑜 and 𝐿𝑑 phase DOPC lipids. The thicknesses of the acyl tails follows a

Gaussian distribution with negative skewness (Figure 2.7), whereby 𝐿𝑜 tails are generally

thicker than𝐿𝑑 tails. AGMMcan be used to determine the parameters of the two under-

lyingGaussian distributions—corresponding to𝐿𝑜 or𝐿𝑑 lipids—based on the observed

total distibution. GMMs can also perform a soft clustering of the input data, providing a

probability of each sample (lipid molecule) belonging to each subpopultion (𝐿𝑑 or 𝐿𝑜).

To determine the parameters of the underlying distributions mixture models use the

Expectation-Maximisation (EM) algorithm, which is a general algorithm that iteratively

optimises parameter fitting. For the example of the DOPC lipid bilayer, EM consists the

following steps:

1. Initialisation: Generate an initial guess of the parameters (mean and standard de-

viation) of the two underlying Guassians. Randomly assign each data point (acyl

tail thickness) to one of the two Gaussians.



2.2. Machine learning 56

2. Expectation (E): Bayes theorem is used to calculate the probability of each data

point belonging to each Gaussian.

3. Maximisation (M): The parameters of the two Gaussians are recalculated. For a

given Gaussian, the contribution of each data point is weighted by its probability

of belonging to the Gaussian.

4. Repeat the EM steps until the parameters of two consectuive itertations converge

to within some pre-defined tolerance.

GMMs are particularly useful for determining the parameters of the underlying distribu-

tions. However, the soft-clustering of points is less useful when there is a large overlap

between the two distributions, such as in Figure 2.7. GMMs are used in this thesis to de-

compose the distribution of lipid tail thicknesses into two hidden states, corresponding

to the 𝐿𝑜 and 𝐿𝑑 phases. The parameters of the underlying distributions are then used as

the input to HiddenMarkov models.

2.2.2 Hidden Markov Models
A Hidden Markov model (HMM) relates a timeseries of observations — such as the

thickness of DOPC acyl tails — to a timeseries of unobserved hidden states — such as

whether each DOPC lipid is in the 𝐿𝑑 or the 𝐿𝑜 phase. HMMs can thus be thought of as

a mixture model with a time component. The timeseries of hidden states is assumed to

be memoryless; the state at time 𝑡 +1 depends only on the state at time 𝑡.
To fit the parameters of aHMMmodel, a special case of the EM algorithm, known as the

Baum-Welch algorithm, is used. The Baum-Welch algorithm is used to find the optimal

values of the following parameters:

• the probability of starting in each hidden state.

• the transition probabilitymatrix of moving between each hidden state from time 𝑡
to time 𝑡 +1.

• the emission probabilitymatrix of each hidden state leading to each observed state.

Once these model parameters have been fit, the Viterbi algorithm can be used to deter-

mine the most likely sequence of hidden states based on the sequence of observed states.
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In this thesis, HMMs are used to study the coexistance of 𝐿𝑑 and 𝐿𝑜 phases in lipidmem-

branes.



Chapter 3

Cholesterol Oxidation Modulates the

Formation of Liquid-Ordered

Domains in Model Membranes

A note on the reliability of the results presented in this chapterThe results in this

chapter were published as a preprint on bioRxiv.148 However, soon after publication of

the preprint,M. Javanainen brought tomy attention an issue with theMARTINImodel

of cholesterol when used with the default GROMACS parameters for the LINCS con-

straint algorithm. Due to the presence of virtual sites in the cholesterol model, use of the

default LINCSparameters leads a lack of conservation of energy in the system. Thisman-

ifests as an unphysical lateral temperature gradients across the bilayers.149 It is also what

causes the lateral phase separation described in this chapter - if more conservative LINCS

parameters are used, the temperature gradient disappears but so too does the phase sep-

aration. As such, the results in the section are unlikely to be reliable. Nonetheless, the

analysismethods developed in this chapter could be applied to other simulations of phase

separating membranes that do not suffer aphysical temperature gradients. In Section 3.5

of this chapter, Iwill discuss the physical origin of the temperature gradient inmore detail

as well as approaches to avoiding this issue.
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Figure 3.1: Chemical structure of cholesterol and 7-ketocholesterol.

3.1 Introduction

Since Simons and Ikonen first described lipid rafts,43 the existence, origin and nature of

these structures in cellular membranes has been hotly debated.27–42 However, there is

now direct evidence ofmicrodomains in live yeast cell organelles;150,151 of nanodomains in

live plant cell plasma membranes;152 of functional membrane microdomains in live bac-

teria;153,154 and of nanodomains in isolated mammalian cell plasma membranes.155 The

ubiquitous presence of lipid-raft-like structures across the domains of life suggests they

serve somebiological function. This is further supported by their suspected roles inmany

membrane processes: from membrane signaling156 to membrane trafficking,157 from

membrane deformation158 to membrane vesiculation,159 and from sites for oligomeriza-

tion of peptides160 to sites for attachment of pathogens.161

Given the biological importance of lipid rafts, the disruption of liquid-ordered

domains has the potential to impact myriad biological pathways and processes. Ele-

vated levels of ring-oxidised sterols — produced by the autoxidation of cholesterol162

— are implicated in numerous pathologies,61,163–174 and have been speculated to prevent

liquid-ordered domain formation.60,175,176 7-ketocholesterol (KChol; Figure 3.1) is one

of the most abundant and cytotoxic oxysterols,60 and its presence in lipid rafts can in-

duce cell death.165 KChol causes apoptosis via inactivation of the phosphatidylinositol

3-kinase/Akt signaling pathway177 — a pathway that depends on lipid rafts as signaling

platforms.156 Further, by excluding KChol from lipid rafts, cell death is avoided.178 It is

therefore possible that KChol induces apoptosis via disrupting the formation of liquid-

ordered domains in the plasma membrane.



3.2. Methods 60

The concept of lipid rafts originated as an explanation for the dynamic cluster-

ing of cholesterol (Chol; Figure 3.1) and sphingolipids in the plasma membrane, and

the preferential sorting of certain proteins into these domains.43 Since then, many dif-

ferent lipid mixtures have been found to be capable of nano- or micro-domain forma-

tion.42,47,179–185 Indeed, the plasmamembrane is thought to consist ofmanydifferent raft-

like and non-raft-like regions of varying lipid composition.31,35,182 These raft-like regions

may arise throughmanydifferent physical processes,34,186,187with different physicalmech-

anisms dominating at different stages of domain formation.188 Given the complexity of

the plasmamembrane,modelmembranes are typically employed for the study of domain

formation. Membranes consisting of 1,2-dipalmitoyl-sn-3-phosphocholine (DPPC), 1,2-

dioleoyl-sn-glycero-3-phosphocholine (DOPC) and Chol were the first phase-separating

ternary mixture to have its phase boundaries fully mapped,47 and has since become the

canonical mixture for studying phase separation in lipid membranes. While this mix-

ture produces macroscopic phase separation, nanodomains behave surprisingly like gen-

uine phases and so studyingmacroscopic phase separationmay also informus about nan-

odomains and lipid rafts.48

In this chapter, I report on the effect of cholesterol oxidation on domain formation

studied by means of coarse-grained molecular dynamics simulations.

3.2 Methods

3.2.1 Simulation protocol

I used the CHARMM-GUI MARTINI Maker124,125 to construct an equimolar mix-

ture of DPPC:DOPC:Chol with 6,000 lipids per leaflet. The system had 89,995 non-

polarizable water beads (10% of which were anti-freeze beads), 1,154 Na beads, and

1,154 Cl beads. I used the MARTINI 2 force field along with the Melo et al. param-

eters for cholesterol.98,139 To construct the DPPC:DOPC:KChol membrane, I used the

DPPC:DOPC:Chol bilayer and replaced all Chol molecules with KChol molecules.

I first performed a steepest descent minimization for 5,000 steps in which the sterol
constraints were replaced by harmonic bonds. I then performed a series of short (∼1 ns)
equilibrations, with increasing timesteps (2, 5, 10, 15, 20 fs), to relax the systems. In
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Figure 3.2: Structure of the MARTINI model of Chol/KChol. The R2 bead is of type SC3
and SN0 for Chol and KChol respectively. The red ROH bead is polar, represent-
ing the hydroxyl group of the sterols, and the blue beads are apolar.

these equlibrations, I applied position restraints with decreasing coefficients (200, 100,
50, 20, 10 kcalmol−1) in the 𝑧-dimension to the PO4 and ROH beads. These beads

correspond to the phosphate group of the glycerophospholipids and the hydroxyl group

of the sterols.

For production simulations, I used a timestep of 25 fs and to suppress large-scale

undulations189 I applied a 2 kcalmol−1 restraint in the 𝑧-dimension to the PO4 beads of

phospholipids in the upper leaflet.

All simulations were performed using the semi-isotropic NPT ensemble at 310K
and 1 bar, and using the new-RF parameter set136 for performingMARTINI simulations

with GROMACS. To perform the second replicas of eachmixture I used a different ran-

dom seed when generating initial velocities. Coordinates were stored every 0.5 ns. All
simulations were performed using GROMACS 2018.2.126

3.2.2 MARTINI parameters for 7-ketocholesterol
In keeping with the modular philosophy of MARTINI,141 I modelled 7-ketocholesterol
by changing the R2 bead type from SC3 (semi-repulsive to water) to SN0 (intermediate

with water), which has the same mass as SC3 but is more polar (Figure 3.2).

SN0 is a conservative choice of bead for the ketone group. The SP1 bead (polar;

almost attractive with water) is used for the ROH group in the MARTINI model of

cholesterol, as well as in all three ROHgroups of the cholateMARTINImodel.139 These

hydroxyl groups, however, are more polar than the ketone group of KChol — hydroxyl
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moeities can both donate and accept hydrogen bonds. I therefore used the SN0 bead

(intermediate polar; intermediatewithwater). Themass of the beads and all bond lengths

are unchanged, which is in keeping with the cholate MARTINI model (the ROH beads

in cholate keep the same mass as the corresponding beads in the cholesterol model).

I also performed simulations using an N0 bead type rather than SN0 bead type for

the R2 ketone bead. The N0 bead has stronger Lennard-Jones interactions with other

beads compared to the SN0 bead. However, when using the N0 bead I observed freez-

ing of water at the membrane-water interface after around 4 µs of simulation time, most

likely due to the increased interactions between the ketone group ofKChol and thewater

beads.

The angular orientation of our KChol model is in line with previous atomistic sim-

ulations of this ring-oxidized sterol.60,175,176 This is an important differentiator between

Chol and KChol, thus giving confidence in the KChol model.

3.2.3 Analysis methods

Analysis was performed using MDAnalysis,190,191 LiPyphilic,192 FATSLiM,193 SciPy,194

and HMMLearn.195 Unless stated otherwise, every tenth frame (5 ns) was used in the

analysis. The standard errors reported in Table 3.1 were calculated using 50 ns block av-
erages.

HiddenMarkovModel Lipidswere assigned to be either ordered (𝐿𝑜), disordered (𝐿𝑑),

or intermediate (𝐿𝑑/𝑜) by constructing Hidden Markov Models based on lipid thick-

nesses. SciPy194was used to generate theGaussianMixtureModel, fromwhich the initial

HMM parameters were derived. HMMLearn was then used to refine the model param-

eters and subsequently decode the most likely sequence of ordered states. Smith et al.196

describes this procedure in more detail.

Area per lipid The area per lipid was calculated via a Voronoi tessellation of the 𝑥 and 𝑦
coordinates ofGL1, GL2, andROHbeadswithin each leaflet. These beads correspond to

the glycerol moeity of the phospholipids and the hydroxyl group of the sterols. The anal-

ysis was performed using LiPyphlic,192 which uses Freud197 to perform the tessellation of

atomic coordinates.

Coarse-grained order parameter The coarse-grained order parameter, 𝑆𝐶𝐶, is given
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by:

𝑆𝐶𝐶 = ⟨3cos2 𝜃⟩
2

where 𝜃 is the angle between the membrane normal (approximated as the 𝑧-axis) and the
vector connecting two consecutive tail beads. The average is taken over all beads in a

molecule. LiPyphilic192 was used to perform the calculation.

Membrane thickness For each phospholipid, a local leaflet patchwas defined by all PO4

(phosphate) beads within 60Å of the reference lipid’s PO4 bead. The normal to this

patch was used to identify a reference lipid for the apposing leaflet, and a local patch de-

fined for this second lipid in a similar manner. The membrane thickness for the original

lipid was taken to be the distance between the center of mass of the two leaflet patches.

FATSLiM193 was used to perform the calculation.

Fractional enrichment To calculate the fractional enrichment of lipid species, a neigh-

bor matrix, 𝐴, was first constructed. The matrix is 12,000 by 12,000, where each row

or column represents a distinct lipid molecule. 𝐴𝑖𝑗 = 1 if two lipids are neighbors and

𝐴𝑖𝑗 = 0 otherwise. Two lipids were considered neighbors is they have any of the GL1,

GL2, or ROH beads within 15Å of one another. The neighbor matrix was then used

to determine the fractional enrichment of each species over the final 4 µs of simulation

time. The fractional enrichment of species 𝐵 around species 𝐴, 𝐸𝐴𝐵, is given by:

𝐸𝐴𝐵 = [𝐵]Local
[𝐵]Bulk

where [𝐵]Bulk and [𝐵]Local are the bulk concentrations and local concentration around

species A, respectively, of species B.121

The same neighbormatrix was used to calculate the fractional enrichment based on

lipid order (𝐿𝑑, 𝐿𝑑/𝑜, or 𝐿𝑜) of lipids. LiPyphilic192 was used to construct the neighbor

matrix.

Largest domain To calculate the largest cluster of 𝐿𝑜 lipids at a given frame, the neigh-

bor matrix described above was used. First, the rows and columns of non-𝐿𝑜 lipids were

removed. Then the largest connected component of this new matrix was found, which

corresponds to the largest cluster of 𝐿𝑜 lipids. The same approach was used to identify
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lipids in the largest 𝐿𝑑 domain at each frame. LiPyphilic192 was used to find the largest

clusters.

RegistrationThe interleaflet registration, 𝑟𝑢/𝑙, can be defined as the Pearson correlation

coefficient between lateral densities of𝐿𝑜 lipids in theupper and lower leaflets.183Values of

𝑟𝑢/𝑙 = 1 correspond to perfectly registered domains and values of 𝑟𝑢/𝑙 = −1 correspond
to perfectly anti-registered domains. LiPyphilic192 was used to perform the calculation.

Flip-flopTo calculate the flip-flop rate of cholesterol, lipids were first assigned to leaflets

based on the 𝑧 coordinate of their GL1, GL2, and ROH beads using LiPyphilic.192 A

cholesterolmoleculewith itsROHbeadwithin10Åof its localmembranemidpointwas

classified as being in the midplane. A cholesterol molecule was taken to have flip-flopped

if it left one leaflet, passed through the midplane, and then resided in the apposing leaflet

for at least 10 ns. Every tenth frame (0.5 ns) from the final 4 µs of each replica was used in
the analysis. The rate was calculated by dividing the total number of observed flip-flops

by the product of the number of sterol molecules and the total simulation time used for

the analysis. LiPyphilic192 was used to perform the calculation.

PMF Sterol height was calculated as the signed distance in 𝑧 from the ROH bead to the

membrane midpoint. Sterol orientation was defined as the angle between the 𝑧-axis and
the vector from bead R5 to R1. The PMF of sterol orientation and height, 𝐹(𝑧,𝜃𝑧), was
then calculated directly from the joint probability distribution, 𝑃(𝑧,𝜃𝑧). The PMF is

given by:

𝐹(𝑧,𝜃𝑧) = −𝑘𝐵𝑇 ln𝑃(𝑧,𝜃𝑧)

where 𝑘𝐵 is the Boltzmann constant and 𝑇 is the temperature in Kelvin. LiPyphilic192

was used to plot the PMFs.

Lateral diffusionThe lateral diffusion coefficient was calculated from themean-square

displacement (MSD) of PO4 and ROH beads via the Einstein relation. The MSD was

calculated for lipids in the largest 𝐿𝑜 or 𝐿𝑑 clusters separately. The center of mass motion

of the 𝐿𝑜 or 𝐿𝑑 cluster was removed from the MSD of the respective lipids. The MSD

and diffusion coefficients were calculated using LiPyphilic,192 which uses tidynamics198

to calculate the MSD via the Fast Correlation Algorithm.
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DPPC:DOPC:KChol

10 nm /

DPPC:DOPC:Chol

Figure 3.3: Lateral lipid distribution at 20 µs. The column highlighted in the
DPPC:DOPC:Chol mixture is depleted of cholesterol.

3.3 Results

There is a lateral demixing of lipids in the DPPC:DOPC:Chol membrane, with clearly

defined Chol-poor and Chol-enriched regions (Figure 3.3). On the other hand, lipids

in the DPPC:DOPC:KChol membrane appear more uniformly distributed (Figure 3.3).

This immediately illustrates the profound impact that a single chemical substitution

within one of the lipid constituents has on the lipid mixing within the membrane. To

quantify the demixing of lipids in the membranes, I calculated the lipid enrichment/de-

pletion index121,199 of each species over the final 4 µs of simulation time (Figure 3.4A).

Chol has a clear preference for DPPC over DOPC, whilst DOPC tends to self-aggregate.

This affinity between Chol and DPPC is what drives the macroscopic phase separation

in theDPPC:DOPC:Cholmembrane.188,200 Several recent studies have shown that small

changes in a phospholipid’s chemistry can alter its affinity for Chol, and thus change the

size and stability of lateral heterogeneities.7,181,185,201–204 Here, I find that KChol, an oxi-

dation product of Chol, has significantly less affinity for DPPC over DOPC than Chol

— and the result is a disruption of the macroscopic phase separation.

As a result of the phase separation, there is a large order gradient across the

DPPC:DOPC:Chol membrane — the Chol-depleted region in Figure 3.3 is signifi-
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Figure 3.4: (A) Fractional enrichment of lipid species, calculated using the final 4 µs of each
simulation. Values above and below 1 indicate enrichment and depletion, respec-
tively. (B) Projection onto the membrane plane of the coarse-grained order param-
eter (𝑆𝐶𝐶), area per lipid (Å2), and local membrane thickness (Å) of the phospho-
lipids.

cantly more disordered than the Chol-enriched region. It has a larger area per lipid,

smaller membrane thickness, and more disordered acyl tails than the Chol-enriched re-

gion (Figure 3.4B, upper panel). Whilst there is little lateral demixing of lipid species

in the DPPC:DOPC:KChol membrane, there is still an order gradient across the mem-

brane (Figure 3.4B, lower panel). There is a large ordered region in the center of this

membrane, with disordered regions either side. There is, however, a reduced gradient

compared to the one in DPPC:DOPC:Chol membrane, and the boundary between

the ordered and disordered domains is more diffuse. The lateral heterogenity in the

DPPC:DOPC:KChol membrane is thus more akin to the nanodomains that form in

DPPC:cholesterol binary mixtures205 than to the phase separated DPPC:DOPC:Chol

membrane.

To better understand the affect of cholesterol oxidation on the domain-formation
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20 μs0 μsA

10 nm

0 μs 20 μsB

C

Figure 3.5: Lateral distribution of ordered (𝐿𝑜), disordered (𝐿𝑑), and intermediate (𝐿𝑑/𝑜) lipids
in the (A) DPPC:DOPC:Chol membrane and (B) DPPC:DOPC:KChol mem-
brane. (C) Fractional enrichment of lipids by their phase (𝐿𝑑, 𝐿𝑑/𝑜, 𝐿𝑜), calculated
using the final 4 µs of each simulation. Values above and below 1 indicate enrich-
ment and depletion, respectively.

process, I constructed hidden Markov models (HMM) based on lipid thicknesses to as-

sign each lipid molecule at each frame to one of three states: ordered (𝐿𝑜), disordered

(𝐿𝑑), or intermediate (𝐿𝑑/𝑜). Here, the thickness of a lipid refers to the extent of the lipid

in the 𝑧 - dimension; tilted lipids and lipids with disordered acyl tails will have smaller

thicknesses than non-tilted lipids or those with ordered and extended acyl tails. To con-

struct theHMM, I followed themethodology proposed by Park and Im.206 Briefly, I first
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calculated the thickness of each phospholipid molecule as the mean thickness in 𝑧 of its
two acyl tails, and the thickness of each sterol as the extent in 𝑧 of the entire molecule.

Then, for each lipid species, I binned these thicknesses into nine states, which served as

the emission states of themodel. I used aGaussianmixturemodel to initialize the parame-

ters (𝜇,𝜎) of the hiddenGaussian distributions, before using the Baum-Welch algorithm

to fit the model parameters based on the emission states and initial parameters. Finally, I

used the Viterbi algorithm to decode the most likely time series of hidden states (𝐿𝑜, 𝐿𝑑,

or 𝐿𝑑/𝑜) for each lipid.

The lateral distribution of ordered states can be seen in Figure 3.5. At 20 µs, the
𝐿𝑜 and 𝐿𝑑 regions of the DPPC:DOPC:Chol membrane clearly correspond to the or-

dered and disordered regions, respectively, seen in Figure 3.4B. Further, the 𝐿𝑜/𝑑 lipids

are predominantly found at the 𝐿𝑜-𝐿𝑑 interface, giving us confidence that the HMMhas

accurately assigned lipids to the correct ordered state.

At 0 µs, very few lipids in the DPPC:DOPC:Chol membrane are in the 𝐿𝑜 state—

almost all lipids are either 𝐿𝑑 or 𝐿𝑑/𝑜 (Figure 3.5A). In particular, cholesterol is mostly

𝐿𝑑 whereas the phospholipids are predominantly in the intermediate 𝐿𝑑/𝑜 state (Figure

3.6C). These 𝐿𝑑 and 𝐿𝑑/𝑜 lipids are initially evenly distributed within the bilayer, with

no sign of 𝐿𝑜 domains. The domain formation process begins with a demixing of the 𝐿𝑑

and 𝐿𝑑/𝑜 lipids (Figure 3.6A). 𝐿𝑑 Chol then proceeds to become more ordered (Figure

3.6C). This in turn causes the DPPC and DOPC molecules in the intermediate state to

also transition into the ordered 𝐿𝑜 state. This transition from 𝐿𝑑 and 𝐿𝑑/𝑜 to 𝐿𝑜 is almost

complete by 5 µs. Over time, the boundary between the𝐿𝑜 and𝐿𝑑 regions becomesmore

well-defined, and the phase separation is nearly complete by10 µs (Figure 3.6A). By20 µs,
there are two clear phases present in the DPPC:DOPC:Chol membrane, and there is a

significant enrichment of 𝐿𝑜 lipids around other 𝐿𝑜 lipids (Figure 3.5C).

Conversely, in theDPPC:DOPC:KCholmembrane there is little change in the frac-

tion of lipids in 𝐿𝑜 state over time (Figure 3.6D). Instead, the 𝐿𝑑 and 𝐿𝑜 regions seen in

Figure 3.5B form via a lateral demixing of the ordered and disordered lipids. Unlike in

the DPPC:DOPC:Chol membrane, this demixing is not followed by an increased order-

ing of the 𝐿𝑜 acyl tails (Figure 3.6B). In fact, there is very little change in the ordering
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Figure 3.6: (A) Lateral distribution of 𝐿𝑑, 𝐿𝑜 and intermediate (𝐿𝑑/𝑜) lipids throughout the
first 10 𝜇s of simulation time. (B) Coarse-grained order parameter, 𝑆𝐶𝐶, for phos-
pholipids throughout the first 10 𝜇s of simulation time. (C, D) Fraction of each
lipid species in 𝐿𝑑, 𝐿𝑜 or intermediate states over time.

of acyl tails in the DPPC:DOPC:KChol membrane throughout the simulation (Figure

3.7A). This is in clear contrast to the acyl tails in the DPPC:DOPC:Chol membrane,

which become significantly more ordered. The result is two co-existing macroscopic

phases in the DPPC:DOPC:Chol membrane, but smaller, less stable nanodomains in

the DPPC:DOPC:KChol membrane.



3.3. Results 70

Table 3.1: Mean area per lipid, coarse-grained order parameter (𝑆𝐶𝐶), and membrane thickness
over the final 4 µs of simulation time. The standard error is 0.01 or less for all values.

Lipid

DPPC DOPC Chol/KChol

System 𝐿𝑑 𝐿𝑜 𝐿𝑑 𝐿𝑜 𝐿𝑑 𝐿𝑜

Area (Å2) DPPC:DOPC:Chol 66.5 50.2 69.3 51.1 35.4 29.8
DPPC:DOPC:KChol 59.6 52.6 62.8 55.7 35.6 32.0

𝑆𝐶𝐶
DPPC:DOPC:Chol 0.38 0.75 0.28 0.65 - -
DPPC:DOPC:KChol 0.48 0.68 0.31 0.55 - -

Thickness (Å) DPPC:DOPC:Chol 39.4 43.9 39.1 43.7 - -
DPPC:DOPC:KChol 40.7 42.6 40.3 41.8 - -

A B
DPPC:DOPC:KCholDPPC:DOPC:Chol

Figure 3.7: (A) Coarse-grained order parameter, 𝑆𝐶𝐶, of the phospholipids. (B) Sterol orienta-
tion, defined as the angle between the positive 𝑧 axis and the vector from bead R5 to
bead R1.

The𝐿𝑜 and𝐿𝑑 regions in theDPPC:DOPC:KCholmembrane aremuchmore alike

than those of the DPPC:DOPC:Chol mixture (Table 3.1). Generally, the 𝐿𝑑 lipids of the

KChol membrane are less disordered than those of the Chol membrane, while the 𝐿𝑜

lipids of the KChol membrane are less ordered than those of the Chol membrane. How-

ever, the 𝐿𝑑 lipids in the KChol membrane have a larger area per lipid than the 𝐿𝑑 lipid

molecules in the Chol membrane, albeit only by 0.2Å. This is likely because KChol

adopts a wider range of orientations in the membrane (Figure 3.7B). Chol has a strong

tendency to be oriented at around 10° (and 170°), whereas KChol has a broader dis-
tribution of orientations with a peak at around 15° (and 165°). KChol adopts a wider
range of orientations in the membrane so that its hydrophilic ketone group can be ex-

posed to the solvent. This increased orientational freedom of KChol will likely lead to

an increased area per lipid. An implication of this is that KChol will disrupt the local
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Figure 3.8: (A) Number of each lipid species in the largest cluster of 𝐿𝑜 lipids. The black curve
shows the total number of 𝐿𝑜 lipids present. (B) Fractional composition of the
largest 𝐿𝑜 domain over time. (C) Domain registration.

packing of lipids in the 𝐿𝑜 phase.60,176 This therefore explains why the order gradient in

the DPPC:DOPC:KChol membrane does not increase after the demixing of 𝐿𝑜 and 𝐿𝑑

lipids, unlike in the DPPC:DOPC:Chol membrane.

Within the two mixtures, there is a difference in the lipid composition of their re-

spective 𝐿𝑜 domains (Figure 3.8B). The 𝐿𝑜 domain of the DPPC:DOPC:KChol mem-

brane is enriched in DPPC (with a DPPC:DOPC:KChol ratio of 0.38 : 0.29 : 0.33), and

there is no significant change in its composition over the course of 20 µs. On the other

hand, in the DPPC:DOPC:Chol membrane, small ordered clusters enriched in Chol

form at the beginning of the simulation. Then, the onset of nanodomain formation is

associated with an increase in other lipid species, especially DPPC, in the Chol-enriched
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ordered clusters. Despite the other species joining the 𝐿𝑜 domain, it remains enriched in

Chol even at 20 µs (with a DPPC:DOPC:Chol ratio of 0.34 : 0.22 : 0.44 ).

The resulting𝐿𝑜 domain ofDPPC:DOPC:Chol is not onlymore ordered than that

of DPPC:DOPC:KChol, it is also larger and more stable. Figure 3.8A shows the largest

cluster of 𝐿𝑜 lipids in the upper leaflet of each mixture over time. From around 2 µs on-
ward, almost all 𝐿𝑜 lipids in the DPPC:DOPC:Chol mixture are part of the 𝐿𝑜 domain.

Conversely, the largest 𝐿𝑜 cluster in the DPPC:DOPC:KChol membrane dissociates at

around 5 µs before reforming, and even at 20 µs no more than 80% of 𝐿𝑜 lipids are in

the 𝐿𝑜 domain. This dissociation of the 𝐿𝑜 domain coincides with a decrease in the in-

terleaflet registration of the 𝐿𝑜 domains (Figure 3.8C). Domain registration in the Chol

membrane, however, also equilibrates faster and is more stable.

Table 3.2: Flip-flop rate, 𝑘 (×106 s−1), of cholesterol and 7-ketocholesterol, and lateral diffu-
sion coefficient, 𝐷𝑥𝑦 (×10−7 cm2 s−1), of lipids in the 𝐿𝑜 and 𝐿𝑑 domains. Values
calculated using the final 4 µs of each trajectory.

𝐷𝑥𝑦

𝑘 𝐿𝑜 𝐿𝑑
Chol 1.80 3.4 5.1
KChol 0.64 3.2 3.7

It is not only the structure of the 𝐿𝑜 domains that changes upon oxidation, but

also the dynamics of the molecules within the domains. In the DPPC:DOPC:Chol mix-

ture, the lateral diffusion of 𝐿𝑜-domain lipids is 1.5 times slower than those in the largest

cluster of𝐿𝑑 lipids (Table 3.2), which is in linewith atomistic simulations and experimen-

tal measurements.121 This difference is significantly reduced in the DPPC:DOPC:KChol

membrane (Table 3.2) — a result of the fact that this membrane forms a nanodomain,

with a smaller order gradient, rather than amicrodomain, with a larger order gradient.207

I also find a substantial affect on interleaflet dynamics upon cholesterol oxidation.

The rate of cholesterol flip-flop in the DPPC:DOPC:Chol membrane is around 3 times

faster than in the DPPC:DOPC:KChol membrane (Table 3.2). The reduced flip-flop

rate for KChol is the result of an increased free energy barrier to translocation compared

to Chol. The potentials of mean force (PMF) for the height and orientation of Chol

and KChol within the membranes are shown in Figure 3.9. For Chol, there is a barrier
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Figure 3.9: Potential of Mean Force (PMF) of sterol orientation (𝜃TILT) and height (𝑧). For
Chol, there is a free energy barrier of around 5 kcalmol−1 in the region −12Å <
𝑧 < 12Å, 65∘ < 𝜃TILT < 115∘. The difference plot shows P𝑀𝐹𝐾𝐶ℎ𝑜𝑙 − 𝑃𝑀𝐹𝐶ℎ𝑜𝑙;
red regions are less favorable for KChol and blue regions more favorable.

to flip-flop of around 5 kcalmol−1. This is due to the unfavorable desolvation of the

hydroxyl group during the flip-flop process, which occurs as the sterol crosses through

the hydrophobic core of the bilayer (−12 Å< 𝑧 < 12 Å) and rotates to align with lipids

in the apposing leaflet (65∘ < 𝜃TILT < 115∘). The ring-oxidation of cholesterol into 7-

ketocholesterol further increases this barrier by another 2 kcalmol−1 (Figure 3.9). This is

because both the ketone and hydroxyl groups must be desolvated for flip-flop to occur.

The result is that KChol is less likely move to the midplane and thus there is a reduced

rate of flip-flop in the DPPC:DOPC:KChol mixture.

3.4 Conclusion
I have shown that the macroscopic phase separation seen in a DPPC:DOPC:Chol

membrane is disrupted by the autoxidation of cholesterol into 7-ketocholesterol. In a

DPPC:DOPC:KChol membrane, there is instead nanodomain formation that is more

akin to that expected in the plasma membrane.31,35,40,182 This disruption arises from the

hydrophilicity of the ketone groupofKChol, whichhas two effects on the domain forma-

tion. First, to allow for the hydration of the ketone group, KChol adopts a broader distri-

bution of orientations in themembrane. This disrupts the local packing of lipids, induc-

ing disorder in𝐿𝑜 regions.60,175,176 Second, the reasonChol prefers to interactwithDPPC

over DOPC is because DPPC is better at shielding the hydrophobic rings of cholesterol
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from the surrounding solvent. The tetracyclic rings of KChol, however, are less hy-

drophobic due to the presence of the ketone group; KChol tends to expose this moiety

to the solvent rather than seeking refuge in the hydrophobic core of the bilayer, mean-

ing KChol has less of a preference for DPPC over DOPC. This reduced preference for

DPPC suppresses the lateral demixing of lipids, which in turn disrupts the liquid-liquid

phase separation seen in theDPPC:DOPC:Cholmixture. In addition, the hydrophilicity

of the KChol ketone group suppresses translocation. The reduced rate of translocation

has little effect on domain registration at in the equilibrated mixture studied here, but in

more physiologically-relevant mixtures sterol flip-flop is required for interleaflet domain

registration.183

Chol preferentially mixes with sphingolipids over glycerophospholipids for the

same reason it prefers DPPC over DOPC - sphingolipids are better at shielding choles-

terol from the surrounding solvent.196 Therefore, it expected that the increased hy-

drophilicity ofKCholwill diminish its affinity for sphingolipids compared to cholesterol.

Thiswould either disrupt the formation ofChol-sphingolipid nanodomains in biological

membranes, or at least reduce the lateral order gradient as seen here. The reduced order

gradient would have implications lipid-raft protein-sorting due to the hydrophobic mis-

match between raft regions and their embedded proteins. Such implications include the

disruption of cell-signaling pathways, via which KChol is known to induce apoptosis.

3.5 Addendum

The simulations in this chapter were performed using the recommended new-RF pa-

rameter set for running Martini simulations with GROMACS.136 This parameter set,

however, uses the standard LINCS parameters (lincs_iter=1, lincs_order=4) rather

than themore conservative parameters that the cholesterolmodelwas parameterisedwith

(lincs_iter=2, lincs_order=8).139 This results in an unphysical temperature gradient of

over 100K across the membrane. (Figure 3.10).

Physical origin of the temperature gradient The MARTINI model of cholesterol

acts as a heat sink when simulated using the default LINCS paramters. This is down to

thehigh-frequencymotionof the virtual sites in the cholesterolmodel. Due to these high-
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Figure 3.10: A lateral temperature gradient of over 100K is present across the ordered and dis-
ordered regions of the DPPC:DOPC:Chol membrane simulated in this Chapter.
This is due to use of the Melo et al.139 cholesterol model in conjunction with the
default GROMACS parameters for the LINCS constraint algorithm.149

frequency motions, the LINCS algorithm does not converge within the default number

of iterations. This lack of convergence means that the total energy of the system is not

conserved. Energy is drained from the system via cholesterol, then pumped back in by

the thermostat via other molecules. This causes a lateral temperature gradient across the

system, and an artificial phase separation.149

Approaches to avoid the temperature gradient Energy is conserved and no lateral

temperature gradient is observed when either:

• more conservative LINCS parameters are used, which ensure the algorithm con-

verges each timestep

• each lipid species is coupled to a separate thermostat, meaning energy cannot be

drained via cholesterol as the thermostat will keep the cholesterol molecules at the

desired temperature

• a significantly smaller timestep (10 fs) is used, which decreases the atomic displace-

ments at each timestep and thus ensures the LINCS algorithm converges even

when using the default parameters

However,when the artificial temperature gradient disappears, the𝐿𝑜/𝐿𝑑 phase separation

disappears with it. This means that the formation of 𝐿𝑜 domains is an artefact of the

aphysical temperature gradient. Therefore, whilst the results in this Chapter are in line
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with previous experimental178 and simulation60,175,176 studies, the findings are unreliable.

In light of this, I withdrew the preprint and have not submitted the article for peer review.
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Two Coexisting Membrane Structures

Are Defined By Lateral and

Transbilayer Interactions Between

Sphingomyelin and Cholesterol

ThisChapterwas published inLangmuir in 2020 and is reproducedherewith permission

from: Smith, P; Quinn, P.J.; Lorenz, C.D., ‘Two Coexisting Membrane Structures Are

Defined By Lateral and Transbilayer Interactions between Sphingomyelin and Choles-

terol’, Langmuir, DOI:10.1021/acs.langmuir.0c01237. Copyright American Chemical

Society 2020.

Summary of the work Cholesterol and sphingomyelin are two of the most important

lipids inmammalianplasmamembranes. In this chapter, I presentmyworkon equimolar

mixtures of cholesterol and palmitoylsphingomyelin. I show that this equimolar mixture

forms two coexisting bilayer structures that are primarily distinguished by their transbi-

layer thickness, as detected via both small-angle x-ray scattering (SAXS) and wide-angle

x-ray scattering (WAXS)measurements. These are two coexisting bilayer structures that

may, for example, correspond to the liquid-ordered and liquid-disordered regions of a

phase-separated membrane. Using Hidden Markov Models based on local phosphate-

phosphate distances, I uncover the interatomic interactions that give rise to the two
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distinct transbilayer thicknesses observed via SAXS. Then, through an unsupervised

clustering of cholesterol-sphingomyelin conformations sampled in MD simulations, I

identify four distinct modes of interaction between these lipid species. I argue that one

mode in particular may explain why cholesterol preferentially mixes with sphingomyelin

over glycerophospholipids, which is a long-standing observation without a clear answer.

Author contributions I performed all MD simulations and analysis of the trajectories,

and produced all figures in the main text and the Supporting Information. Peter Quinn

performed the SAXS and WAXS measurements and analysed the data. Peter Quinn

wrote the first draft of the introduction, as well as the first paragraph of the results sec-

tion. I wrote the first draft of the remainder of the manuscript. All authors contributed

to and approved the manuscript in its final form.

The Supporting Information for the article is available in Appendix A.
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ABSTRACT: The structure of fully hydrated bilayers composed
of equimolar proportions of palmitoylsphingomyelin (PSM) and
cholesterol has been examined by synchrotron X-ray powder
diffraction and atomistic molecular dynamics (MD) simulations.
Two coexisting bilayer structures, which are distinguished by the
transbilayer phosphate−phosphate distance of coupled PSM
molecules, are observed by diffraction at 37 °C. The MD
simulations reveal that PSM molecules in the thicker membrane
are characterized by more ordered, more extended, and less
interdigitated hydrocarbon tails compared to those in the thinner
membrane. Intermolecular hydrogen bonds further distinguish the
two bilayer structures, and we observe the disruption of a sphingomyelin intermolecular hydrogen bond network induced by the
proximity of cholesterol. Through an unsupervised clustering of interatomic distances, we show for the first time that the asymmetry
of phospholipids is important in driving their interactions with cholesterol. We identify four distinct modes of interaction, two of
which lead to the dehydration of cholesterol. These two modes of interaction provide the first description of precise physical
mechanisms underlying the umbrella model, which itself explains how phospholipids may shield cholesterol from water. The most
dehydrating mode of interaction is particular to the N-acylated fatty acid moiety of PSM and thus may explain the long-held
observation that cholesterol preferentially mixes with sphingomyelins over glycerophospholipids.

■ INTRODUCTION
Sphingomyelin and cholesterol are prominent lipids of the
plasma membrane of animal cells. Their colocalization and
enrichment in the plasma membrane occur despite different
sites of synthesis; cholesterol is synthesized in the endoplasmic
reticulum whereas sphingolipids are synthesized in the Golgi.
The plasma membrane contains approximately 80% of the
total cellular cholesterol, which represents about 45% of the
total lipids present in the membrane.1 This means that the
molar proportion of cholesterol is at least equal to or exceeds
that of sphingomyelin in plasma membranes. The ratio is
initially established by nonvesicular transport of precursors
mediated by ceramide transfer proteins and oxysterol binding
proteins which serve to couple the metabolism of the two
lipids and regulate their distribution in subcellular mem-
branes.2 Enrichment of the two lipids proceeds in membrane
transformations that take place along the secretory pathway
culminating in a differentiated plasma membrane.3 The
particular mode of interaction between the sterol and
phospholipid is the subject of considerable interest because
they interact to form a liquid-ordered phase said to organize a
range of membrane-mediated physiological processes. A
significant factor underlying the formation of this liquid-
ordered phase is the favorable interactions between sphingo-
myelin and cholesterol, which are mediated by hydrogen bonds
originating from the amide and hydroxyl groups acting as both

hydrogen bond donors and acceptors and the hydrogen bond
acceptor of the amide carbonyl group.4 These hydrogen
bonding properties are the primary feature that distinguishes
interactions between sphingomyelin and glycerophospholipids.
Furthermore, molecular species of sphingomyelin tend to be
more saturated than their glycerolipid counterparts, which
additionally contributes to preferential interactions between
sphingomyelin and cholesterol in biological membranes. While
sphingomyelin predominates in the outer leaflet of the plasma
membrane, the transbilayer distribution of cholesterol appears
to vary from one membrane to another.5

The lateral association of condensed structures in biological
membranes forms so-called lipid rafts. The existence of lipid
rafts in plasma membranes is conjectural, and their role in the
creation of platforms for the assembly of membrane
components responsible for the reception of extracellular
ligands and the transduction of the signals to effectors residing
at the cytoplasmic surface of the membrane has yet to be
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convincingly demonstrated. Recent reviews6,7 consider the
evidence for lipid rafts and give an optimistic perspective of the
tools now available to shed light on lipid domain formation in
biological membranes. To that end, a recent neutron scattering
study provided evidence of lateral lipid domain formation in a
bacterial cell membrane.8 The properties of condensed
structures formed by the interaction between sphingomyelin
and cholesterol result in their phase separation from liquid-
disordered regions by processes that involve differences in line
tensions that develop between domains.9 The thickness of
bilayers of liquid-ordered structures and the surface area of
lipid−sterol complexes increases linearly with increasing
proportions of cholesterol when formed in mixtures of
glycerophospholipids.10 The lateral domain size of the liquid-
ordered structure also increases with decreasing thickness of
the liquid-disordered phase.11 Furthermore, the phase-
separated domains of thicker liquid-ordered regions from
thinner liquid-disordered structures in ternary mixtures of
glycerophospholipids and cholesterol were found to be in
register across the bilayer, with relative domain sizes that
depended on the bending moduli of the respective domains12

and the lipid density mismatch between the phases.13 The
transbilayer distribution of cholesterol is said to be determined
by the asymmetric distribution of molecular species of
phospholipids across the bilayer, while the resulting bending
modulus is thought to depend on the interaction of the
particular membrane lipids with cholesterol.14

Computer simulations of equimolar complexes of stearoyl-
sphingomyelin and cholesterol in bilayers of fluid dioleoyl-
phosphatidylcholine have also showed that the liquid-ordered
structure was approximately 4.5 Å thicker than the surrounding
phospholipid bilayer.15 Greater differences in bilayer thickness
between the liquid-ordered phase of egg sphingomyelin−
cholesterol (51.9 Å) and surrounding glycerophospholipid (39
Å) have been reported.16 These differences between the
relative thickness of liquid-ordered and liquid condensed
structures are the basis of theories of hydrophobic mismatch
when sorting raft-associating membrane components.17 Elec-
tron density calculations from simulations18 and X-ray
diffraction methods19 of binary mixtures of different
sphingomyelins and cholesterol, however, showed no signifi-
cant differences in bilayer thickness between pure sphingo-
myelin bilayers and sphingomyelin bilayers containing
cholesterol, even when complexes of sphingomyelin and
cholesterol coexisted in bilayers of fluid glycerophospholipid.20

The clear differences between the way cholesterol interacts
with glycerophospholipids on the one hand and sphingomyelin
on the other indicate that models of membrane rafts based on
purely glycerophospholipid−cholesterol mixtures are of doubt-
ful biological significance.
Studies of the atomistic interactions that underlie the

observed properties of mixtures of phospholipids and
cholesterol have focused mainly on glycerophospholipids
rather than sphingomyelin and have been performed at
temperatures remote from those relevant to the purported
physiological functions of the structures that are created. In
this study, we have characterized the structure of fully hydrated
bilayers consisting of an equimolar proportion of palmitoyl-
sphingomyelin and cholesterol using synchrotron X-ray
diffraction methods. Simulations of this mixture have been
performed to extract parameters related to the two coexisting
bilayers observed by diffraction as well as the modes of
interaction between the lipids and their resulting mutual

orientations. A hidden Markov model, based on local
phosphate to phosphate distances, was constructed to assign
each lipid to one of the two coexisting bilayer structures, which
are defined by their respective thicknesses. The preponderance
of intermolecular hydrogen bonds between the cholesterol
oxygen and the phosphate and sphingosine hydroxyl moieties
further distinguishes the two bilayer structures. An unsuper-
vised clustering of sphingomyelin−cholesterol pairs has been
performed on the basis of the distances between heavy (non-
hydrogen) atoms of the two lipids, resulting in the
identification of four distinct modes of interaction between
sphingomyelin and cholesterol. The hydration of cholesterol in
the different conformations is considered in the context of the
umbrella model,21 which describes hydration forces at the
bilayer interface and mixing of the constituent lipids.

■ METHODS
X-ray Diffraction. N-Palmitoyl-D-erythro-sphingosylphosphoryl-

choline (PSM) was purchased from Avanti Polar Lipids (Alabaster,
AL). Cholesterol was purchased from Sigma-Aldrich (U.K.). The
lipids dissolved in warm (45 °C) chloroform/methanol (2:1, vol/vol)
were mixed in an equimolar proportion. The solvent was subsequently
evaporated under a stream of oxygen-free dry nitrogen at 45 °C, and
any remaining traces of solvent were removed by storage under high
vacuum for 2 days at 20 °C. The dry lipids were hydrated with
deionized water to give a dispersion of 25 wt % lipid. The dispersion
was sealed under argon and annealed by 50 thermal cycles between
−20 and 90 °C to ensure complete mixing. A sample of dispersed
lipid (20 μL), sandwiched between thin mica windows 0.5 mm apart,
was equilibrated at 37 °C and examined by synchrotron X-ray
methods on Station 2.1 of the Daresbury SRS (U.K.).22 The SAXS
intensity profiles were subjected to analysis using PeakFit (v4.12;
Systat Software Inc.) software. The first four orders of small-angle X-
ray scattering (SAXS) reflection and the wide-angle X-ray scattering
(WAXS) profile could all be fitted by Voigt area functions with fitting
coefficients greater than R2 = 0.99. We observe two SAXS unit cells,
SAXS1 and SAXS2, and two WAXS unit cells, WAXS1 and WAXS2.
Background subtraction was carried out on each diffraction band;
angular correction of the scattering intensity was performed to yield
the relative mass by the method described elsewhere.23

Simulation Protocol. We have performed all-atom molecular
dynamics (MD) simulations of a lipid bilayer consisting of an
equimolar mixture of PSM and cholesterol. The bilayer, which
contains 100 PSM molecules and 100 cholesterol molecules in each
leaflet, was built using the CHARMM-GUI membrane builder.24−26

This bilayer was surrounded by at least 6000 water molecules (Table
1).

The MD simulations reported in this article were performed using
the GROMACS simulation package.27,28 For these simulations, we
used the CHARMM36 force field to model the interactions of the
PSM29 and cholesterol.30 Water was treated with the CHARMM-
modified TIP3P water model.31 The Lennard-Jones and electrostatic
nonbonded interactions were both cut off at 1.2 nm, while the long-
range electrostatic interactions were calculated using the fast, smooth
particle-mesh Ewald algorithm.

Table 1. List of Simulations Detailing the Number of Water
Molecules in the System (NW) and the Method Used to
Encourage Lipid Mixing, Either a Constant Elevated
Temperature or a Cyclical Process of Heating and Cooling

replica NW mixing method

1 16 768 cyclical
2 6000 constant
3 6000 constant
4 6000 constant
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We used the simulation protocol and the corresponding input files
provided by CHARMM-GUI26 to minimize the potential energy,
equilibrate the temperature, and then equilibrate the density of the
bilayer. Then, for one replica, we ran an initial production simulation
for 50 ns at a temperature of 310 K and a pressure of 1 bar. After this
initial production simulation, we used simulated annealing in order to
enhance the mixing of the two components of our membrane. The
simulated annealing stage consisted of a series of temperature cycles
where the bilayer and water were heated from 310 to 400 K over 50
ps and then they were kept at a constant temperature of 400 K for 900
ps and finally cooled back down from 400 to 310 K over another 50
ps. In total, this simulated annealing stage was performed for 250 ns
such that we performed 250 of the 1 ns thermal cycles. During the
simulated annealing stage, we employed the Berendsen thermostat
and the semi-isotropic Berendsen barostat to control the temperature
and pressure, respectively. For three other replicas, after equilibration
we simulated each system at a constant, elevated temperature of 400
K for 200 ns before cooling the systems to 310 K over a 50 ns period.
We then ran each of the four replicas for at least 500 ns at a
temperature of 310 K and a pressure of 1 bar. In these production
simulations, we employed the Nose−́Hoover thermostat and the
semi-isotropic Parrinello−Rahman barostat to control the temper-
ature and pressure, respectively.
Analysis Methods. Unless stated otherwise, we use the final 150

ns of the production simulations for analysis, with coordinates stored
every 100 ps. Analysis scripts were written in Python with the use of
MDAnalys is ,32 , 33 Sciki t - learn,34 HMMLearn, UMAP,35

HDBSCAN,36,37 and Scipy.38

Identification of Two Bilayers. Hidden Markov models (HMMs),
based on the local lipid composition39,40 or the lipid thickness and
area,41 have previously been used to identify the lateral phase
separation of lipids in MD simulations. Here, we use an HMM to
directly compare our simulation data with the bilayer thickness of the
two unit cells observed via small-angle X-ray scattering. Our approach
to constructing the HMM is based on the methodology described by
Park and Im.41 In the construction of the HMM, we assume that there
are two hidden states (bilayers), as revealed by the SAXS
measurements. We construct an HMM, based on local transbilayer
phosphate−phosphate distances, to assign each PSM molecule to a
thick (B1) or thin (B2) bilayer at each frame. We first identify the
transbilayer couple of each PSM molecule. We do so by finding the
shortest distance in the xy plane between the reference PSM C2S
atom and the C2S atom on any PSM in the opposing leaflet (Figure
S1 for CHARMM atom names). Then we use a Gaussian mixture
model (GMM) to decompose the distribution of P−P distances of
coupled molecules into two states. The phosphate−phosphate
distances are binned into nine states, which serve as the emission
state signals for training the HMM. To determine the initial emission
probabilities, we integrate each Gaussian obtained from the GMM
over the nine emission states. We use the Baum−Welch algorithm to
determine the transition matrix for hidden states and then the Viterbi
algorithm to decode the most likely sequence of hidden states (B1 or
B2) for each lipid. The difference in mean thickness between B1 and
B2 is on the order of 1 Å. To determine whether the membrane
thickness distributions of B1 and B2 are statistically distinct, we
therefore calculate the 95% confidence intervals of the mean
thicknesses via bootstrapping with 1000 resamples. (See Grossfield
et al.42 for an excellent discussion on uncertainty quantification in
molecular dynamics simulations.)
Microscopic Origin of the Two Bilayers. We measured the

physical properties of PSM and cholesterol to understand the
microscopic origin of the difference between B1 (or SAXS1) and B2
(or SAXS2). In doing so, we have determined the following structural
properties of the bilayer. We measure the membrane thickness on the
basis of C2S−C2S, P−P, and N−N distances of coupled PSM
molecules. We also measure the area per lipid via a Voronoi
tessellation43 of atom positions, along with the lipid order parameter
and the lipid tail thickness of the sphingosine (SPH) and N-linked
fatty acid (FA) tails. The latter is calculated as the greatest difference
in z between any two atoms of a given hydrocarbon tail. We calculate

the radial distribution functions of the oxygen atoms of water around
the PSM phosphorus and cholesterol oxygen atom, from which the
hydration is calculated by integrating over r up to the first minimum
in g(r). The extent of PSM interdigitation is calculated by
constructing an intrinsic surface of the tails in each leaflet and
determining the maximum amount of penetration into this surface by
each PSM tail.

We have defined various angles, depicted in Figure S2, to describe
the orientation of the different lipids and of different parts of the lipids
within the bilayer. The orientation of the PSM headgroup is
characterized by calculating the angle between the P−N vector
(θpnz) or the C2S−P (θcpz) vector and the z axis. We consider the
splay of the lipid tails (θtails) by calculating the angle made by the
terminal methyl carbon atoms in the hydrocarbon tails and the C2S
atom of PSM. The height at which PSM sits in a leaflet is calculated as
the difference between the z coordinate of a PSM C2S atom and the
mean z coordinate of all PSM C2S atoms in a given leaflet. The height
at which cholesterol sits in a leaflet is calculated as the difference
between the z coordinate of a cholesterol O3 atom and the mean z
coordinate of all PSM C2S atoms in a given leaflet. The tilt of
cholesterol is defined as the angle made between the vector formed
between the C17 and C3 atoms of cholesterol and the z axis. We
determine the hydrogen bonds formed between all polar groups of the
PSM and cholesterol, using the hydrogen bond analysis tool44 of
MDAnalysis.32,33

Comparison with SAXS and WAXS. We compare the membrane
thicknesses of B1 and B2 with those of SAXS1 and SAXS2, respectively.
The peaks in the relative electron densities of the bilayer profiles are
due to the phosphate groups of PSM, and thus we compare the
membrane d spacings with the P−P distances calculated via
simulation. SAXS is unable to provide information on the lateral
distibution of SAXS1 and SAXS2, but we determine the local lipid
composition of B1 and B2 via a Voronoi tessellation of atomic
positions.

For comparison with the WAXS data, we assume that the distinct d
spacings of WAXS1 and WAXS2 arise from the distance between the
center of mass of cholesterol and the center of mass of the
hydrocarbon tails of a neighboring PSM molecule. We calculate these
distances from the simulation trajectory and then find mean values for
PSM−cholesterol interactions within B1 and B2. We also find the
mean values of these distances for PSM interacting with the α face of
cholesterol and PSM interacting with the β face of cholesterol. Since
the differences reported by WAXS are very small (on the order of 1 ×
10−1 Å), we report distances calculated from simulation of up to 1 ×
10−1 Å and measure 95% confidence intervals using bootstrapping
with 1000 resamples (Table S2).

Lateral Distribution of PSM around Cholesterol. To understand
the distribution of the PSM around cholesterol, we first identified all
cholesterol−PSM pairs via a Voronoi tessellation at each snapshot of
our simulated trajectory. Lipids sharing at least one edge of the
Voronoi diagram are considered to be neighbors. We translated and
rotated the cholesterol−PSM pairs such that the principal axes of the
tetracyclic rings of cholesterol are centered at the origin and then
aligned in the x, y, and z dimensions. We then produce 2D density
maps of select atoms of PSM around the cholesterol. We consider the
distribution of PSM around cholesterol in terms of the two faces of
the cholesterol: (i) the smooth α face and (ii) rough β face, which is
characterized by the protrusion of methyl groups from the tetracyclic
rings of cholesterol (Figure S3).45−47

Conformational Clustering of Cholesterol−PSM Pairs. We use
distances between selected heavy (non-hydrogen) atoms of PSM and
cholesterol in each neighboring pair to identify distinct modes of
interaction between them. To use every heavy atom in the clustering
would result in a prohibitively high dimensional space (∼1344
dimensions). We therefore use 11 atoms from each molecule of a
given pair (Figure 6), chosen such that they capture the geometry of
the lipids as well as the functional groups involved in hydrogen
bonding. We also use every 10th frame (1 ns) to further reduce the
computational cost. In total, we use 376 257 PSM−cholesterol pairs
for the conformational clustering. We use the uniform manifold
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approximation and projection for dimension reduction (UMAP35)
algorithm to embed the 121 distances of each pair into a 2D space.
UMAP constructs a graph of the points in the high-dimensional space
and then optimizes a low-dimensional representation such that the
topological distance is preserved in the embedding.35 Therefore,
similar conformations that are close in the high-dimensional space will
also be close in the reduced space. We can thus cluster the points in
the embedded space to identify distinct modes of interaction between
PSM and cholesterol. We set the n_neighbors and min_dist
hyperparameters to 10 and 0.0, respectively, with the latter being a
requirement if the points in the reduced space will later be
clustered.35,48 We use HDBSCAN36,37 to cluster the PSM−
cholesterol pairs in the embedded space. From this, we identify six
conformations taken by neighboring PSM−cholesterol pairs. We
compare the characteristics of each conformation through a
consideration of the physical properties of PSM and cholesterol.
We measure all properties of PSM and cholesterol that we use to
compare B1 and B2 but focus our discussion on the importance of
intermolecular hydrogen bonds in defining the six conformations. We
also characterize the lateral distribution of PSM around cholesterol for
each conformation. Along with the previously described α and β faces
of cholesterol,45−47 we define analogous α and β faces of PSM (Figure
S3) and consider the distribution of cholesterol around PSM.

■ RESULTS
Identification of Two Bilayers. The structure and

properties of hydrated bilayers composed of equimolar
proportions of PSM and cholesterol were examined by X-ray
diffraction and all-atom molecular dynamics simulations. A
multibilayer dispersion was characterized by synchrotron X-ray
diffraction methods in a sample equilibrated at 37 °C. Bragg
reflections from the first four orders of diffraction in the SAXS

region and the reflection in the WAXS region are shown in
Figure 1.
Each of the SAXS reflections can be deconvolved into two

unit cells, SAXS1 and SAXS2, each of which consists of a lipid
bilayer and a layer of water. Deconvolving the SAXS reflections
into three unit cells does not improve the fitting, indicating the
presence of two structures only. On the basis of the SAXS data
alone, one may reasonably intuit that the two distinct bilayer
structures, of SAXS1 and SAXS2, arise from there being two
distinct states of PSM. That is, there exist two conformational
states of PSM that are distinguished by their thickness, and the
transbilayer coupling of these states thus determines the
membrane thickness. However, while we do find two distinct
bilayers from the analysis of the MD trajectories, we do not see
significant transbilayer coupling of PSM properties (Figure
S4). This is because lipids do not take on only two
conformational states.49 PSM may adopt many conformations,
some of which will be more prevalent in SAXS1 and others in
SAXS2. Furthermore, these states are not discrete; there will be
continuous transitions between them. On average, the
properties of the two monolayers of SAXS1 or SAXS2 will be
the same, but this does not necessitate the properties of any
two coupled PSM molecules being correlated. The only
property to show mild transbilayer (anti)correlation is the
degree of interdigitation of the sphingosine (SPH) and N-
linked fatty acid (FA) tails, with interdigitation increasing in
one leaflet as it decreases in the other (Figure S4). This arises
from the disordered terminal methyl and methylene groups of
one PSM molecule creating space that the more ordered tails

Figure 1. Scattering intensity profile showing the first four orders of reflection in the small-angle X-ray scattering (SAXS, A) region and the wide-
angle X-ray scattering (WAXS, B) region. The first, second, and fourth (n = 1, 2, and 4) orders in SAXS are shown. Each of the Bragg reflections
were deconvolved, using Voigt area (G + L) functions, into two components designated as SAXS1/WAXS1 (green) and SAXS2/WAXS2 (orange).
(C) Electron density profiles of SAXS1 (green) and SAXS2 (orange) and the difference between them (SAXS1−SAXS2, purple) multiplied by 5 for
emphasis. (D) Electron density profiles of PSM in the two bilayers identified via simulation, B1 (green) and B2 (orange), and the difference
between them (B1 − B2, purple).
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of the coupled PSM then occupy (Figure S5). It is unsurprising
that interdigitation is correlated given this is the only
observable we measure that is determined by interactions at
the interface of the two leaflets. There is, however, generally
little interdigitation between coupled PSM molecules, and
when it is present the hydrocarbon tails never protrude more
than 5 Å into the opposing leaflet. Nonetheless, this indicates
that interdigitation is an important mechanism by which forces
are transmitted across leaflets, even when the extent of
interdigitation is small. This provides a second account, after
Nagle et al.,50 of how mini-interdigitation may occur in lipid
membranes of relatively short-chained phospholipids.
The difference in bilayer thickness, measured as the distance

between the peaks of relative electron densities in SAXS1 and
SAXS2, is consistent with those of the bilayers identified by
simulation, B1 and B2 (Table 2). However, these latter bilayers

have notably more distinct mean values compared to SAXS1
and SAXS2. The difference in the distribution of mass between
the unit cells identified in the SAXS diffraction region and the
bilayers characterized by simulation may be a reflection of the
difference in the degree of equilibration in the two systems.
Nonetheless, an analysis of B1 and B2 provides insight into the
intraleaflet interactions that characterize the distinct bilayers of
SAXS1 and SAXS2. It should be noted that while the difference
in the thicknesses of B1 and B2 is on the order of 1 Å, the P−P,
C2S−C2S, and N−N distributions of B1 and B2 are statistically
distinct on the basis of their 95% confidence intervals. (See
Table S1 for the confidence intervals and Figure S1 for the
atom names of PSM.)
SAXS provides no information on the lateral distribution of

PSM in SAXS1 and SAXS2. From the MD simulations,
however, an analysis of the local lipid environment shows
that B1 lipids have a local neighborhood enriched in PSM,
specifically other B1 PSM, compared to B2 (Figure 2). B2 lipids,
conversely, have local neighborhoods enriched in cholesterol
compared to B1. That PSM molecules in the thinner bilayer,
B2, are more likely to be neighbors to cholesterol is contrary to
the view that cholesterol has an ordering, and thus thickening,
effect on the hydrocarbon tails of PSM. However, it is
consistent with findings that cholesterol disrupts networks of
intermolecularly hydrogen bonded sphingomyelin (SM)
molecules,51 fluidizing an SM-enriched gel phase.52,53

From the WAXS measurements, we find two states regarding
the intraleaflet lateral distribution of hydrocarbon tails, with d
spacings of 5.0 and 4.7 Å for WAXS1 and WAXS2, respectively
(Figure 1). These d spacings are related to the lateral distances
between the center of mass of the PSM hydrocarbon tails and
the center of mass of neighboring cholesterol molecules.
Specifically, this distance can be calculated via 2r = d/sin(θ),

Table 2. Structural Parameters of PSM−Cholesterol
Bilayers Derived from X-ray Diffraction (SAXS1 and SAXS2;
WAXS1 and WAXS2) and Simulation (B1 and B2)

a

d dw dC2S dP dN relative mass

SAXS1 64.1 17.9 46.2 31.7
SAXS2 62.1 17.3 44.8 68.3
B1 40.3 47.1 49.5 53.2
B2 38.5 44.5 47.6 46.8
WAXS1 5.0 51.0
WAXS2 4.7 49.0

aValues (in angstroms) for the d spacings (d), water layer thickness
(dw), and membrane thickness (dP) were obtained from electron
density distributions calculated from the first four orders of Bragg
reflection in the SAXS region (Figure 1). Values for the mean
membrane thickness for B1 and B2 are defined as the C2S−C2S
(dC2S), P−P (dP), and N−N (dN) distances in z between coupled
PSM molecules. (See Figure S1 for the atom names of PSM.)

Figure 2. (A) Distribution of P−P distances (gray) and the
decomposition of this distribution into a thick (B1, green) and a
thin (B2, orange) bilayer through a Gaussian mixture model. A hidden
Markov model (HMM) was constructed to determine the most likely
sequence of bilayer states (B1 or B2) for each PSM molecule over
time. Mean peak values and relative masses (inset) are those obtained
from the HMM. (B) A Voronoi diagram that illustrates the lateral
distribution of B1 (green), B2 (orange) PSM, and cholesterol (gray)
within the bilayer. (C) Local lipid composition composed of B1
(green), B2 (orange), and cholesterol (gray) neighbors for B1 (left)
and B2 (right) PSM. The local lipid composition is determined by the
mean number of B1 PSM, B2 PSM, and cholesterol molecules directly
neighboring a reference B1 or B2 PSM in the Voronoi tessellation.
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where θ = 45°. One may intuitively identify these two states,
WAXS1 and WAXS2, with the two bilayers identified via
simulation, B1 and B2, as B1 lipids may be more tightly packed
than those of B2. However, this is not the case (Table 3).

Instead, the simulation results suggest that WAXS1 and WAXS2
correspond to PSM interacting with the α and β faces of
cholesterol, respectively (Figure S3). It may seem counter-
intuitive that the interactions of PSM with the smooth α face
of cholesterol have a larger d spacing than those with the rough
β face. However, the methyl groups protruding from the β face
of cholesterol push its center of mass toward the tails of the
PSM interacting with this face, thus decreasing the distance
between their respective centers of mass.
That WAXS1 and WAXS2 do not correspond to the two unit

cells identified via SAXS may explain why the WAXS1/WAXS2
ratio is almost 1:1 even though the SAXS1/SAXS2 ratio is
approximately 1:2. That is, because the SAXS unit cells are
distinct from the WAXS unit cells, we should not necessarily
expect their respective relative masses to be equal. Alter-
natively, since it is not possible to relate the WAXS reflections
to any particular arrangement of the PSM hydrocarbon tails
associated with either SAXS1 or SAXS2, a possible explanation
could be that the proportion of the two packing arrangements
identified in the WAXS is different in SAXS1 and SAXS2. In

either scenario, SAXS1 and SAXS2 cannot be described purely
by the face of cholesterol with which PSM interacts.

Bilayers Identified by Simulation. We now provide a
descriptive account of the structural differences between B1
and B2. There are differences of 1.8, 2.6, and 1.9 Å among the
C2S−C2S, P−P, and N−N thicknesses, respectively, of B1 and
B2 (Figure 3 and Table 2). The broader distributions of N−N
thicknesses compared to those of C2S−C2S and P−P are
indicative of the degree of conformational flexibility afforded to
the quarternary N of the choline moiety. The SPH tails of PSM
are 0.3 Å thicker (Figure S6), 0.9 Å less interdigitated (Figure
S7), and 7% more ordered (Figure S8) in B1 as compared to
those in B2, while the total headgroup thickness shows less
than a 0.1 Å difference between the leaflets (Figure S9). This
demonstrates that the major difference in membrane thickness
is due to the thickness of the hydrophobic core as opposed to
the thickness of the headgroup region. This is further borne
out by the positive correlation between the tail and membrane
thickness, but there is a lack of correlation between the
headgroup and membrane thickness (Figure S10). There is
little difference in the mean area per lipid of B1 and B2 PSM
molecules (Figure S11), with the thinner membrane actually
having a smaller area per lipid by 0.8 Å 2. The smaller area of
PSM in B2 corroborates our above finding that the lateral d
spacing of B2 is slightly smaller than that of B1 (Table 3).
There is a 12% difference in the mean angle that the P−N

vectors make with the z axis (θpnz) in B1 and B2. We see a more
significant difference of 29% in the orientation of PSM’s
ceramide plane (θcpz) in the two bilayers, with the C2S−P
vector in B1 aligning more with the membrane normal (Table
4).

We see a small difference in the splay of the SPH and FA
tails (θtails) between the two bilayers, with B1 lipids more likely
to have less-splayed tails (Table 4). The differences in the
distributions of θpnz, θcpz, and θtails and the differences in SPH
thickness and interdigitation are correlated with the different
hydrogen bonding propensities of PSM in B1 and B2. These are

Table 3. Values of 2r = d/sin(θ) (Å); Area per Diffracting
Unit (A = πr2, Å2); and Relative Mass, as Calculated via
WAXS (WAXS1 or WAXS2) and Simulation (B1 or B2;
Cholα or Cholβ)a

2r area relative mass

WAXS1 7.1 39.6 51.0
WAXS2 6.7 35.3 49.0
B1 7.3 41.9 52.8
B2 7.2 40.7 47.2
Cholα 7.4 43.0 49.7
Cholβ 7.1 39.6 50.3

aIn the simulations, distance 2r corresponds to the mean distance
from the center of mass of PSM hydrocarbon tails to the center of
mass of neighboring cholesterol. We assume that the two distinct
mean distances arise via either (i) PSM−cholesterol interactions in
the two distinct bilayers identified by simulations (B1 and B2) or (ii)
PSM interacting with the α or β face of cholesterol (Cholα or Cholβ).
The latter assumption (ii) provides better agreement with WAXS1
and WAXS2, given that there is only a 0.1 Å difference in 2r between
B1 and B2. See Table S2 for confidence intervals.

Figure 3. Distribution of membrane thicknesses for B1 (green) and B2 (orange) lipids.

Table 4. Mean Values of θcpz, θpnz, and θtails for B1 and B2 (in
Degrees)a

structure θcpz θpnz θtails

B1 25.9 72.0 21.4
B2 36.4 65.8 22.7

aθtails is a measure of the degree of splay of the PSM tails. (See Figure
S2 for a definition of these angles.)
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important interrelated features that distinguish the two
bilayers.
Hydrogen Bonding in B1 and B2. The hydrogen bond

donating groups of the SPH and FA tails of PSM partake in
both intramolecular and intermolecular hydrogen bonding.
This is an important feature that distinguishes PSM from
phosphatidylcholines (PC) and other glycerophospholipids.4

We found that PSM has an intramolecular hydrogen bond
from its hydroxyl to phosphate group 97% of the time (Table
5). The prevalence of this hydrogen bond is similar to that

reported by Venable et al.29 but around twice that reported in
Wang et al.51 This is due to the different definitions of a
hydrogen bond used in each analysis. Venable et al. did not use
an angle cutoff, while Wang et al. used a stricter donor−
acceptor distance (3.0 Å) and donor−hydrogen-acceptor angle
(150°) cutoff than ours (3.5 Å, 120°). Our less strict definition
reveals that almost all (97%) PSM molecules have their
hydroxyl and phosphate moieties oriented within these limits
and that interactions with cholesterol do not affect this (Table
6).

The idiosyncratic hydrogen bond properties of sphingomye-
lin distinguish both its lipid−lipid and lipid−cholesterol
interactions from those of other phospholipids. Sphingomyelin
bilayers are characterized by a network of intermolecular
hydrogen bonds, while cholesterol may preferentially interact
with sphingomyelins over other phospholipids because of their
increased ability to hydrogen bond.4,29,51 Below we discuss the
prevalence of PSM−cholesterol hydrogen bonds in B1 and B2
as well as their effect on the intermolecular PSM hydrogen
bond network and the physical properties of the two bilayers.
Cholesterol−PSM Hydrogen Bonds. We found that PSM in

B2 is almost twice as likely to be hydrogen bonded to
cholesterol compared to PSM in B1 (Table 5). Furthermore,
the B2 PSM hydroxyl and phosphate oxygen atoms are more

than 3 times and 7 times as likely, respectively, to accept a
hydrogen bond from cholesterol compared to those in B1.
These differences are correlated with the changes in
conformation of PSM that are largely responsible for the
different thicknesses of B1 and B2.
The hydrogen bonding of cholesterol to the phosphate or

hydroxyl groups of PSM is associated with a thinning of the
membrane (Figure S12). This occurs both through reorienting
the C2S−P vector of PSM to sit laterally along the xy plane
(Figure S13) and through an increase in the interdigitation of
the SPH tail (Figure S14) into the opposing leaflet.
PSM−cholesterol phosphate hydrogen bonds are also

correlated with cholesterol sitting higher in the membrane
while PSM is pulled toward the membrane core. PSM−
cholesterol phosphate hydrogen bonds also result in the P−N
vector aligning with the membrane normal (Figure S13). This
is possibly due to the steric hindrance caused by the C2S−P
vector sitting flat on the surface, and PSM being pulled toward
the membrane core when its phosphate group accepts a
hydrogen bond from cholesterol.
Unlike PSM−cholesterol phosphate hydrogen bonds, PSM−

cholesterol hydroxyl hydrogen bonds result in both PSM and
cholesterol sitting deeper in the membrane, although to a lesser
extent than does PSM as a result of PSM−cholesterol
phosphate hydrogen bonds (Figure S15). Hydrogen bonds
between cholesterol and the hydroxyl group of PSM are also
associated with a small increase in SPH thickness and a more
significant increase in SPH interdigitation, along with a
substantial thinning of the FA tail (Figure S14). The differing
effects on each PSM tail arise by virtue of the hydroxyl group
being on the SPH tail, which becomes elongated when
hydrogen bonding with cholesterol. Therefore, while both
PSM−cholesterol phosphate and PSM−cholesterol hydroxyl
hydrogen bonds are characteristic of B2 and both are associated
with membrane thinning via PSM sitting deeper in the
membrane, the latter also result in the thickening and
interdigitation of the SPH tail.
PSM amide−cholesterol hydrogen bonding, on the other

hand, is associated with neither membrane thinning nor
membrane thickening (Figure S12), as evidenced by their
almost even distribution between B1 and B2. PSM amide−
cholesterol hydrogen bonding does, however, result in a
bimodal distribution of the splay of the PSM tails (θtails, Figure
S16), with the second peak being more prominent. There is no
clear angular (Figure S17) or distance (Figure S18) depend-
ence on θtails. Instead, the bimodal distribution is due to the tilt
of the PSM tails with respect to the cholesterol backbone (θtilt
in Figure S2; Figure S19). When the PSM tails and the
cholesterol ring structures are parallel to one another, the PSM
tails become more splayed. In contrast, when cholesterol and
PSM are oriented such that there is a larger tilt angle between
them, PSM is able to reduce the splay of its tails.
PSM−cholesterol hydrogen bonding is strongly associated

with B2 rather than B1. Below we see that this is because
cholesterol disrupts the intermolecular hydrogen bond network
of highly ordered PSM molecules, which causes a thinning of
the membrane.

Disruption of the PSM Hydrogen Bond Network.
Sphingomyelins are known to form a network of intermo-
lecular hydrogen bonds.4,51,53 We see that PSM molecules
hydrogen bonded to cholesterol have 35% fewer hydrogen
bonds with other PSM molecules (Figure 4 and Table 6),
indicating a disruption of this PSM−PSM hydrogen bond

Table 5. Percentage of PSM Molecules Partaking in Each
Type of Hydrogen Bond for B1 and B2

a

HP AE AH CE AC CP CH
CP or
CH

any
PSM−CHOL

B1 97 23 11 15 10 2 1 2 25
B2 97 25 16 23 8 14 3 16 45

aPSM hydroxyl−phosphate (HP) hydrogen bonds are intramolecular.
All other hydrogen bonds are intermolecular. Hydrogen bond types
are defined by two letters (DA, donor/acceptor), with H
corresponding to the PSM hydroxyl group; P corresponding to the
PSM phosphate group; A corresponding to the PSM amide group; E
corresponding to the PSM carbonyl group; C corresponding to the
cholesterol hydroxyl group, and “any PSM−CHOL” representing the
presence of any type of hydrogen bond between PSM and cholesterol.

Table 6. Percentage of PSM Partaking in Intermolecular
PSM−PSM Hydrogen Bondsa

all Chol
not
Chol CE

not
CE AC

not
AC CP

not
CP CH

not
CH

35 28 39 26 37 15 37 44 34 34 35
aall, all PSM; Chol, PSM hydrogen bonded to cholesterol; not Chol,
PSM not hydrogen bonded to cholesterol; CE/not CE, AC/Not AC,
CP/not CP, and CH/not CH are for PSM partaking/not partaking in
a given type of hydrogen bond. Hydrogen bond types are defined in
Table 5.

Langmuir pubs.acs.org/Langmuir Article

https://dx.doi.org/10.1021/acs.langmuir.0c01237
Langmuir 2020, 36, 9786−9799

9792

85



network. This disruption of the hydrogen bond network by the
cholesterol in equimolar mixtures is supported by recent
simulation51 and experimental findings.52 In addition, choles-
terol has also been found to disrupt the intermolecular
hydrogen bond network of sphingomyelin in more complex
mixtures that also contain glycerolipids.53

The largest disruption is seen with PSM amide−cholesterol
hydrogen bonding, which results in a 59% decrease in the
number of intermolecular PSM−PSM hydrogen bonds. This
may be explained by the increase in θtails brought about by
PSM amide−cholesterol hydrogen bonding (Figure S16). The
increased splay of the hydrocarbon tails will increase lateral
pressure in the membrane and therefore push neighboring
PSM away from one another. In contrast to our results, Sodt et
al. found that PSM amide−cholesterol hydrogen bonds
actually encourage the formation of further PSM−PSM
intermolecular hydrogen bonding.39 However, in the Sodt et
al. simulation with a lipid composition closest to our equimolar
mixture, a composition of 0.64/0.03/0.33 PSM/dioleoylphos-
phatidylcholine/cholesterol and a temperature of 295 K were
used. The PSM−cholesterol interactions, and thus hydrogen
bonding, in such mixtures and at such temperatures will be
different from those in the equimolar mixture studied here.
PSM−cholesterol phosphate hydrogen bonds are unique in

that they result in the formation of 29% more PSM−PSM

intermolecular hydrogen bonds (Table 6). This can be
explained by PSM sitting deeper in the membrane when its
phosphate group accepts a hydrogen bond from cholesterol, as
described above. This in turn will desolvate the carbonyl and
hydroxyl groups of PSM, thus encouraging the formation of
PSM−PSM hydrogen bonds to avoid the free-energy cost
associated with this dehydration.

Lateral Distribution of PSM around Cholesterol. The
asymmetry of cholesterol is important in driving its
interactions with the hydrocarbon tails of phospholipids in
bilayers.46 Saturated phospholipid tails preferentially interact
with the smooth α face of cholesterol, whereas unsaturated
tails show no such preference.45−47 The β face is characterized
by the protrusion of two methyl groups from its tetracyclic ring
structure. We show that β-face interactions induce disorder in
saturated hydrocarbon tails and that the polar groups of PSM
also have preferences for the face of cholesterol with which
they interact. We interpret the effect of the asymmetry of
cholesterol in terms of its influence on membrane thickness
and hydrogen bonding with PSM.
The hydrocarbon tails of B1 and B2 lipids interact

preferentially with the α and β faces of cholesterol, respectively
(Figure 5; Figure S20, C2S). Cholesterol molecules neighbor-
ing only B1 PSM are more aligned with the membrane normal
compared to those neighboring only B2 PSM (Figure S21).

Figure 4. (A) Percentage of lipids with a given type of hydrogen bond belonging to B1 (green) and B2 (orange). The white dotted line is at 53.2%
B1, which is the prevalence of B1 lipids in the membrane (Figure 1). (B) For each bilayer, the probability of a hydrogen bond being of a given type.
Hydrogen bond types are defined in Table 5.

Figure 5. Distribution of PSM atoms around a neighboring cholesterol molecule for B1 (upper row) and B2 (lower row). Horizontal gray bars
represent 25 Å; vertical gray bars represent 10 Å. See Figure S3 for a definition of the α and β faces of cholesterol, and see Figure S1 for the atom
names of PSM.
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This indicates that interactions of the saturated hydrocarbon
tails with the α face of cholesterol simultaneously order the
tails and encourage cholesterol to sit aligned with the
membrane normal, possibly to maximize the apolar contacts
between the neighboring lipids. This has the effect of
increasing the P−P distance in the bilayer and is characteristic
of B1.
For both B1 and B2, there are concentric shells around

cholesterol in which PSM is preferentially located (Figure 5:
C2S, NF, and OF). Note that these are not necessarily
equivalent to solvation shells of PSM around cholesterol, as we
consider only PSM−cholesterol pairs that share an edge in the
Voronoi tessellation of atomic positions.
The innermost shell occupied by NF atoms shows increased

density on the α face of cholesterol, especially in B1. The
second shell, conversely, is characterized by increased density
on the β face of cholesterol, especially in B2. The second shell
is also less well defined than the innermost. The interaction
shells of OF atoms show an inverse relationship to those of
NF: the first and second shells have increased density on the β
and α faces of cholesterol, respectively. This inverse relation-

ship is explained by the stereochemistry of the N-linked fatty
acid of the PSM: the NF and OF atoms of the amide group are
in a planar trans configuration. We therefore suggest that the
innermost shell of NF or OF atoms is due to direct interactions
with cholesterol, whereas the second shell results from the
configuration of the peptide bond. That is, when the NF atom
of PSM interacts with cholesterol, the planar nature of the
peptide bond prohibits the OF atom of the same PSM
molecule from interacting with the same cholesterol molecule.
Moreover, the amide NF and OF atoms prefer to interact with
the cholesterol α and β faces, respectively.
The phosphate group of B2 PSM sits preferentially on top of

the center of mass of neighboring cholesterol, specifically, on
top of its β2 face (Figure 5, P). In contrast, B1 PSM shows no
such preference. We identify this increased density of PSM
around the β2 face of cholesterol in B2 with PSM−cholesterol
phosphate hydrogen bonds, which are significantly more
prevalent in B2.

Sphingomyelin−Cholesterol Conformations. Through
the above consideration of the lateral distribution of PSM
around cholesterol, we see the effect of the asymmetry of

Figure 6. (A) Atoms used in the clustering of PSM−cholesterol conformations are rendered as large spheres. (B) Distance matrix (in angstroms)
for the atoms of the PSM−cholesterol pair shown in panel A. Atom labels are the CHARMM atom names. Distance matrices were calculated for
every PSM−cholesterol pair at 1 ns intervals, giving a total of 376 257 pairs. UMAP35 was used to embedded these 121D matrices into a 2D space.
(C) PSM−cholesterol pairs in the 2D embedded space, clustered using HDBSCAN.36,37 (D) Distribution of PSM atoms around a neighboring
cholesterol molecule for clusters C1 and C2. Horizontal gray bars represent 25 Å; vertical gray bars represent 10 Å. See Figure S3 for a definition of
the α and β faces of cholesterol, and see Figure S1 for the atom names of PSM.
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cholesterol on membrane thickness and PSM hydrogen
bonding. However, by considering instead conformations
formed by PSM−cholesterol pairs, we can probe the effect of
the mutual orientation of cholesterol and PSM on membrane
properties. This reveals that the asymmetry of PSM, arising
from the protrusion of its carbonyl and hydroxyl groups on its
β face (Figure S3), is as important as the asymmetry of
cholesterol in driving their interaction.
Through a clustering of the interatomic distances between

representative atoms of interacting PSM and cholesterol
molecules, we have identified six modes of interaction between
them (Figure 6). The first two modes, C1 and C2, are
distinguished from the others by virtue of cholesterol
interacting with both the SPH and FA tails of PSM
simultaneously (Figure 7). C1 is characterized by a cholesterol

interacting only with the β face of PSM (Figure S22), primarily
via its own β face (Figure S23). Conversely, C2 is characterized
by cholesterol interacting only with the α face of PSM (Figure
S22), primarily via its own α face (Figure S23).
C3 and C4 are characterized by PSM interacting with

cholesterol via its FA and its SPH tail, respectively. Neither C3
nor C4 shows any preference for either face of cholesterol. C5
and C6 show the same pattern of interaction as C3 and C4,
respectively, except that the tails of PSM are at least 7 Å from
the center of mass of the tetracyclic core of cholesterol. This
relatively large distance between PSM and cholesterol leads to
a substantial increase in the area (Figure S24) and the
hydration (Figure 8) of the cholesterol hydroxyl headgroup

and tetracyclic ring structures. Conformations C5 and C6 will
therefore incur a large free-energy cost, and as such are
observed only 2.6 and 2.4% of the time, respectively.

Structural and Interfacial Properties of PSM−Choles-
terol Conformations. PSM does not show any difference in
physical properties across the six conformations. This may be
because each PSM molecule in the bilayer will likely belong to
more than one cluster if it is a neighbor of more than one
cholesterol molecule. We do, however, see noticeable differ-
ences between PSM molecules that neighbor cholesterol and
those that neighbor only other PSM molecules. In particular,
PSM that neighbors cholesterol is thinner (Figure S25) and
has more disordered SPH and FA tails (Figure 8). These
observations are in agreement with the local lipid environment
of B2, the thinner bilayer, being enriched in cholesterol (Figure
2).
Cholesterol molecules belonging to C1 or C2 are desolvated

(Figure 8) and have a smaller area per lipid (Figure S24) in
comparison to those not in either conformation. Molecules
belonging to C2 have a greater effect on both the area and
hydration of cholesterol.
In C1, the desolvation of cholesterol is due to the phosphate

group of PSM sitting on top of cholesterol’s hydroxyl group
(Figure S22), which we found to be a prominent feature in B2.
Indeed, more than 80% of PSM−cholesterol phosphate
hydrogen bonds occur in either C1 or C4 (Figure S26).
These two conformations are characterized by the interactions
of cholesterol with the β face and the FA tail of PSM,
respectively. Unlike C1, belonging to C4 is not correlated with
cholesterol desolvation (Figure 8). This is likely because the P
atom in the phosphate group does not sit preferentially above
cholesterol in the C4 conformation (Figure S23). We therefore
envision a scenario whereby the β face of cholesterol interacts
with the β face of PSM. This disorders the PSM tails and
allows the C2S−P vector to sit laterally along the membrane
surface. In turn, the P atom in the phosphate group sits directly
on top of the cholesterol molecule and encourages the
formation of a hydrogen bond from cholesterol to the
phosphate oxygen atoms of PSM (Figure 7, C1).
The PSM−cholesterol phosphate hydrogen bonds in C4

most likely arise through these polar groups being brought into
close proximity by a combination of intramolecular and
intermolecular hydrogen bonds. All PSM−cholesterol hydroxyl
hydrogen bonds occur in C4 (Figure S26), in which the
cholesterol interacts only with the N-linked fatty acid of PSM.

Figure 7. Representative conformations from clusters C1 to C4. C1 is
characterized by interactions between the β face of cholesterol and the
β face of PSM. C2 is characterized by interactions between the α face
of cholesterol and the α face of PSM. Cholesterol in C3 interacts only
with the N-linked fatty acid of PSM. Cholesterol in C4 interacts only
with the sphingosine base of PSM.

Figure 8. (A) Probability of the number of water molecules (NW) in the first hydration shell of cholesterol’s hydroxyl group for clusters C1 to C6.
Colors correspond to those in Figure 6. (B) Distribution of the mean deuterium order parameter of the SPH and FA tails for PSM neighboring
cholesterol (blue) and PSM having no cholesterol neighbors (gray).
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At the same time, over 96% of PSMs have an intramolecular
hydrogen bond between their hydroxyl and phosphate groups.
The result is that the phosphate group of PSM is close enough
to the hydroxyl group of a neighboring cholesterol to allow the
formation of a hydrogen bond between the two.
In C2, the desolvation of cholesterol is due to the sterol

sitting almost directly underneath the C2S atom of PSM
(Figure 6 and Figure S27). This is enabled through the mutual
orientation of PSM and cholesterol, with the α face−α face
interactions that characterize C2 allowing cholesterol to sit
underneath the C2S atom of PSM without disrupting the order
of the latter’s hydrocarbon tails. These interactions are
stabilized by PSM amide−cholesterol hydrogen bonds, 100%
of which occur in C2 (Figure S26).

■ DISCUSSION AND CONCLUSIONS
From small- and wide-angle X-ray scattering measurements, we
have identified the presence of two distinct bilayer structures in
equimolar mixtures of PSM and cholesterol at biologically
relevant temperatures (37 °C). We subsequently performed
all-atom molecular dynamics simulations to understand the
microscopic origin of these unit cells in terms of the distinct
lateral interactions between cholesterol and PSM. Specifically,
we constructed a hidden Markov model (HMM), based on
phosphate−phosphate distances, to identify two coexisting
bilayers in the simulation. We found that the bilayers identified
via simulation, B1 and B2, correspond very well to those
identified via SAXS, SAXS1, and SAXS2. These bilayers,
however, cannot be identified with those observed via
WAXS. Our simulation results suggest that the WAXS unit
cells, WAXS1 and WAXS2, arise from PSM interacting with the
α and β faces of cholesterol, respectively. This therefore leads
us to conclude that the unit cells identified via SAXS are
distinct from those identified via WAXS.
The thicker bilayer, B1, is characterized by PSM molecules

with more extended, more ordered, less interdigitated
hydrocarbon tails than those of B2. We also observe
significantly fewer PSM−cholesterol hydrogen bonds but
significantly more intermolecular PSM−PSM hydrogen
bonds in B1. The result is the disruption of the network of
intermolecular hydrogen bonds for B2 PSM, which has been
observed in previous simulations51 and experiments.52,53 In
contrast, Sodt et al.39 found that hydrogen bonding between
cholesterol and sphingomyelin actually encourages further
intermolecular SM−SM hydrogen bonding. We suggest that
this discrepancy may be due to our examination of an
equimolar mixture at physiological temperature (310 K)
whereas the simulations performed by Sodt et al. were at
295 K. Temperature is a critical factor in the phase separation
of sphingomyelin, cholesterol, and phosphatidylcholine ternary
mixtures, as are the proportions of sphingomyelin and
cholesterol.19 We refer the reader to Wang and Klauda51 for
further discussion on the biological significance of this
discrepancy.
From the HMM, we found that the face of cholesterol with

which PSM interacts impacts the physical properties of PSM,
as has been reported elsewhere.45−47 On the other hand, from
a clustering of the interatomic distances of PSM−cholesterol
pairs, we found that the face of PSM with which cholesterol
interacts impacts the physical properties of cholesterol.
Furthermore, we found that the mutual orientation of
interacting cholesterol and PSM molecules tends to adopt
one of two forms: smooth face−smooth face (α−α) contacts

or rough face−rough face (β−β) contacts. The mutual
orientation therefore affects the physical properties of both
molecules and entirely determines which types of intermo-
lecular hydrogen bonds they are able to form. To the best of
our knowledge, this is the first time the asymmetry of PSM, or
of any phospholipid, has been shown to be important in
driving its interactions with cholesterol.
In the clustering of PSM−cholesterol distance matrices, we

consider only pairwise interactions between a single PSM
molecule and a single cholesterol molecule. However, the
properties of any given cholesterol or PSM molecule will
depend on the cooperative activity of multiple cholesterol and
PSM neighbors as well as the solvent at the interface.
Nonetheless, we have shown that PSM−cholesterol inter-
actions can be broadly categorized into four modes and that
PSM is able to shield cholesterol from the surrounding solvent
via two mechanisms: (1) the interactions between the β face of
cholesterol and the β face of PSM encourage the formation of
PSM−cholesterol phosphate hydrogen bonds with a PSM
phosphate group sitting directly on top of cholesterol and (2)
the interactions between the α face of cholesterol and the α
face of PSM encourage the formation of PSM amide−
cholesterol hydrogen bonds, with PSM straddling the sterol.
The shielding of cholesterol by phospholipid headgroups is a

central tenet of the umbrella model of phospholipid−
cholesterol mixing. Our findings, however, are contrary to
the umbrella model in its original formulation.21 Huang et al.21

proposed that cholesterol mixes with phospholipids in order to
be shielded by large lipid headgroups, thus avoiding the free-
energy cost of its hydrophobic core being exposed to the
surrounding solvent. The authors emphasized that favorable
cholesterol−phosphoslipid interactions are not responsible for
their mixing behavior. We see, however, that PSM
phosphate−cholesterol and PSM amide−cholesterol hydrogen
bonding drives interactions between SM and cholesterol
molecules and that such hydrogen bonding is an effective
means of desolvating cholesterol.
This shielding of cholesterol, however, comes with the cost

of disrupting the PSM−PSM hydrogen bond network and
thinning the membrane. Thus there is an interplay between
maintaining this hydrogen bond network and reducing the
free-energy cost of exposing cholesterol molecules to the
solvent. This results in the formation of highly ordered, PSM-
enriched regions of the membrane surrounded by a mixture of
cholesterol and PSM. This is similar to the SM-enriched gel-
like nanodomains found both in equimolar cholesterol−SM
mixtures52 and in stearoyl−SM mixtures with cholesterol and
phosphatidylcholine.53

All phospholipids may shield cholesterol from the
surrounding solvent via the formation of hydrogen bonds
between their phosphate groups and the cholesterol head-
group. However, only sphingomyelin has an N-linked fatty acid
tail, which also allows this phospholipid to form hydrogen
bonds between the amine group and cholesterol molecules.
This latter mechanism of desolvating cholesterol, which we
have found to be the most effective, will thus be unavailable to
glycerophospholipids. This therefore explains why cholesterol
preferentially partitions into SM-rich regions in mixtures of
SM, glycerophospholipids, and cholesterol.54−56 Furthermore,
this mechanism provides insight into why cholesterol
molecules have been observed to sit deeper in SM membranes
as compared to in PC membranes.4,57,58 It has previously been
suggested that cholesterol sits deeper in SM membranes
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because it must sit beneath the hydrogen bond network of
SM.4 However, we see that it is instead the preferential
interaction between cholesterol and the amide group of PSM
that results in the lipid straddling the sterol.
Cell membranes have an asymmetric distribution of lipids,

which is necessary for proper cell functioning.59−62 The plasma
membrane lipids are comprised of nearly 50% cholesterol and
around 25% SM. The SM is located almost entirely in the
extracellular leaflet, while there is some debate around the
transbilayer distribution of cholesterol. Assuming an even
distribution of cholesterol across the leaflets and given the
preferential mixing of cholesterol with SM, there will likely be
regions of the extracellular matrix that can be approximated by
the equimolar mixtures of cholesterol and SM studied here.
More importantly, the intraleaflet interactions through which
PSM and cholesterol form B1 and B2 may provide insight into
the formation of biological nanodomains, particularly since the
formation of Lo nanodomains in the extracellular leaflet, in
which PSM and cholesterol colocalize, has been found to
induce order in non-raft-forming lipids in the cytoplasmic
leaflet.6,59,63−65
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Chapter 5

LiPyphilic: A Python Toolkit for the

Analysis of Lipid Membrane

Simulations

This Chapter was published in the Journal of Chemical Theory and Computation in

2021 and is reproduced here with permission from Smith, P; Lorenz, C.D., ‘LiPyphilic:

A Python Toolkit for the Analysis of Lipid Membrane Simulations’, J. Chem. Theory

Comput., DOI: 10.1021/acs.jctc.1c00447. Copyright American Chemical Society 2021.

Summary of the workWhilst there exist various tools for the analysis of MD simula-

tions of lipid membranes,193,256–260 there remain some common but non-trivial analyses

that can only be performed with user-written scripts. This is problematic for two rea-

sons: i) many researchers or research groups are expending time and effort to write sim-

ilar scripts and ii) in-house and user-written scripts for scientific analysis tend not to be

tested. This first point means that scientific progress is slowed due to this reproduction

of effort. The second point is more problematic - even with proper testing, there will be

bugs in any software; without testing these bugs will likely go unnoticed andmay lead to

erroneous results. This is not the fault of the researcher - it is not feasible to fully test ev-

ery script. However, this does highlight the usefulness of incorporating common analysis

tools into a stable and fully-tested framework.

In this chapter, I present LiPyphilic - a fast, fully-tested, and easy to install Python
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package for the analysis of lipid membrane simulations. LiPyphilic can perform analyses

that are commonly employed yet are unavailable in other packages. It is built on top of

MDAnalysis— awidely-used Python package for the analysis ofMD simulations— and

so learning to use LiPyphilic is straightforward for those that already use MDAnalysis.

LiPyphilic was created following current best practices in software engineering, it is fully

documented and interactive tutorials are available online.

Author contributions I created LiPyphilic, performed the benchmark simulations, cre-

ated all figures, and wrote the initial draft of the manuscript. All authors contributed to

and approved the manuscript in its final form.

The Supporting Information for the article is available in Appendix B.
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ABSTRACT: Molecular dynamics simulations are now widely used to study emergent
phenomena in lipid membranes with complex compositions. Here, we present
LiPyphilica fast, fully tested, and easy-to-install Python package for analyzing such
simulations. Analysis tools in LiPyphilic include the identification of cholesterol flip-
flop events, the classification of local lipid environments, and the degree of interleaflet
registration. LiPyphilic is both force field- and resolution-agnostic, and by using the
powerful atom selection language of MDAnalysis, it can handle membranes with highly
complex compositions. LiPyphilic also offers two on-the-fly trajectory transformations
to (i) fix membranes split across periodic boundaries and (ii) perform nojump
coordinate unwrapping. Our implementation of nojump unwrapping accounts for
fluctuations in the box volume under the NPT ensemblean issue that most current
implementations have overlooked. The full documentation of LiPyphilic, including installation instructions and links to interactive
online tutorials, is available at https://lipyphilic.readthedocs.io/en/latest.

1. INTRODUCTION
The plasma membrane was once thought to be a passive divider
between a cell and its external environment.We now understand
that it is in fact a dynamic interface upon which many cellular
processes, from cell-signaling tomembrane transport, depend.1,2

These processes are emergent phenomena that arise from a
complex interplay between the molecular species that comprise
the plasma membrane. As such, there is a great interest in
understanding how the lipids, proteins, and carbohydrates of the
plasma membrane interact with one another.
Molecular dynamics (MD) simulations are routinely used to

study lipid−lipid and lipid−protein interactions at a molecular
level, and there exist many excellent tools for analyzing the
trajectories of such simulations. Both FATSLiM3 and
MemSurfer,4 for example, specialize in the analysis of non-
planar membranes such as buckled bilayers or vesicles. PyLipID5

and ProLint6 are designed for the easy and efficient analysis of
lipid−protein interactions. MLLPA is a recently developed
Python package that employs various machine learning
algorithms to identify the phaseLo or Ldof lipids in a
bilayer.7 LOOS, on the other hand, is a C++ library with a
Python interface for analyzing MD simulations.8,9 Unlike the
above packages, LOOS handles the trajectory reading internally
while also offering a large set of analysis tools, some of which are
for lipid membranes. Between them, these software packages
provide an extensive analysis suite for MD simulations of lipid
membranes.
There are, however, some non-trivial analyses that are

frequently employed but are not yet available in any analysis
software we are aware of. These include the identification of
cholesterol flip-flop events,10−28 the classification of local lipid

environments,19,29−37 and calculating the degree of interleaflet
registration.13,37−47 These analyses provide important informa-
tion about the structure and dynamics of lipid membranes, but
they currently require the writing of in-house scripts. Here, we
present LiPyphilica fast, fully tested, and easy to install Python
package that can perform these analyses, among others. See
Table S1 for a comparison of tools available in LiPyphilic and
other software for lipid membrane analysis.

2. LIPYPHILIC

LiPyphilic is an object-oriented Python package for analyzing
MD simulations of lipid membranes. It is built directly on top of
MDAnalysis andmakes use of NumPy48 and SciPy49 for efficient
computation. It is force field-agnostic and can handle all-atom,
united-atom, and coarse-grained systems; LiPyphilic can work
with any file format that MDAnalysis can load so long as the
topology contains residue names. All analysis tools in LiPyphilic
inherit from the MDAnalysis base analysis class, meaning the
workflow for running analysis is the same in MDAnalysis and
LiPyphilic. This shared workflow makes it simple for users of
MDAnalysis to learn how to use LiPyphilic.
At its core, LiPyphilic is designed to easily integrate with the

wider scientific Python stack. Results are typically stored in a
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two-dimensional NumPy array of shape Nlipids by Nframes (Figure
1), making it simple to post-process the results for further

analysis. Some analysis tools also take a two-dimensional
NumPy array of the same shape as input. This input array may
contain information about each lipid, such as which leaflet they
belong to or their phase (Lo or Ld). Alternatively, the input array
may be a boolean maskan array of True and False values
specifying which lipids to include in the analysis. As these inputs
are generic NumPy arrays instead of types specific to LiPyphilic,
it is possible to use the output from other membrane analysis
tools as input to LiPyphilic. For example, you may assign lipids
to leaflets using FATSLiM,3 determine their phase state using
MLLPA,7 or calculate local membrane normals using Mem-
Surfer,4 and extract the results to perform further analysis with
LiPyphilic.
The workflow for using LiPyphilic generally involves the

following steps:

1 import MDAnalysis along with the required LiPyphilic
analysis modules

2 load a topology and trajectory as an MDAnalysis universe
3 create an analysis object using the MDAnalysis universe
and specifying the relevant input options

4 use the run() method to perform the analysis
5 store the results either by serializing the analysis object
itself or by saving the results data as a NumPy array

Below, we discuss the implementation and usage of some of
the analysis tools currently available in LiPyphilic. We will then

discuss the on-the-fly transformations that LiPyphilic can
perform on MDAnalysis trajectories. We then provide bench-
marks of the analysis tools and transformations. Finally, we will
briefly discuss the software engineering best practices used in
developing LiPyphilic. If you are more interested in learning
how to use LiPyphilic, rather than how LiPyphilic works per se,
we recommend working through the online interactive tutorials,
which are accessible via the documentation at https://lipyphilic.
readthedocs.io/en/latest/reference/tutorials.html.

2.1. Assign Leaflets. For many analyses, such as calculating
the area per lipid, it is necessary to know the leaflet within which
a lipid is found. LiPyphilic has two tools for assigning lipids to
leaflets. The classlipyphilic.lib.assign_leaflet-
s.AssignLeaflets assigns each lipid to a leaflet based on
the distance in z to its local membrane midpoint. This is suitable
only for planar bilayers. On the other hand, the class
lipyphilic.lib.assign_leaflets.AssignCur-
vedLeaflets can be used to identify leaflets in a buckled
bilayer or a micelle. This uses the MDAnalysis leaflet finder50,51

to assign non-translocating lipids to leaflets and then at each
frame assigns the remaining lipids based on their minimum
distance to each leaflet. AssignLeaflets remains useful for
planar bilayers, especially if the rate of cholesterol translocation
is of interest, which is typically measured by assigning lipids to
leaflets based on their z-coordinate.
LiPyphilic can assign molecules not just to the upper or lower

leaflet but also to the midplane. This is useful for studying, for
example, the local lipid environment of midplane cholesterol26

or its role in the registration of nanodomains.52 Assigning
cholesterol to the midplane also creates a buffer zone for
determining whether a flip-flop event was successful (i.e.,
crossed the buffer zone) or not.27

AssignLeaflets and AssignCurvedLeaflets have
opposing approaches to assigning molecules to the midplane.
The former considers a molecule’s distance to the midplane,
whereas the latter considers its distance to each leaflet. There is
naturally an inverse relationship between these two measures
the further a molecule is from the midplane, the closer it is to a
leaflet. However, the distance to the midplane is typically

Figure 1. In LiPyphilic, analysis results are typically stored in a NumPy
array of shape (Nlipids, Nframes).

Figure 2. LiPyphilic can assign lipids to the upper leaflet, lower leaflet, or midplane. (A) Workflow for assigning leaflets. (B) Lipids in the neuronal
plasma membrane studied by Ingoĺfsson et al.34 are assigned to the upper leaflet (blue), lower leaflet (red), or midplane (yellow).
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employed when studying flip-flop in planar bilayers,19,23−27,34

whereas the distance to each leaflet is used for studying flip-flop
in undulating bilayers.52

As with all analysis tools in LiPyphilic, the assigning of lipids
to leaflets is both resolution- and force field-agnostic. Instead of
reading atom selections hard coded into the package, the
analysis tools rely on the powerful selection language of
MDAnalysis. Figure 2A shows how AssignLeaflets may
be used to determine the leaflet membership of all lipids in the
58-component neuronal plasma membrane studied by In-
goĺfsson et al.34 First, an MDAnalysis Universe must be created.
Lipids are then assigned to leaflets by passing this Universe to
AssignLeaflets along with an atom selection of lipids in the
bilayer, using the universe and lipid_sel arguments.
Optionally, to allow molecules to be in the midplane, we can use
the midplane_sel and midplane_cutoff arguments.
In the example shown in Figure 2A, cholesterol will be assigned
to the midplane if its ROH (hydroxyl group) bead is within 8 Å
of its local midpoints. Local midpoints are computed by first
splitting the membrane into an n by n grid in xy, where n is
specified using the n_bins argument. The local midpoint of a
grid cell is then given by the center of mass of all atoms selected
by lipid_sel that are in the grid cell. Through calculating
local membrane midpoints, this algorithm can account for small
undulations in a bilayer. However, for bilayers with large
undulations or for non-bilayer membranes, AssignCurved-
Leaflets should be used.
After creating leaflets as described above, the analysis is

performed by calling the run method. Here, the start,
stop, andstep arguments are used to specify which frames of
the trajectories to use, and a progress bar can be displayed on the
screen by setting verbose=True. Leaflet data are then
stored in the leaflets.leaflets attribute as a two-
dimensional NumPy array. Each row in the results array
corresponds to an individual lipid and each column to an
individual frame. For example, leaflets.leaflets[i, j]
contains the leaflet membership of lipid i at frame j.
Leaflets.leaflets[i, j] is equal to 1 if the lipid is in
the upper leaflet, −1 if the lipid is in the lower leaflet, or 0 if the
lipid is in the midplane.

2.2. Flip-Flop.Cholesterol is unevenly distributed across the
plasma membrane although the precise distribution is still under
debate.53 This uneven distribution plays an important role in
numerous cellular processes and is maintained through the
ultrafast spontaneous translocation, or flip-flop, of cholesterol
across leaflets.
With recent advances in computing power, sterol flip-flop can

now be studied directly using coarse-grained, united-atom, or
all-atom simulations. Such simulations can be used to study the
flip-flop process itself or to extract rates directly from the
number of observed flip-flop events. Below, we describe a
general analysis tool in LiPyphilic for identifying such flip-flop
events in MD simulations.
The class lipyphilic.lib.flip_flop.FlipFlop

can be used to identify successful and aborted flip-flop events.
Figure 3A illustrates how to do so using the output from
AssignLeaflets. The same MDAnalysis Universe that is
used for assigning leaflets is passed to FlipFlop. An atom
selection that specifies which molecules to consider when
identifying flip-flop events is passed to the lipid_sel
argument. The leaflet membership of each lipid selected by
lipid_sel is passed to the leaflets argument. In this
example, this is achieved by filtering the results array of
AssignLeaflets to include only the leaflet membership of
cholesterol molecules. The leaflet membership must be a
NumPy array of shape (Nlipids, Nframes) in which each element is
equal to:

• 1 if the lipid is in the upper/outer leaflet
• −1 if the lipid is in the lower/inner leaflet
• 0 if the lipid is in the midplane

In this example, the frame_cutoff argument is used to
specify that a molecule must remain in its new leaflet for at least
two consecutive frames in order for the flip-flop to be considered
successful.
We again call the runmethod to perform the analysis. For each

molecule, LiPyphilic will then identify the frames at which it
leaves one leaflet and enters another for at least frame_cut-
off frames. If the new leaflet is different to the previous leaflet,
the flip-flop was successful. If, on the other hand, the molecule
left one leaflet, entered the midplane, and returned to the same
leaflet as before, then the flip-flop failed.

Figure 3. (A) Identifying all cholesterol flip-flop events based on the leaflet membership of the cholesterol at each frame. (B) Determining the
cholesterol flip-flop rate directly from the number of flip-flop events.
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The success or failure of each flip-flop event is stored in a one-
dimensional NumPy array accessible via the flip_flop.-
flip_flop_success attribute. Elements in this array are
strings, equal to either “Success” or “Failure”. From this results
array, it is easy to calculate the flip-flop rate based on the number
of observed events, the number of cholesterol molecules in the
membrane, and the total simulation time (Figure 3B).
The example in Figure 3A shows how to use the results from

AssignLeaflets to identify flip-flop events. However,
leaflets need not be identified using LiPyphilic in order to use
the FlipFlop analysis tool. FlipFlop expects a NumPy
array of leaflet membership as described above. Flip-flop events
can thus be found even if leaflets were assigned using, for
example, FATSLiM3 or user-written scripts54 based on the
MDAnalysis LeafletFinder tool.
Gu et al. showed that translocation is highly influenced by the

local lipid environment of a sterol.26 FlipFlop therefore
returns not only the success or failure of each event but also the
frame at which the flip-flop process begins and ends along with
the residue index of the flip-flopping molecule. This information
is stored as a two-dimensional NumPy array in the
flip_flop.flip_flops attribute, where each row corresponds
to an individual event and each column contains the

• residue index of the flip-flopping molecule
• frame at which the molecule left its original leaflet
• frame at which the molecule entered its new leaflet
• numerical identifier of its new leaflet: 1 for the upper

leaflet and −1 for the lower leaflet
This information enables further analysis, such as a

consideration of the local lipid environment before and after
translocation.
Cholesterol is typically the onlymolecule to flip-flop during an

MD simulation. However, ceramides and diacylglycerols and
fatty acids such as docosahexaenoic acid also have fast flip-flop
rates. To find flip-flop events of a molecule other than
cholesterol, simply change the lipid selection passed to
FlipFlop. For example, to find all flip-flop events for
ceramides in the neuronal plasma membrane, change lip-
id_sel=“resname ROH” to lipid_sel=“resname
??CE” and pass the corresponding leaflet membership NumPy
array to the leaflets argument. This again makes use of the
powerful selection language of MDAnalysis and the fact that all
ceramides in the MARTINI force field have residue names that
are four characters long and end in “CE”.
2.3. Registration. The translocation of cholesterol across

leaflets is thought to be important in several cellular processes,
including the modulation of the lateral heterogeneity of the
membrane.52 Recently, transient nanodomains of Lo phase lipids
were observed in live mammalian cell plasma membranes.55

These nanodomains are thought to be enriched in sphingo-
myelin and cholesterol and to act as functional platforms for cell
signaling. However, their nature, formation, and roles in cellular
processes are still not fully understood.
There is particular interest in understanding under what

conditions nanodomains in apposing leaflets are spatially
aligned. Such an alignment is known as interleaflet registration.
This has been the subject of several MD simulations, which have
revealed registration to be a complex process.13,37−47 Registra-
tion is modulated by many factors, including the length and
saturation of lipid tails as well as the relative affinity of
cholesterol for the different lipid species in a domain-forming
mixture.
The class lipyphilic.lib.registration.Re-

gistration can be used to quantify the degree of interleaflet
registration in a planar bilayer. Registration is an
implementation of the registration analysis described by
Thallmair et al.44 The degree of registration is calculated as
the Pearson correlation coefficient of molecular densities in the
upper and lower leaflets. First, the two-dimensional density of
each leaflet is calculated
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where the (x, y) positions of lipid atoms in leaflet L are binned
into two-dimensional histograms with bin lengths of 1 Å. L is
either the upper (u) or lower (l) leaflet. The two-dimensional
density is then convolved with a circular Gaussian density of
standard deviation σ. The registration between the two leaflets,
ru/l, is then calculated as the Pearson correlation coefficient
between ρ(x,y)u and ρ(x,y)l. Values of ru/l = 1 correspond to
perfectly registered domains and values of ru/l = −1 correspond
to perfectly anti-registered domains.
The atoms used in calculating the interleaflet registration are

specified by passing selection strings to the upper_sel and
lower_sel arguments of Registration (Figure 4). The
leaflet membership of all atoms in the two selections must be
passed to the leaflets argument. As before, this must be a
two-dimensional NumPy array of shape (Nlipids, Nframes). The
results are stored in the registration.registration
attribute as a one-dimensional NumPy array of length Nframes.
The array contains the Pearson correlation coefficient of the
two-dimensional leaflet densities at each frame.
The example in Figure 4 demonstrates how to compute the

registration of cholesterol across the upper and lower leaflets.
However, in simulations of phase-separating mixtures, it is useful
to know the degree of registration of Lo domains rather than the
registration of a specific molecular species. If the phase of each
lipid at each frame is known, Registration can be used to

Figure 4. Calculating the interleaflet registration of cholesterol at each frame.
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calculate the registration of Lo or Ld domains over time. There
are various approaches to determining the phase of lipids, from
simple metrics such as the deuterium order parameter to more
powerful machine learning methods such as hidden Markov
models,29,30,36,56 Smooth Overlap of Atomic Positions,57 or
those employed byMLLPA.7 If the lipid phase data are stored in
a two-dimensional NumPy array of shape (Nlipids, Nframes), it can
be used to create a booleanmask that will tellRegistration
which lipids to include in the analysis. For example, if our array is
named lipid_phase_data and its elements are strings of
either “Lo” or “Ld”, then we can select the Lo lipids for
analysis by passing the boolean mask lipid_pahse_data
== “Lo” to the filter_by argument of Registration.
2.4. Neighbor Matrix. The plasma membrane comprises

hundreds of different lipid species. In this complex mixture,
lateral heterogeneities and aggregates of specific lipid species
arise spontaneously. Over the past decade, this compositional
complexity has begun to feature in MD simulations of
membranes.19,27,34,58−63 In these simulations, the lateral
organization of the membrane is typically quantified via a
consideration of local lipid environments. Specifically, the lipid
enrichment index of species B around species A, EAB, may be
defined as19

= ⟨ ⟩E N N/AB AB B

where NAB is the number of molecules of species B around
species A, and ⟨NB⟩ is the mean number of species B around any
species.
The class liyphilic.lib.neighbours.Neigh-

bours provides methods for computing the lipid enrichment
index and for identifying the largest cluster of a specific species of
lipids over time. Both of these analyses first require the
construction of an adjacency matrix, A, that describes whether
each pair of lipid molecules are neighboring one another or not.
Two lipids are considered neighbors if they have any atoms
within a user-defined cutoff distance, dcutoff, of one another. The
adjacency matrix can be created by passing an atom selection

and a value of dcutoff to the lipid_sel and cutoff
arguments, respectively, of Neighbours (Figure 5A). The
run method is called to construct an adjacency matrix for each
frame of the trajectory specified using the start, stop, and
step arguments. The results are available in the neigh-
bours.neighbours attribute as a NumPy array of SciPy
sparse matrices. There is one adjacency matrix for each frame,
and eachmatrix is of shape (Nlipids,Nlipids). Thesematrices can be
used for further analysis either via helper methods of
Neighbours or via user-written scripts.

2.4.1. Largest Cluster. Some glycolipids in the plasma
membrane are known to aggregate, forming platforms for cell-
signaling.64−66 The size of the largest cluster of glycolipids in the
neuronal plasma membrane34 can be calculated using the
largest_cluster method of Neighbours (Figure
5B). For this, an atom selection must be provided to the
cluster_sel argument. In the example in Figure 5B, it is
specified that only lipids in the upper leaflet should be included
in the calculation by passing a boolean mask to the filter_by
keyword. The return_indices argument is used to specify
that the residue indices of the lipid molecules in the largest
cluster at each frame are also to be returned. There is no need to
call a run method or to specify which frames of the analysis to
usethe same frames specified in Figure 5A will be used for the
cluster analysis.
The results are not stored in an attribute in our neighbors

object. Instead, the largest cluster size and the residue indices of
the lipid molecules in the largest cluster are each returned as a
NumPy array. The former is a one-dimensional array containing
the number of lipids in the largest cluster at each frame. The
latter is a list of NumPy arrays. Each array in the list corresponds
to a single frame and contains the residue indices of the lipid
molecules in the largest cluster at that frame. Knowing the
indices of the lipids in the largest cluster allows for further
analysis, such as calculating the lateral diffusion coefficient of
lipid molecules in the cluster.37

Figure 5. (A) Creating the neighbor adjacency matrix. (B) Finding the largest cluster of glycolipids at each frame as well as the residue indices of lipids
in the largest cluster. (C) Calculating the enrichment/depletion index of each lipid species.
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To find the largest cluster at a given frame, the
neighbors.neighbors sparse adjacency matrix is first
sliced to give a matrix for the current frame only, Aframe. The
connected_components function of SciPy is then used
to find all connected components at the current frame. NumPy’s
unique function, withreturn_counts set to True, is then
used to identify the largest connected component and thus the
largest cluster size.
2.4.2. Enrichment Index. After constructing the adjacency

matrix, the count_neighbours method can be used to
determine the local environment of each lipid molecule (Figure
5C). For a single lipid, its local lipid environment is defined as
the number of neighbors of each species. In the example in
Figure 5C, return_enrichment=True is set to specify
that the lipid enrichment index is also to be returned.
As with neighbours.largest_cluster, the results

are not stored in an attribute in our neighbors object. The
neighbor counts and the enrichment index are each returned as a
Pandas DataFrame. The DataFrame of neighbor counts
containsfor each lipid at each framethe residue name, lipid
residue index, frame number, number of neighbors of each
species, and total number of neighbors. The lipid enrichment
DataFrame contains the enrichment index of each lipid
species at each frame. These data can easily be used to calculate
the mean enrichment of each species, or it can be plotted over
time to determine whether the lateral mixing of lipids has
equilibrated.
2.4.3. User-Defined Counts. By default, the count_-

neighbours method will calculate the number of neighbor-
ing species around each individual lipid. This is done using the
residue name of each lipid. However, it is also possible to use any
ordinal or string data for counting lipid neighbors. For example,
the enrichment index of lipids in the neuronal plasmamembrane
can be calculated based on their tail saturation (Figure 6). For

this, first a two-dimensional NumPy array of shape (Nlipids,
Nframes) that contains the saturation of each lipid needs to be
created (Figure S1). Then, this array is passed to the
count_by argument of count_neighbours, and the
local lipid environment and enrichment index will be
determined based on the information in this array.
2.5. On-the-Fly Transformations. MDAnalysis has a

powerful set of on-the-fly trajectory transformations. These
transformations can do away with the need to create multiple
instances of the same trajectory using, for example, the
GROMACS trjconv tool. Instead, the transformations are
applied each time a frame is loaded into memory by
MDAnalysis. LiPyphilic extends the set of transformations
available in MDAnalysis to include the ability to repair
membranes split across periodic boundaries and to perform

nojump trajectory unwrapping. The latter prevents an atom
from being wrapped into the primary unit cell when it crosses a
periodic boundary.

2.5.1. Center Membranes. The callable class lipyphi-
lic.transformations.center_membrane can be
used to fix a membraneor any supramolecular structurethat
is split across periodic boundaries and then center it in a box,
providing it is not self-interacting across the periodic
boundaries. For each frame, all atoms in the system are
iteratively shifted along a specified set of dimensions until the
membrane is no longer split across the periodic boundaries
(Figure 7A). After each translation, all atoms are wrapped back
into the primary unit cell. For example, to check if a bilayer is
split across the periodic boundary in the z-dimension, its extent
in z, H, could be compared to the box length in z, Lz. If H is
within a user-specified cutoff value of Lz, the bilayer is split across
z and is thus translated in this dimension. Once the bilayer is no
longer split across boundaries, it is then moved to the center of
the box in z.
This transformation can be applied to an MDAnalysis

universe, u, using the u.trajectory.add_transfor-
mation method (Figure 7A). This method takes as input a
transformation or a list of transformations. The center_-
membrane callable class is passed to add_transforma-
tion along with the arguments for center_membrane.
The atoms that comprise the membrane are specified using the
ag argument. The atom selection should include all atoms in the
membrane and not a subset of atomsotherwise the extent of
themembrane cannot be calculated accurately. In the example in
Figure 7A, the bilayer is centered in only the z-dimension;
however, the membrane can be made whole in each dimension
independently. This is controlled using the center_x,
center_y, and center_z arguments. The shift argu-
ment is used to specify the distance in Å that the membrane will
be translated at each iteration. Too small a value of shift
would require many iterations to make a membrane whole. Too
large a value, on the other hand, may result in a membrane being
translated nearly the length of the unit cell and thus remaining
broken. We have found a translation of 10 Å to be suitable for
bilayers, but the optimal value will depend on the membrane
structure and the size of the system.

2.5.2. nojump Trajectory Unwrapping. lipyphilic.-
transformations.nojump can be used to prevent
atoms from jumping across periodic boundaries. It is analogous,
but not equivalent, to using the GROMACS command trjconv
with the flag -pbc nojump. This transformation can be
applied to an MDAnalysis universe in much the same way as
lipyphilic.transformations.center_mem-
brane. We must pass an atom selection to the ag argument of
nojump and specify the dimensions to which the trans-
formation should be applied (Figure 8).
Upon adding this transformation to your trajectory, nojump

will perform an initial pass over the trajectory. It will determine
the frames at which each atom crosses a boundary, keeping a
record of the net movement of each atom at each boundary. This
net movement across each boundary is used to determine the
distance an atom must be translated in order to be moved from
its wrapped position to its unwrapped position. Subsequently,
every time a new frame is loaded into memory by MDAnalysis,
such as when iterating over the trajectory, the relevant
translation is applied to each atom to move it to its unwrapped
coordinates.

Figure 6. Enrichment/depletion index of lipids in the neuronal plasma
membrane based on their tail saturation.
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Below, we describe the nojump unwrapping algorithm
implemented in LiPyphilic. We also explain how this algorithm
avoids the artifacts introduced by the standard unwrapping
scheme that, to our knowledge, is employed by all MD
simulation-related software. Specifically, the standard unwrap-
ping scheme fails to account for fluctuating system sizes caused
by barostats in NPT ensemble simulations.
2.5.3. Unwrapping Scheme. The unwrapped position of a

particle at frame N, denoted xN
u , is given by
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=

x x L cN N
n

N

n n
u w

0

where xN
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where xn−1
w is the particle’s wrapped position at frame n − 1. At

frame n = 0, for which there is no previous position, we take x−1
w

Figure 7. (A) Amembrane split across periodic boundaries can bemade whole and centered by iteratively translating the system of particles. After each
translation, a check is performed to determine whether the membrane is still split across boundaries. If the extent of the membrane in z, H, is
approximately equal to the box length in z, Lz, then, the membrane is split across the periodic boundary. (B) Code snippet for applying the
transformation to an MDAnalyis universe. The on-the-fly transformation can be applied to each dimension independently.

Figure 8. “nojump” on-the-fly transformation can be applied to any AtomGroup in an MDAnalysis Universe. The transformation can be applied to
each dimension independently.
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to be the particle’s raw atomic coordinate at frame n = 0. That is,
if the particle is not in the primary unit cell at frame n = 0, we
calculate the displacement required to move from x0

w to x0
u. Note

that this method will correctly unwrap coordinates for
orthorhombic systems. A further correction can be applied for
triclinic boxes,67 which we plan to implement in a future release.
This unwrapping scheme is equivalent to that recently

described by von Bülow et al.67 although it was derived
independently. Both our unwrapping algorithm and that of von
Bülow et al. avoid the problems that the standard unwrapping
scheme suffers from. To calculate xN

u , the standard unwrapping
scheme iteratively adds the box length at frameN to the wrapped
coordinated at frame N until |xn

w − xn−1
u |<Ln/2. However, in the

example in Figure 9, this would result in x2
u = x2

w − L2 = −0.5
instead of the correct value x2

u=−1.5. von Bülow et al.
demonstrated clearly the effect that this inaccurate unwrapping
of atomic coordinates has on the calculated diffusion
coefficient.67

The unwrapping scheme described above, and previously by
von Bülow et al.,67 correctly accounts for the fluctuating box size

in the NPT ensemble. However, it is only accurate in the case
where coordinates are stored every timestep. In fact, it is
impossible to correctly unwrap coordinates unless we store them
at every timestep. This logically follows from the same argument
made aboveto correctly unwrap coordinates, we must know
the length of the box at the timestep at which the jump occurred.
See the Supporting Information for further details.

2.6. Other Analysis Tools. Although we have described
some of the analysis tools that make LiPyphilic unique in the
previous sections, there is much more functionality in LiPyphilic
that is fully detailed in the documentation (https://lipyphilic.
readthedocs.io/en/latest). This functionality includes calculat-
ing the coarse-grained lipid order parameter,68 the area per lipid
for planar bilayers, the lateral diffusion coefficient, and the
membrane thickness of planar bilayers. There are also tools for
calculating thickness, orientations, and z-positions of lipid
molecules in a planar bilayer. Regarding the area per lipid tool,
we recommend using either FATSLiM3 or MemSurfer4 if you
have a curved membrane. These tools are designed specifically
to deal with undulating bilayers and non-bilayer structures,

Figure 9.To correctly unwrap atomic coordinates, wemust know size of the box at the frame at which a jump across periodic boundaries occurred. The
standard unwrapping scheme produces an incorrect unwrapped coordinate at the second frame, x2

u. Superscripts w and u denote whether the
coordinate is wrapped or unwrapped, and subscripts n denote the frame number.

Figure 10. Plots produced using LiPyphilic. See the interactive tutorials for usage examples. (A) Projection onto the membrane plane of the coarse-
grained order parameter (SCC), area per lipid (Å

2), and local membrane thickness (Å) of the phospholipids in an equimolar mixture of DPPC, DOPC,
and cholesterol. (B) Potential of mean force (PMF) of cholesterol orientation (θz) and height (z).
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whereas the area per lipid tool of LiPyphilic will only produce
reliable values in the case of planar bilayers.
In general, LiPyphillic does not handle plotting of analysis

data. However, it does have plotting utilities for visualizing joint
potentials of mean force (PMFs)such as the PMF of
cholesterol orientation and heightand for the projection of
membrane properties onto the xy plane (Figure 10). There are
full descriptions of all LiPyphilic tools in the documentation, and
our interactive tutorials (available at https://lipyphilic.
readthedocs.io/en/latest/reference/tutorials.html) provide ex-
amples of how to use the analysis tools and plot the results.

3. BENCHMARKING
For benchmarking the LiPyphilic analysis tools, we have
performed a simulation of an equimolar mixture of DPPC/
DOPC/Cholesterol using the MARTINI 2 force field.69,70 We
created a symmetric bilayer of 12,000 lipids in total using the
CHARMM-GUI MARTINI Maker.71 The production run was
performed for 8.0 μs and coordinates were stored every 5.0 ns,
giving a trajectory of 1600 frames. Where analogous analysis
tools are available in either FATSLiM3 0.2.2 or GROMACS72

2020.4, we compare their performance with that of LiPyphilic.
We benchmark against FATSLiM as this is generally the fastest
membrane analysis tool available.3 The FATSLiM benchmarks
were performed using eight OpenMP threads. All other
benchmarks were performed in serial. All of the benchmarks
can be seen in Table 1.
LiPyphilic is generally very fast, with most analysis tools and

trajectory transformations taking on the order of 10 ms per
frame for the 12,000 lipid membrane. For example, both
methods of assigning leaflets are faster than the corresponding
implementation in FATSLiM. This is down to the algorithms
used for assigning lipids to leafletsFATSLiM calculates a local
membrane normal for each lipid based on the point cloud of
neighboring lipids and then generates leaflets based on the
distance and relative orientation of groups of lipids. Assign-
Leaflets, on the other hand, uses only the distance in z to the
midplane. AssignCurvedLeaflets, meanwhile, is compu-
tationally expensive for the first frame. This is because a graph is
constructed from the positions of non-translocating lipid

headgroups, and from this, the leaflets are identified as the
two largest connected components. Subsequent frames,
however, assign potentially translocating lipids to a leaflet
based on their distance to each leaflet. Thus, the longer a
trajectory, the more computationally efficient AssignCur-
vedLeaflets becomes. There are two further benefits of
assigning leaflets with LiPyphilic: (i) molecules may reside in the
midplane and (ii) the results are stored in a single NumPy array,
whereas FATSLiM creates a GROMACS index file for each
frame of the trajectory.
LiPyphilic is significantly faster in calculating the bilayer

thickness although the implementation in FATSLiM is more
sophisticated. Part of the reason LiPyphilic is faster is that it uses
the leaflet information calculated by AssignLeaflets or
AssignCurvedLeaflets, whereas FATSLiM assigns the
lipids to leaflets at each frame before it calculates the bilayer
thickness. The algorithm used in Lipyphilic for calculating
membrane thickness is also simpler (but less versatile). The
FATSLiM thickness tool effectively constructs a smoothed
surface for each leaflet and calculates the distance from each lipid
to the apposing leaflet. In this way, FATSLiM is able to calculate
the thickness of both planar and non-planar bilayers. LiPyphilic’s
MembThickness tool, however, constructs a two-dimen-
sional surface of each leaflet and then calculates the bilayer
thickness as the mean separation in z between the two leaflet
surfaces. This means that MembThickness is only
appropriate for planar bilayers.
LiPyphilic is also faster than GROMACS when it comes to

calculating the coarse-grained order parameter, SCC. Using
LiPyphilic to calculate SCC is also simpler than using
GROMACS, which requires the creation of a separate index
group for each unique atom along a tail of each lipid species.
The calculation of interleaflet registration, construction of a

neighbor matrix, and calculation of the lipid enrichment index
are slower, on the order of 100 ms per frame. This is still
relatively fastalthough they are different analyses, these times
are comparable to the performance of the various analyses
available in FATSLiM such as the area per lipid and membrane
thickness calculations.

Table 1. Benchmark Times for Analysis Tools in LiPyphilic Using a MARTINI Bilayer of 12,000 Lipidsa

Time per frame (ms)

analysis/transformation LiPyphilic class/method LiPyphilic comparison

leaflet identification AssignLeaflets 17.54 168.47b

AssignCurvedLeaflets 29.85 168.47b

flip-flopd FlipFlop 0.5
interleaflet registration Registration 151.81
construct neighbor matrix Neighbours 260.97
largest clustere Neighbours.largest_cluster 1.85
enrichment index Neighbours.count_neighbours 100.93 b
bilayer thickness MembThickness 16.35 394.11b

lipid thickness ZThickness 37.62
lipid height ZPositions 19.05
lipid orientation ZAngles 22.87
area per lipid AreaPerLipid 1589.29 206.75b

coarse-grained order parameterf SCC 16.10 119.09c

unwrap membrane Center_membrane 23.37
nojump unwrapping Nojump 23.89 12.04c

aWhere possible, performance is compared with either FATSLiM 0.2.2 or GROMACS 2020.4. The FATSLiM benchmarks were performed using
eight OpenMP threads. All other benchmarks were performed in series. bFATSLiM. cGROMACS. dTime per molecule (ms) over 1600 frames.
eTime per frame (ms) for a subset of 2000 lipids. fTime per frame (ms) for the sn-1 tail of DPPC (4000 lipids).
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The slowest analysis in LiPyphilic is the calculation of the area
per lipid. This takes over 1.5 s per frame and is 7.6 times slower
than FATSLiM. We therefore recommend using FATSLiM for
the area per lipid calculation if you have a large membrane
(>1000 lipids). It should be remembered, however, that the
FATSLiM analyses were run in parallel over eight cores, whereas
all other benchmarks were performed in serial. Parallelizing the
analysis in LiPyphilic could result in a similar performance
boost. Although this is out of the scope of the package in its
current state, we do have plans to parallelize the slower tools in
LiPyphilic in due course. In this respect, we are particularly
interested in the development of Parallel MDAnalysis
(PMDA).73 PMDA is based on MDAnalysis and uses Dask to
parallelize the analysis modules.74 The analysis classes inherit a
modified abstract base class that is specifically designed to make
the parallelization straightforward. We will wait until PMDA is
out of the alpha stage of development before assessing which
modules would benefit from being parallelized.
Finally, the on-the-fly transformations are fast, with

center_membrane and nojump taking 23.37 and 23.89
ms per frame, respectively. Upon applying the nojump
transformation, a first pass over the trajectory is performed to
calculate the translations that need to be applied at each frame.
This first pass takes 13.98 ms per frame for the 12,000 atoms
selected in the benchmark. After this first pass, the time to load a
frame into memory and apply the translations is 9.91 ms. This
performance is put into perspective by considering that iterating
over the trajectory with MDAnalysis takes 8.54 ms per frame
itself, with no transformations applied. The total time per frame
of nojump (23.89 ms) is approximately twice that required by
the GROMACS trjconv tool to do the same transformation.
Using nojump has two benefits over GROMACS trjconv
in that it (i) prevents the need to create duplicate trajectories
and (ii) accounts for box size fluctuations caused by barostats.

4. SOFTWARE ENGINEERING
LiPyphilic is a free, open-source software licensed under the
GNU General Public License v2 or later. In developing
LiPyphilic, we have followed the best practices in modern
scientific software engineering.75 We use version control, unit
testing, and continuous integration, and we have a fully
documented API with examples of how to use each analysis tool.
The full development history and planned improvements of

the project are available to view on GitHub, at https://github.
com/p-j-smith/lipyphilic. LiPyphilic loosely follows the Gi-
tHub-flow model of software development76 developing
directly from the master branch and releasing new versions soon
after new functionality or fixes are added. We encourage users to
submit feature requests and bug reports via GitHub, and we
welcome any question about usage on our discussion page at
https://github.com/p-j-smith/lipyphilic/discussions.
Unit testing in LiPyphilic is performed using Pytest.77 We

have constructed a set of toy systems for testing each analysis
tool. These systems are typically composed of two sets of atoms
each arranged on a hexagonal lattice in xy, with the two lattices
separated vertically in z. This setup approximates the topology of
the headgroups of a lipid bilayer. Using these toy systems, we
knowwhat the results of each analysis tool should be a priori. We
can thus test each analysis tool with full confidence in the results
if the tests pass, without relying on regression tests that involve
highly complex systems. Further, using Pytest-cov,78 we have
ensured that all analysis tools and trajectory transformations
have 100% test coverage.

Finally, LiPyphilic is simple to install. We have packaged
LiPyphilic to make it available for installation using widely used
package managers. The easiest way to install LiPyphilic along
with all of its dependencies is through Anaconda.79 Alter-
natively, it can be installed via the Python Package Index using
Pip.80

5. CONCLUSIONS
We have developed a new Python package for the analysis of
lipid membrane simulations. We have focused on providing
functionality not available in other membrane analysis tools,
such as calculating the lipid enrichment/depletion index, the
degree of interleaflet registration, and the flip-flop rate of
molecules between leaflets. LiPyphilic is a modular object-
oriented package that makes extensive use of NumPy,48 SciPy,49

and MDAnalysis50,51 for efficient computation. For analyzing a
12,000 lipid MARTINI membrane, the analysis classes typically
take on the order of 10−100ms per frame. This is comparable to
the performance of analysis tools in GROMACS72 and
FATSLiM3 a very fast package for membrane analysis. All
analysis tools in LiPyphilic share the same API as those of
MDAnalysis. This shared API makes LiPyphilic simple to learn
for current users of MDAnalysis.
The modularity of LiPyphilic, along with its focus on

integrating with the wider scientific Python stack, means the
output of other analysis tools such as FATSLiM3 or MLLPA7

can be used as input for further analysis in LiPyphilic. Further,
the output of LiPyphilic is in the form of NumPy arrays, Scipy
sparse matrices, or Pandas Dataframes. This means the results
can readily be plotted or further analyzed using the standard
libraries of the scientific Python stack. For examples of how to do
so, see our interactive tutorials available at https://lipyphilic.
readthedocs.io/en/latest/reference/tutorials.html.
LiPyphiic is built upon sound software engineering principles.

It uses version control, is fully unit-tested, employs continuous
integration, and has extensive documentation. LiPyphilic is also
trivial to installit can be installed using either Anaconda or
Pip.79,80 We encourage users to submit feature requests and bug
reports via GitHub and are always open to new contributors to
the project.

■ ASSOCIATED CONTENT
*sı Supporting Information
The Supporting Information is available free of charge at
https://pubs.acs.org/doi/10.1021/acs.jctc.1c00447.

Comparison of LiPyphilic with other software for lipid
membrane analysis; Python script for calculating the lipid
enrichment index based on tail saturation; and discussion
of practical issues with nojump trajectory unwrapping
(PDF)

■ AUTHOR INFORMATION
Corresponding Authors

Paul Smith − Department of Physics, King’s College London,
London WC2R 2LS, U.K.; orcid.org/0000-0002-3676-
5318; Email: paul.smith@kcl.ac.uk

Christian D. Lorenz − Department of Physics, King’s College
London, London WC2R 2LS, U.K.; orcid.org/0000-0003-
1028-4804; Email: chris.lorenz@kcl.ac.uk

Complete contact information is available at:
https://pubs.acs.org/10.1021/acs.jctc.1c00447

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Article

https://doi.org/10.1021/acs.jctc.1c00447
J. Chem. Theory Comput. XXXX, XXX, XXX−XXX

J

104



Notes
The authors declare no competing financial interest.

■ ACKNOWLEDGMENTS

Via our membership of the UK’s HEC Materials Chemistry
Consortium, which is funded by EPSRC (EP/L000202/1, EP/
R029431/1, EP/T022213), this work used the ARCHER UK
National Supercomputing Service (http://www.archer.ac.uk)
and the UK Materials and Molecular Modelling Hub (MMM
Hub) for computational resources, which is partially funded by
EPSRC (EP/P020194/1, EP/T022213), to carry out the MD
simulations of DPPC/DOPC/Cholesterol reported in this
manuscript. P.S. acknowledges the funding provided by the
EPSRC DTP Studentship Block Grant (EP/N509498/1).
C.D.L. acknowledges the supportive research environment of
the EPSRC center for Doctoral Training in Cross-Disciplinary
Approaches to Non-Equilibrium Systems (CANES, no. EP/
L015854/1).

■ REFERENCES
(1) Grecco, H. E.; Schmick, M.; Bastiaens, P. I. H. Signaling from the
living plasma membrane. Cell 2011, 144, 897−909.
(2) Sunshine, H.; Iruela-Arispe, M. L. Membrane lipids and cell
signaling. Curr. Opin. Lipidol. 2017, 28, 408−413.
(3) Buchoux, S. FATSLiM: a fast and robust software to analyze MD
simulations of membranes. Bioinformatics 2016, 33, 133−134.
(4) Bhatia, H.; Ingólfsson, H. I.; Carpenter, T. S.; Lightstone, F. C.;
Bremer, P.-T. MemSurfer: A Tool for Robust Computation and
Characterization of CurvedMembranes. J. Chem. Theory Comput. 2019,
15, 6411−6421.
(5) Song, W.; Corey, R. A.; Ansell, B.; Cassidy, K.; Horrell, M.;
Duncan, A.; Stansfeld, P. J.; Sansom,M. PyLipID: A Python package for
analysis of protein-lipid interactions from MD simulations. 2021,
bioRxiv:2021.07.14.452312.
(6) Sejdiu, B. I.; Tieleman, D. P. ProLint: a web-based framework for
the automated data analysis and visualization of lipid−protein
interactions. Nucleic Acids Res. 2021, 49, W544−W550.
(7) Walter, V.; Ruscher, C.; Benzerara, O.; Thalmann, F. MLLPA: A
Machine Learning-assisted Python module to study phase-specific
events in lipid membranes. J. Comput. Chem. 2021, 42, 930−943.
(8) Romo, T. D.; Grossfield, A. LOOS: An extensible platform for the
structural analysis of simulations. Annual International Conference of the
IEEE Engineering in Medicine and Biology Society. 2009; pp 2332−2335.
(9) Romo, T. D.; Leioatts, N.; Grossfield, A. Lightweight object
oriented structure analysis: Tools for building tools to analyze
molecular dynamics simulations. J. Comput. Chem. 2014, 35, 2305−
2318.
(10) Tieleman, D. P.; Marrink, S.-J. Lipids Out of Equilibrium:
Energetics of Desorption and Pore Mediated Flip-Flop. J. Am. Chem.
Soc. 2006, 128, 12462−12467.
(11) Gurtovenko, A. A.; Vattulainen, I. Molecular Mechanism for
Lipid Flip-Flops. J. Phys. Chem. B 2007, 111, 13554−13559.
(12) Róg, T.; Stimson, L. M.; Pasenkiewicz-Gierula, M.; Vattulainen,
I.; Karttunen, M. Replacing the cholesterol hydroxyl group with the
ketone group facilitates sterol flip-flop and promotes membrane
fluidity. J. Phys. Chem. B 2008, 112, 1946−1952.
(13) Risselada, H. J.; Marrink, S. J. The molecular face of lipid rafts in
model membranes. Proc. Natl. Acad. Sci. U.S.A. 2008, 105, 17367−
17372.
(14) Kucerka, N.; Perlmutter, J. D.; Pan, J.; Tristram-Nagle, S.;
Katsaras, J.; Sachs, J. N. The effect of cholesterol on short- and long-
chain monounsaturated lipid bilayers as determined by molecular
dynamics simulations and X-ray scattering. Biophys. J. 2008, 95, 2792−
2805.
(15) Bennett, W. F. D.; MacCallum, J. L.; Hinner, M. J.; Marrink, S. J.;
Tieleman, D. P. Molecular view of cholesterol flip-flop and chemical

potential in different membrane environments. J. Am. Chem. Soc. 2009,
131, 12714−12720.
(16) Bennett, W. F. D.; Tieleman, D. P. Molecular simulation of rapid
translocation of cholesterol, diacylglycerol, and ceramide in model raft
and nonraft membranes. J. Lipid Res. 2012, 53, 421−429.
(17) Ogushi, F.; Ishitsuka, R.; Kobayashi, T.; Sugita, Y. Rapid flip-flop
motions of diacylglycerol and ceramide in phospholipid bilayers. Chem.
Phys. Lett. 2012, 522, 96−102.
(18) Choubey, A.; Kalia, R. K.; Malmstadt, N.; Nakano, A.; Vashishta,
P. Cholesterol translocation in a phospholipid membrane. Biophys. J.
2013, 104, 2429−2436.
(19) Ingólfsson, H. I.; Melo, M. N.; Van Eerden, F. J.; Arnarez, C.;
Lopez, C. A.; Wassenaar, T. A.; Periole, X.; De Vries, A. H.; Tieleman,
D. P.; Marrink, S. J. Lipid organization of the plasma membrane. J. Am.
Chem. Soc. 2014, 136, 14554−14559.
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(47) Sarmento, M. J.; Hof, M.; Šachl, R. Interleaflet Coupling of Lipid
NanodomainsInsights From in vitro Systems. Front. Cell Dev. Biol.
2020, 8, 284.
(48) Harris, C. R.; Millman, K. J.; van der Walt, S. J.; Gommers, R.;
Virtanen, P.; Cournapeau, D.; Wieser, E.; Taylor, J.; Berg, S.; Smith, N.
J.; Kern, R.; Picus, M.; Hoyer, S.; van Kerkwijk, M. H.; Brett, M.;
Haldane, A.; del Río, J. F.; Wiebe, M.; Peterson, P.; Gérard-Marchant,
P.; Sheppard, K.; Reddy, T.; Weckesser, W.; Abbasi, H.; Gohlke, C.;
Oliphant, T. E. Array programming with NumPy. Nature 2020, 585,
357−362.
(49) Virtanen, P.; Gommers, R.; Oliphant, T. E.; Haberland, M.;
Reddy, T.; Cournapeau, D.; Burovski, E.; Peterson, P.; Weckesser, W.;
Bright, J.; van der Walt, S. J.; Brett, M.; Wilson, J.; Millman, K. J.;
Mayorov, N.; Nelson, A. R. J.; Jones, E.; Kern, R.; Larson, E.; Carey, C.
J.; Polat, I.̇; Feng, Y.; Moore, E. W.; VanderPlas, J.; Laxalde, D.;
Perktold, J.; Cimrman, R.; Henriksen, I.; Quintero, E. A.; Harris, C. R.;
Archibald, A. M.; Ribeiro, A. H.; Pedregosa, F.; van Mulbregt, P.;
Vijaykumar, A.; Bardelli, A. P.; Rothberg, A.; Hilboll, A.; Kloeckner, A.;
Scopatz, A.; Lee, A.; Rokem, A.; Woods, C. N.; Fulton, C.; Masson, C.;
Häggström, C.; Fitzgerald, C.; Nicholson, D. A.; Hagen, D. R.;
Pasechnik, D. V.; Olivetti, E.; Martin, E.; Wieser, E.; Silva, F.; Lenders,
F.; Wilhelm, F.; Young, G.; Price, G. A.; Ingold, G.-L.; Allen, G. E.; Lee,
G. R.; Audren, H.; Probst, I.; Dietrich, J. P.; Silterra, J.; Webber, J. T.;
Slavic,̌ J.; Nothman, J.; Buchner, J.; Kulick, J.; Schönberger, J. L.; de
Miranda Cardoso, J. V.; Reimer, J.; Harrington, J.; Rodríguez, J. L. C.;
Nunez-Iglesias, J.; Kuczynski, J.; Tritz, K.; Thoma, M.; Newville, M.;
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Chapter 6

Conclusions

The aim of this thesis was to provide new insight into the molecular origin of emergent

phenomena in lipid membranes. Through all-atom and coarse-grainedMD simulations,

I have studied the process of phase separation inmodelmembranes and the interaction of

cholesterol and sphingomyelin in equimolar binary mixtures. The latter study provided

a possible explanation for cholesterol preferentially mixing with sphingolipids over glyc-

erophospholipids. This preferential mixing is important in the formation of biological

lipid rafts — structures that are essential for many cellular processes. In addition to the

findings reported in this thesis, the novel analysis methods— such as the conformational

clustering of lipid pairs— and software developed in this thesis will bemade openly avail-

able for use by other researchers.

In Chapter 3, I used coarse-grained simulations to study the effect of cholesterol

oxidation on domain formation in model membranes. I found that domain formation

may be disrupted by three mechanisms: i) a broader distribution of orientations of the

sterol, which disrupts the packing of neighbouring lipids, ii) a decrease in the relative

affinity of the sterol for saturated phospholipids over unsaturated phospholipids leads to

less-complete phase separation, and iii) a decrease in the rate of translocation of the sterol

across the membrane may impact domain registration in more complex mixtures. These

findings corroborate previous simulation studies60,175,176 and provide a molecular level

description of domain formation disruption observed experimentally.178

However, Chapter 3 also provided a reminder that even when findings of MD sim-

ulations seem correct, and alignwith previous experimental and simulation studies, there
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may be underlying issues with the force field that render the results unreliable. The re-

sults presented in Chapter 3 are unreliable due to a lack of conservation of energy that

arises when simulating the MARTINI model of cholesterol with the default LINCS pa-

rameters in GROMACS. Thallmair et al. have recently shown that the breaking of con-

servation of energy is not unique to the MARTINI model of cholesterol.314 Simulating

anymodel that contains virtual sites using the default LINCSparameters ofGROMACS

will cause energy to be drained from the system via the virtual sites.

In Chapter 4, I used all-atomMD simulations to study cholesterol-sphingomyelin

interactions in an equimolar mixture of cholesterol and PSM. SAXS and WAXS mea-

surements of this binary mixture identified two coexisting bilayer structures, which are

differentiated by their thicknesses. From the MD simulations, I provided a detailed de-

scription of the two coexisting bilayers. The thicker bilayer is enriched in PSM, depleted

in cholesterol, and is characterised by an intermolecular hydrogen bond network formed

by neighbouring PSMmolecules. Further, the acyl tails of PSMmolecules in the thicker

bilayer are, on average, more extended, more ordered, and interdigitate less with the ap-

posing leaflet.

Chapter 4 also illustrates that lipid-lipid interactions can be studied via an unsuper-

vised clustering the conformations of neighbouring lipid pairs. Using this approach, I

uncovered a potential mechanism by which cholesterol preferentially mixes with sphin-

golipids over glyceropholipids. This preferential mixing is important in the formation

of lipid rafts in the cellular membrane, which themselves are essential for proper cellular

functioning.

InChapter 5, I describedLiPyphilic—aPythonpackage I have created for analysing

MD simulations of lipid membranes. LiPyphilic provides analysis tools not available in

other software, including the identification of sterol flip-flop events, the classification of

local lipid environments, and the quantification of interleaflet registration. LiPyphilic

also contains two ‘on-the-fly’ transformations to i) repair membranes that are split across

periodic boundaries and ii) perform a nojump unwrapping of atomic coordinates. By

having these tools in a well-tested and easy to install framework, other researchers no

longer need to write in-house scripts for these analyses. Further, the tools can be used
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with confidence in the accuracy of the results.

The nojump unwrapping transformation implemented in LiPyphilic will be of par-

ticular use to the entire MD community interested in the self-diffusion of any molecular

species. Before calculating the diffusion coefficient of a molecule, a nojump transfor-

mation must first be applied to the atomic coordinates. Currently, however, all other

nojump unwrapping implementations fail to account for the box size fluctuations gen-

erated by barostats under the NPT ensemble. At small box sizes, this failure can lead to

an overestimation of the calculated diffusion coefficient.305 As the box size increases, the

fluctuations in box size become smaller compared to the size of the box, and thus the cal-

culated diffusion coefficient converges toward the true value. This is why, formany years,

it was thought that self-diffusion coefficients calculated fromMD simulations depended

on the dimensions of the system. However, LiPyphilic now provides a fast, simplemeans

of correctly unwrapping atomic coordinates and thus obtaining a diffusion coefficient

that does not depend on box size.



Chapter 7

Further Work

‘Science is an ongoing process. It never ends. There is no single ultimate truth to be achieved,

after which all the scientists can retire.’

—Carl Sagan, ‘Cosmos’

As with many scientific endeavors, this thesis has raised more questions than it has

answered. Below I will briefly discuss some potential avenues of further research that are

of particular interest to me.

The domain formation process in DPPC:DOPC:Chol mixtures can not be studied

using the MARTINI force field. This is because phase separation is not observed when

the appropriate, more conservative, LINCS parameters are used. However, the SIRAH

coarse-grained force-field was recently parameterised to correctly reproduce the phase be-

haviour of single- and multi-component lipid mixtures.315 It has already been used to

study the role of interdigitation in driving the registration of ordered domains in bilay-

ers with asymmetric lipid compositions.7 Reproducing the work in Chapter 3 using the

SIRAH force field may provide more reliable insight into the disruption of domain for-

mation caused by cholesterol oxidation. A further benefit of using the SIRAH force field

is that a more biologically-relevant membrane composition could be used whilst still ob-

serving domain formation.7However, SIRAHdoes not employ the same building-block

philosophy as MARTINI; the parameterisation of new molecules in non-trivial. Thus,

atomistic simulations of 7-ketocholesterol would need to be performed, from which a
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SIRAHmodel could be parameterised via the iterative Boltzmann inversion procedure.

In Chapter 4, I constructed hidden Markov models (HMM) based on local

phosphate-phosphate distances to identify two coexisting bilayer structures in an

equimolar mixture of cholesterol and PSM. These coexisting bilayer structures are pos-

sibly analogous to the coexisting raft-like and non-raft-like regions in biological mem-

branes. As this approach to constructing the HHM is general, it could be used to study

phase separation in more biologically-relevant lipid mixtures. This method of construct-

ing HMMs also has potential benefits compared to previous approaches. Previously,

hidden Markov models have been used to identify phase separated regions based on

local lipid compositions,121,234,280 with regions rich in cholesterol, sphingomyelin, and

saturated lipids assumed to be raft-like. There are, however, many different types of

raft-formingmixtures, and the lipid composition of raft and non-raft regionsmay not be

known a priori. However, it is always the case that raft-like regions are thicker than their

non-raft-like counterparts. As such, local phosphate-phosphate distances may prove to

be a useful metric for determining the phase of a bilayer patch without biasing the results

with assumptions about local lipid compositions.

The conformational clustering of lipid pairs developed in Chapter 4 provided in-

sight into the distinct modes of interaction between sphingomyelin and cholesterol. Re-

cently, Soloviov et al. used X-ray scattering measurements and MD simulations to show

that transient lipid pairs form in the liquid-ordered phase.316 The authors found that

the energy of optical phonons modes between pairs of lipids correlates with the degree

of phase separation in the membrane. It would be interesting to calculate the phonon

mode energies between cholesterol and sphingomyelin for the six different cholesterol-

sphingomyelin conformations identified in Chapter 4. The approach taken by Soloviov

et al. would mean the energies are averaged over all six conformations. However, by cal-

culating the energy of phonon modes for each conformation separately, we may gain a

deeper understanding of how lipid-lipid interactions at the subnanometer level drive do-

main formation. For instance, we may find that one specific (energetically favourable)

conformation is particularly important in driving the interaction between the two lipid

species. This conformationmight then act as a nucleation site for the formation of larger-
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scale liquid-ordered structures.187

There are many ways in which LiPyphilic can be made more useful for researchers.

I have already added indirect support for triclinic systems by creating an on-the-fly trans-

formation to convert triclinic coordinates into their orthorhombic representation. There

are also many more analyses that could be added to the package. For instance, I would

like to add a tool to calculate the deuterium order parameter of lipid tails in all-atom sim-

ulations. Currently, many widely-used implementations do not properly account for the

presence of C-C double bonds in unsaturated lipids.317 In addition, I would like to add

a tool that calculates the bending rigidity of a membrane from the distribution of lipid

tilts and splays.318–320

There have been numerous Python packages for analsysing lipid membrane simu-

lations developed over the past year, including MLLPA,258 ProLint,259 PyLipID,260 and

LiPyphilic.192 Together, these packages provide an excellent suite of tools for analysing

MD simulations of lipid membranes. However, the long-term support of these packages

is not guaranteed. All four of these packages were created by graduate students or post-

docs. Whilst it is possible the respective research groups will take over the maintenance

of a package, this is not an easy task — depending on the complexity of the software,

it can take many months of full-time work for someone to become familiar with a new

code base. The ideal solution is to create a community of users that also contribute to the

maintenance and development of the software. However, this is very difficult to achieve,

especially for new projects. MDAnalysis has recently launched the concept ofMDAKits.

These are Python packages, based onMDAnalysis, that providemore specialised analysis

tools than those available in MDAnalysis. MDAKits are hosted by the MDAnalysis or-

ganisation, meaning they benefit from wide exposure to the large user-base of MDAnal-

ysis. It may therefore be a good idea to consider requesting for LiPyphilic to become an

MDAKit for lipid membrane analysis. More generally, however, the sustainability of sci-

entific software is something that needs to be addressed by research funding bodies in

order facilitate the long-term support of open-source software.
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CHARMM atom names
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Figure S1: CHARMM atom names of specific atoms used in analysis of the simulations.

S2

116



Definition of measured angles

d d
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Figure S2: Definition of the angles used to describe the orientation of PSM and cholesterol
within our simulated bilayer: θpnz, θcpz, θTails and θT ilt.
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Definition of PSM and cholesterol faces

βαα β

Figure S3: Definition of the α and β faces of PSM and cholesterol. The carbonly and hy-
droxyl groups of PSM protrude into its β face, in an analogous way to the methyl groups
of cholesterol protruding into its own β face.
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Coupled Correlations

Figure S4: Pearson correlation coefficient between the physical properties of PSM and
those of its transbilayer couple.
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Interdigitation

Figure S5: The FA tail of PSM in the upper leaflet penetrates into the surface formed by
tails in the opposing leaflet. The tails of the coupled lipid (in the lower leaflet) are disor-
dered, creating a void which the ordered FA tail in the reference lipid (upper leaflet) can
fill.

The only property of PSM correlated with that of its couple is interdigitation (see Figure S4).

Interdigitation of PSM occurs via disordered tails in one leaflet creating a void for more-

ordered tails in the opposing leaflet to fill. To calculate the degree of interdigitation, we

construct an intrinsic surface from the PSM tails of a given leaflet using a 2d histogram. Then

for each PSM molecule in the opposing leaflet we find the maximum extent of penetration

into this surface. We used 9 bins in each dimensions - that is, bin widths of approximately

10 Å.
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Bilayers Identified by Simulation

Table S1: Mean values of membrane thickness (Å) for B1 and B2, defined as the C2S-C2S,
P-P, and N-N distances in z between transbilayer coupled PSM molecules. The lower and
upper bounds of the 95% confidence intervals are also shown. Confidence intervals were
calculated via bootstrapping with 1,000 resamples.

C2S P N
Lower Mean Upper Lower Mean Upper Lower Mean Upper

B1 40.326 40.329 40.332 47.093 47.096 47.099 49.504 49.510 49.516
B2 38.450 38.453 38.457 44.490 44.494 44.498 47.615 47.621 47.627

Table S2: Mean values of 2r = d/ sin(θ) (in Å) and 95% confidence intervals, calculated
via bootstrapping with 1,000 resamples. The distance 2r corresponds to the mean distance
from the center of mass of the PSM hydrocarbon tails to the center of mass of a neighboring
cholesterol molecule. We assume that two distinct mean distances (corresponding to WAXS1

and WAXS2) arise via either: i) PSM-cholesterol interactions in the two bilayers identified
by simulations (B1 and B2); or ii) PSM interacting with the α or β face of cholesterol
(Chol α or Chol β). The latter assumption (ii) provides closer agreement with WAXS1 and
WAXS2. The values of 2r for Chol α and Chol β are statistically distinct with p < 0.05.
The difference between Chol α and Chol β is on the order of 1× 10−1 Å, whilst their 95%
confidence intervals are on the order of 1× 10−2 Å.

Lower Mean Upper
B1 7.289 7.296 7.304
B2 7.182 7.190 7.198
Chol α 7.344 7.352 7.360
Chol β 7.134 7.142 7.149
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Figure S6: Distribution of the SPH and FA tail thicknesses (T (z)) for lipids in B1 (green)
and B2 (orange). T (z) is defined as the maximum extent in z of the heavy (non-Hydrogen)
atoms in a given tail.

Figure S7: Distribution of the degree of tail interdigitation (T (z)) for the SPH and FA
tails of PSM in B1 (green) and B2 (orange). Negative values indicate penetration of the
tail into the opposing leaflet.
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Figure S8: Distributions of the mean deuterium order parameter (SCD) for the SPH and
FA tails of the PSM in B1 (green) and B2 (orange).

Figure S9: Distribution of the headgroup thickness (T (z)) of lipids in B1 (green) and B2

(orange). T (z) is defined as the maximum extent in z of the heavy (non-Hydrogen) atoms
not in the SPH or FA tails.
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Figure S10: Pearson correlation coefficient between the physical properties of PSM and the
membrane thickness (defined by the local phosphate-phosphate distance).
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Figure S11: Distribution of the area (A) of PSM in B1 (green) and B2 (orange) as calcu-
lated via a Voronoi tessellation of each leaflet.

S11

125



Hydrogen Bonds

In our discussion on the two bilayers in the main text, we reported a large difference between

the θcpz and θTails distributions, as well as the number of cholesterol-PSM phosphate (CP)

and cholesterol-PSM hydroxyl (CH) hydrogen bonds. Here we see that these two hydrogen

bonds have a large influence on the θcpz angle, whilst the presence of the PSM amide-

cholesterol (AC) hydrogen bond distorts the distribution of θTails. We also see that these two

hydrogen bonds, CP and CH, contribute significantly to the difference in P-P distributions

for B1 and B2, whilst AC and cholesterol-PSM carbonyl (CE) have very little affect on

membrance thickness.

Figure S12: Distribution of P-P distances for lipids that are hydrogen bonded (red) or not
(grey), for each type of cholesterol-PSM hydrogen bond.
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Figure S13: PSM PN headgroup angle (θpnz) and C2S-P angle (θcpz) for lipids that are
hydrogen bonded (red) or not (grey), for cholesterol-PSM phosphate (CP) and cholesterol-
PSM hydroxyl (CH) hydrogen bonds.
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Figure S14: N-linked fatty acid (FA) thickness, sphingosine (SPH) thickness and SPH in-
terdigitation for lipids that are hydrogen bonded (red) or not (grey), for cholesterol-PSM
phosphate (CP) and cholesterol-PSM hydroxyl (CH) hydrogen bonds.
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Figure S15: Cholesterol and PSM insertion depth (Å) for molecules that are hydrogen
bonded (red) or not (grey), for cholesterol-PSM phosphate (CP) and cholesterol-PSM
hydroxyl (CH) hydrogen bonds.

Figure S16: Distribution of θTails for PSM with (red) and without (grey) PSM amide-
cholesterol hydrogen bonds.
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Figure S17: Distribution of θTails for PSM with amide-cholesterol hydrogen bonds, as a
function of the orientation of the PSM around cholesterol. The orientation is defined as
the angle between the vector made from the center of mass of cholesterol to the NF atom
of PSM, and the y-axis in the xy-plane, where the line y|x=0 bisects the β face of choles-
terol.

Figure S18: Distribution of θTails for PSM with amide-cholesterol hydrogen bonds, as a
function of the distance in xy of PSM from cholesterol. The xy distance is calculated from
the center of mass of cholesterol to the NF atom of PSM.

Figure S19: Distribution of θTails for PSM with amide-cholesterol hydrogen bonds, as a
function of the relative tilt angle between PSM and cholesterol. The tilt angle is defined
as the angle made by the center of mass of the PSM tails, the PSM C2S atom, and the
cholesterol C17 atom (see Figure S2).
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Lateral distribution of PSM around cholesterol in the two bilayers

Figure S20: Difference in the distribution of PSM atoms around a neighboring cholesterol
molecule between B1 and B2. The horizontal grey bars represent 25 Å and the vertical
bars represent 10 Å. See Figure S3 for a definition of the α and β faces of cholesterol.
Positive values (red) indicate increased density in B1.

Bilayers Identified by Simulation: Effect on Cholesterol

Figure S21: Distribution of the cholesterol tilt angle (θz) for the cholesterol that neighbors
only B1 (green), only B2 (orange) or both B1 and B2 (blue).
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Clusters

Figure S22: Distribution of the location of cholesterol around a neighboring PSM molecule
for clusters C1 to C6. Horizontal grey bars represent 25 Å. See Figure S3 for a definition
of the α and β faces of PSM. The α and β faces are akin to those of cholesterol, with the
roughness of the PSM β face due to the protrusion of the carbonyl and hydroxyl groups.
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Figure S23: Distribution of PSM atoms around a neighboring cholesterol molecule for
clusters C1 to C6. Horizontal grey bars represent 25 Å and vertical represent 10 Å. See
Figure S3 for a definition of the α and β faces of cholesterol.
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Figure S24: Distribution of the area per lipid for cholesterol in clusters C1 to C6. Colors
correspond to those in Figure 6.

Figure S25: Distribution of the SPH and FA thickness of PSM neighboring cholesterol
(blue) and PSM having no cholesterol neighbors (grey).

Hydrogen bonding from the amide group of PSM to cholesterol (AC) only occurs via PSM’s

α face, whereas cholesterol-PSM carbonyl (CE) hydrogen bonding occurs only via the β face

of PSM.
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Figure S26: Fraction of a given hydrogen-bonded PSM-cholesterol pair belonging to each
cluster, C1 to C6, for each hydrogen bond type (CE: cholesterol-PSM carbonyl; AC: PSM
amide-cholesterol; CP: cholesterol-PSM phosphate; and CH: cholesterol-PSM hydroxyl)

Figure S27: Distribution of the depth (D(z)) at which cholesterol C3 atoms sit below the
mean height of PSM C2S atoms in the corresponding leaflet, for cholesterol in clusters C1

to C6. Colors correspond to those in Figure 6.
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Appendix B



Supporting Information for ‘LiPyphilic: A Python toolkit

for the analysis of lipid membrane simulations’

Table S1: Comparison of membrane analysis tools available in various software packages

Figure S1: Python script for calculating the lipid enrichment index based on tail saturation.

Section S1: Problems with nojump trajectory unwrapping
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Comparison with other software

Table S1: A comparison of the analysis tools available in LiPyphilic, FATSLiM,1 and
MLLPA.2

Analysis/transformation LiPyphilic FATSLiM MLLPA
Leaflet identification X X X
Flip-flop X ⇥ ⇥
Interleaflet registration X† ⇥ ⇥
Largest cluster X ⇥ ⇥
Local lipid environment X ⇥ X
Enrichment index X ⇥ ⇥
Bilayer thickness X† X ⇥
Lipid thickness X† ⇥ ⇥
Lipid height X† ⇥ ⇥
Lipid orientation X† ⇥ ⇥
Area per lipid X† X X
Coarse-grained order parameter X ⇥ ⇥
Unwrap membrane X ⇥ ⇥
NoJump unwrapping X ⇥ ⇥
Plotting utilities X ⇥ ⇥
Lipid phase identification ⇥ ⇥ X

†
Planar bilayers only

We have not included a comparison with PyLipID3 or ProLint4 — these packages contain

a lot of useful tools for the analysis of lipid-protein interactions, but have little overlap with

LiPyhilic in terms of functionality.

2

138



Figure S1: Workflow for calculating the enrichment index of lipids in the neuronal plasma
membrane5 based on their degree of tail saturation. This assumes the neighbour adjacency
matrix has already been constructed as shown in Figure 5A.
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More trajectory unwrapping problems

The unwrapping scheme described in the main text, and previously by von Bulow et al.,6

correctly accounts for the fluctuating box size in the NPT ensemble. However, it is only

accurate in the case where coordinates are stored every timestep. In fact, it is impossible to

correctly unwrap coordinates unless we store them at every timestep. This logically follows

from the same argument made in the main text - to correctly unwrap coordinates we must

know the length of the box at the timestep at which the jump occurred.

This can be seen when considering Figure 9, and assuming that coordinates are written

every other frame. In this case, the coordinates are only known at timesteps N = {0, 2} and

so:

x
u

N
= x

w

N
+

N/2X

n=0

L2nc2n

where x
w

N
is the wrapped position of the particle at frame N , and

N/2X

n=0

L2nc2n accounts

for the displacement that results from all jumps across periodic boundaries from frame 0 to

frame N , determined using coordinates stored every other frame. L2n is the box length at

frame 2n and:

c2n =

8
>>>>>><

>>>>>>:

�1 x
w

2n � x
w

2n�2 > L2n/2

1 x
w

2n � x
w

2n�2 < �L2n/2

0 otherwise

In this example, using the atomic coordinates in Figure 9:
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x
u

2 = x
w

2 �
N/2X

n=0

L2nc2n

= 7.5� 8.0

= �0.5

which would give a displacement from frame 0 to frame 2 of �1, rather than �2. There-

fore, the length of the box must be known at the frame at which the jump actually occurred.

If this information is not known, then artifacts may be introduced into the unwrapping of

atomic coordinates, even using the unwrapping scheme described here and by von Bulow et

al.
6
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