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Abstract

The main theme of this thesis is about enhancing the performance of the Multipath

Transmission Control Protocol (MPTCP) in Internet of Things (IoT) wireless

networks. MPTCP is a transport layer protocol that simultaneously transmits

data through multiple paths using several network interfaces (e.g., Wi-Fi, 5G and

Ethernet). This has attracted a lot of research in industry and academia. However,

the next generation IoT applications are expected to have strict Quality of Service

(QoS) requirements. Traditional MPTCP is not able to satisfy such requirements,

therefore, there is an opportunity to improve the protocol.

This thesis first proposes a cross-layer design to enhance MPTCP. A network

utility maximisation framework is formulated with joint congestion control, rout-

ing, and scheduling design for ad-hoc networks. The objective of the optimisation

problem is to maximise user utility, subject to source rate, scheduling, and queuing

delay constraints. This joint optimisation problem is solved using the Lagrangian

and two scheduling algorithms, specifically perfect scheduling and distributed

scheduling, are proposed. The stability and convergence of the above algorithms

are proved in fixed channels and time-varying channels scenarios. The results

reveal that the proposed multipath algorithms outperform the existing schemes in

terms of improving source rate and moderating congestion price.

The thesis also compares several variants of MPTCP to determine the best

protocol in wireless IoT networks environments. The candidates are conven-

tional MPTCP, MPTCP-TSC (Traffic Split Control) and ReMP TCP (redundant
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MPTCP). ReMP TCP provided the lowest number of transmissions and the lowest

delay. To further diminish delay, the thesis introduces a routing technique, called

Opportunistic Routing (OR), to the above protocols. OR is a networking protocol

in which the traffic is broadcast to all wireless nodes that can hear the transmission.

Hence, the reliability of correct data transmission in a network is increased. The

simulation results show that all OR-based MPTCP schemes are superior to the

schemes without OR. Also, the most efficient joint selection is OR with ReMP

TCP.

To reduce the latency of MPTCP further and improve its reliability, the thesis

investigates the feasibility of applying Full Duplex (FD) technology to MPTCP

in Internet of Vehicles (IoV) networks. FD-capable devices can transmit and

receive on the same radio frequency bandwidth concurrently. This property is ex-

ploited by the MPTCP protocol; and a new design, called the FD-based multi-path

transmission control protocol (FDMP), is proposed for ultra-reliable low-latency

communication (URLLC) applications. FDMP incorporates a modified sched-

uler and congestion control mechanism, as well as a proactive acknowledgment

(ACK) mechanism and a novel re-transmission strategy. The simulation results

demonstrate that FDMP outperforms the benchmark MPTCP and FD is feasible.
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wtotal Sum of congestion windows
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Pbt
d Detection probability before transmission

Pbt
f False alarm probability before transmission

Pdt
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Pdt
f False alarm probability

ϒsi Energy measurement of the Self-Interference (SI) signal
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Chapter 1

Introduction

1.1 Evolution of Wireless Systems

Since the dawn of humanity, it was a target of mankind to be able to communicate

over long distances. Smoke signals and pigeon post are early manifestation of this

desire. With the formulation of the mathematical theory of electromagnetic waves

by Maxwell in 1873, a journey of wireless communications started. Marconi

made a historic milestone by realising radio wave transatlantic communications

in 1901. Before the end of the 1940s, AM, FM and TV communication systems

became available. Satellite communication, which started in the late 50s, was a

major step in the evolution of wireless communications [2–4].

Probably the most important breakthrough for contemporary mobile commu-

nication systems was the introduction of the concept of cellular mobile commu-

nication by AT&T (American Telephone and Telegraph) Bell labs in the 1970s.

This is now considered the first generation (1G) of cellular mobile communication

systems, which are currently progressing towards 6G. The 1G and 2G systems

provided only voice services. The evolved generation of 2G (also known as 2.5G)
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added packet data services. Nowadays, 5G data services dominate the wireless

communication systems [5]. Table 1.1 summarizes the evolution of the wireless

mobile communications systems over time, and shows the main technologies used

in each system [2][3][4][5].

While the cellular mobile communication systems were developing, other

types of wireless networks were also being developed. These data-oriented

networks are listed in Table 1.2 [6]; namely Wi-Fi, Bluetooth, Zigbee and WiMAX

[6]. Wi-Fi is a wireless local area network that is oriented towards low cost, small

distance and high data rate. Bluetooth is oriented towards low power, small

distance, low data rate and low-cost peer-to-peer networks. Zigbee is an industrial

ad-hoc wireless sensor network that is designed for extremely low power and

low data rate and very long battery life. WiMAX is a metropolitan area network

that is intended for fixed or low mobility data applications and Internet services.

WiMAX can probably be used to provide Internet service in isolated areas.

Currently, new wireless devices, such as laptop computers, smart phones and

hand-held tablets have access to at least two of the above-mentioned wireless

networks, therefore, they are multihomed devices. Multihoming is when the com-

munication terminal has multiple network interfaces available for transmission

[7]. By default, the device connects to one of the wireless networks and keeps

the other network as a backup. Another access strategy is to let each wireless

network serve a different running application in the device. In contrast to these

conventional methods, the main theme of this thesis is the use of multiple wireless

networks to provide multiple traffic flows simultaneously for the data of a specific

application.



1.1 Evolution of Wireless Systems 28

Table 1.1 : Evolution of the dominant cellular mobile communication systems

Gen Year

intro

Name Technology Date rate (max,

down link)

1G 1970 AMPS, NMT and

TACS

FM, FDD and

FDMA

Voice only

2G 1990 GSM (Europe) GMSK, FDD and

TDMA

Voice only

2G 1993 IS-95A (US) OQPSK, FDD,

CDMA

Voice only

2.5G 2001 GPRS & EDGE GMSK and

8-PSK, FDD and

TDMA

172.2 kbps / 384

kbps

2.5G 1996 IS-95B (US) OQPSK, FDD,

CDMA

64 kbps

3G 2001 WCDMA

(Europe)

QPSK, FDD,

CDMA

2.3 Mbps

3G 2001 CDMA 2000

(US)

FDD, CDMA 2.457 Mbps

3.5G 2007 HSPA (Europe) Up to 64-QAM,

FDD, CDMA

56 Mbps

3.5G 2006 1x-EVDO (US) Up to 16-QAM,

FDD, CDMA

46.5 Mbps

4G 2010 LTE OFDMA &

SCFDMA

150 Mbps

5G 2020 5G New Radio OFDMA &

SCFDMA

More than 1 Gbps
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Table 1.2 : Dominant data oriented wireless networks

Network Standard Maximum data rate

Wi-Fi IEEE 802.11ac 1.73 Gbps
Wi-Fi IEEE 802.11n 600 Mbps
Wi-Fi IEEE 802.11g, IEEE 802.11a 54 Mbps
Bluetooth IEEE 802.15.1 3 Mbps
Zigbee IEEE 802.15.4 250 kbps
WiMAX IEEE 802.16m 365 Mbps

1.2 Wireless IoT Networks

In the past few decades, the Internet has mainly been used for people to exchange

news, information, literature, entertainment material and other data. Gradually,

the Internet landscape has changed to include connectivity to everything, i.e., the

Internet of Things (IoT). The reason for this change includes [8]:

• High speed Internet is available everywhere with a variety of wireless

network types.

• Smart IoT devices are widely available, including smart phones, all types

of smart sensors, life-saving and medical equipment, machines, actuators

and even animals with injectable ID chips.

• Cloud-based information infrastructure is widely available, including cloud

computing, cloud storage, security, data banks, display servers and many

other cloud services.

The IoT is a network of physical components (i.e., things) like sensors, motors

(large or small) smart phones, power switches, etc. These ‘things’ communicate

together to achieve some functionality using the Internet as a communication

platform. As a simple home application for IoT, one can imagine a refrigerator

that senses the lack of a bottle of milk in the designated place on the shelf. The
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refrigerator is connected to the Internet through an IoT communication node

employing Wi-Fi or Bluetooth. The refrigerator may send a message to the head

of the household to remind him/her to buy milk. The refrigerator may also be

configured to directly make the order to the local store. While the above example

is a simple one for home use, the same concept is also used for more serious

industrial applications. Sensors may sense mal-functioning parts, missing parts,

parts that need maintenance or attention or even some hazardous situation. These

sensors, which have Internet connection, send the information with the appropriate

data to the relevant parties to take the needed actions.

Figure 1.1 shows an example of only some of the components of the wireless

IoT network. As mentioned above, the IoT devices can be any device or sensor at

home, office, street, vehicle, hospital, factory, etc. The IMT 2020 (International

Mobile Telecommunications, targets for 2020) requires 5G to support one million

device connections per square metre [9]. Consequently, one of the 3 major

features of 5G is the support of massive Machine-Type Communication (mMTC)

[10]. Therefore, the IoT is anticipated to generate a huge amount of data traffic in

wireless networks. Many IoT applications are expected to have stringent Quality

of Service (QoS) requirements in terms of throughput and latency. Examples

of these applications include, but are not limited to, safety and health-related

applications and high precision industrial automation applications. This thesis

provides solutions to improve these QoS metrics through optimised utilisation of

multiple parallel data flows system.

1.3 Protocol Layers

In data networks, the term ‘protocol’ refers to the set of rules and tasks that

the source, destination and any possible intermediate devices (relays) should



1.3 Protocol Layers 31

Router

Sensor

Sensor

Smart 
Phone

Actuator

Cloud 
Computing

Cloud 
Storage

Cloud data
Router

Fig. 1.1 Example of a wireless IoT network

follow so that the data packets are transmitted from the source to the destination

successfully in the network. Since the process of data communication through

a network is not simple, the task is divided between different layers, i.e., the

protocol layers, where each layer has a specific responsibility. Two models of

dividing the tasks into layers have been developed in the data communication

community, the Open Systems Interconnection (OSI) model and the Transmission

Control Protocol/Internet Protocol (TCP/IP) model. Figure 1.2 shows the protocol

layers for the two models. The two models agree on the lowest 4 layers. The OSI

model has two extra upper layers: the session layer and the presentation layer.

The OSI model appeared after the TCP/IP model was already developed and put

into practice. It was thought that the OSI model would replace the TCP/IP model.

However, this did not happen since the OSI model did not show a high enough

performance to justify the cost of the change [11]. The TCP/IP model is currently

the dominant model in the wired and wireless data networks. Figure 1.3 shows an

example of a small network with 3 hosts in a TCP/IP network. Interested readers

are referred to [11] [12] to get the details of the tasks assigned to each layer. Here,
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this chapter only provides a brief description of the transport layer since it is the

most relevant to the material in this thesis.

1.3.1 Transport Layer

The transport layer provides service to the application layer and receives services

from the network layer. As shown in Figure 1.3, the transport layer provides

application-to-application communication between the source and destination,

i.e., it establishes a logical link between the two applications, one at the source

and one at the destination. There are several types of transport layer protocols

that are available for Internet applications. The most widely used are User

Datagram Protocol (UDP), Transmission Control Protocol (TCP) and Stream

Control Transmission Protocol (SCTP) [11]. This thesis focuses mainly on the

TCP-based protocols. Hence, the next paragraphs briefly describe the main

functions of TCP.

7- Application Layer

6- Presentation Layer

5- Session Layer

4- Transport Layer

3- Network Layer

2- Data Link Layer

1- Physical Layer

OSI Model

5- Application Layer

4- Transport Layer

3- Network Layer

2- Data Link Layer

1- Physical Layer

TCP/IP Model

Fig. 1.2 TCP/IP and OSI models
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Transmission Control Protocol (TCP)

The TCP is a connection-oriented protocol [11]. This means that the logical con-

nection between the source and destination is established first (setup phase). After

the logical connection is established data packets are transmitted (transmission

phase). During transmission, the data packets are numbered and transmitted in the

correct order. If they are not received in order, TCP at the destination must reorder

them before providing them to the application layer. After the transmission phase

is completed, the logical connection is terminated (teardown phase). Moreover,

TCP provides flow control, i.e., matching the source transmission data rate to

the receiving rate of the destination. Flow control aims to stop the source node

from overwhelming the destination node with data packets. Also, TCP provides
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congestion control to avoid the occurrence of congestion of packets in the network.

When the TCP source does not receive acknowledgement, or receives multiple

acknowledgements for a sent packet, it knows that there is a congestion in the

network, and it slows down packet transmission. Also, TCP provides reliable

connection. This means that packets that arrive corrupted to the destination are

dropped, and the TCP source side must resend them. Similarly, missed packets

must be resent and duplicate packets are discarded.

TCP is a successful protocol that is widely used in most wired and wireless

networks [12]. Hence, a significant amount of research has been devoted in the

literature towards improving the performance of TCP further, since this can have

a significant impact. Nevertheless, TCP still experiences a number of limitations.

One of the shortcomings of TCP is the lack of a fault tolerance property which is

important in next-generation communications [13]. When path failure occurs in

the connection, data will be lost, thus, TCP has to reset a new connection [11]

[12]. Conventional TCP does not exploit the availability of multiple networks

in a single device for data transmission. In other words, TCP does not support

multihoming. This motivated considerable research to introduce Multipath TCP

(MPTCP), which is the main theme of this thesis. In the next section, the chapter

provides a brief description MPTCP. Chapter 2 of this thesis presents a complete

literature review of this topic. The contributions of this thesis in the field of

MPTCP in wireless IoT networks are listed later in the current chapter.

1.4 Multipath Transmission Control Protocol

(MPTCP) and Multihoming

Multipath TCP (MPTCP) is a recent extension to TCP. It allows sending the

data of one application over several paths, or subflows (each subflow/path is
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basically a TCP connection), simultaneously [14]. For example, by using MPTCP,

a wireless device can concurrently transmit a single TCP flow throughout a Wi-Fi

and cellular network (i.e., it is multihomed to two networks). In fact, MPTCP

is designed to support multihoming [15]. The scenario of MPTCP is shown in

Figure 1.4, where an MPTCP client has access to 3 wireless networks (cellular,

Wi-Fi and Wi-MAX). The MPTCP server also has multiple paths to communicate

with the client. Using an MPTCP, both devices send and receive data of the same

application over all interfaces.

MPTCP 
Client

MPTCP 
Server

Cellular 
(4G/5G)

Wi-Fi

Wi-MAX

Fig. 1.4 an MPTCP with 3 sub-flows

In addition, the architecture of MPTCP in the TCP/IP model is shown in

Figure 1.5, where an MPTCP-capable device sends data packets on different

TCP connections (subflows/paths) [16] using the MPTCP packet scheduler. At

the destination, these packets must be reassembled before providing them to the

application layer. MPTCP can provide several advantages, including [17]:



1.4 Multipath Transmission Control Protocol (MPTCP) and Multihoming 36

Packet Scheduler

TCP 
subflow 1

TCP 
subflow 2

TCP 
subflow 3

Application Layer

MPTCP Layer

IP layer 3IP layer 2IP layer 1

Fig. 1.5 The architecture of MPTCP in the TCP/IP model

• Improving network throughput: due to the concurrent use of multiple

subflows.

• Improving resilience: If a path fails, packets can be sent or resent on

different paths. In fact, MPTCP can seamlessly fall back to a normal TCP

connection whenever required.

• Reducing congestion: the traffic can be moved from congested paths to less

congested ones.

MPTCP protocols should be carefully designed to exploit the advantages of the

available subflows. The packet scheduler should be correctly tuned, especially

for wireless networks with imbalanced throughputs and delays. Otherwise, many

packets may arrive at the destination out of order, which requires additional

buffering and delay for reordering them [18]. MPTCP is the subject of consider-

able recent research [16], and several variants of MPTCP have been developed.
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This thesis provides new novel algorithms that improve Multipath TCP using an

optimised cross-layer design, the adaption of Opportunistic Routing [19] and the

utilisation of the Full Duplex technology [20], as demonstrated in the upcoming

chapters of the thesis.

1.5 Opportunistic Routing

Routing is a task of the network layer of the TCP/IP. It is crucial to the performance

of all wired and wireless networks. The task of the network layer (which is called

the IP layer in the TCP/IP protocol) is to select the best route to forward the

packets of data from one node to the next in the network. The dynamic nature of

the wireless networks makes routing a difficult task.

Traditional routing protocols in wireless networks pre-select the best neigh-

bour node for routing before the packet transmission phase. This selected neigh-

bour node is fixed during the transmission phase. This strategy may not be

suitable for wireless networks where the state of the connection may dynamically

change at a fast rate due to the dynamic behaviour of wireless channels, such as

fading and blockage. Opportunistic Routing (OR) [21] is a strategy that benefits

from the broadcast capability of wireless networks. The basic idea of OR is that

the transmitted data packet is received by multiple neighbouring nodes. If at

least one node successfully receives the packet, the forwarding task continues.

A simple example that clarifies the benefit of OR is shown in Figure 1.6 [19].

Let us assume that the probability of successful relaying from the source to any

neighbouring node is P (P = 20% in the figure), and the probability of successful

relaying from any neighbouring node to the destination is 100%. In traditional

routing, the probability of successful packet delivery from source to destination

is P = 20%. However, with OR, this probability is 1− (1−P)5 = 0.672, which
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is much better than conventional routing. In Chapter 4, this thesis utilises OR in

the network layer, together with MPTCP in the transport layer, to mitigate the

MPTCP delay. Reducing delay is an important requirement in the next generation

of IoT networks for which conventional MPTCP with traditional routing protocols

may not be adequate.

20% 100%

Source
Destination

Fig. 1.6 Illustration of the benefits of Opportunistic Routing

1.6 Cross-Layer Optimisation in Wireless

Networks

As outlined above, the TCP/IP communication protocol includes 5 layers, where

each layer is assigned a specific set of tasks that are needed for successful end-

to-end communication. In the current TCP/IP model, the exchange of data and

services occurs between adjacent layers only. Each layer is allocated specific

tasks that make this layer a black-box from the point of view of the adjacent layers.
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Each layer does not need to know the internal details of any other layer, and each

layer interacts with the inputs and outputs of the adjacent layer. In one hand, this

black-box design of the TCP/IP protocol makes it easier to deploy. On the other

hand, this strict design prevents interaction among different layers and causes a

loss of performance that could have been realised if some level of flexibility (cross

layer) had been allowed. In addition, cross layer design refers to the procedure

where any layer can provide information and parameters to other non-adjacent

layers, however, each layer retains its own functionality [22]. The goal of this

interaction is to optimise the overall network performance. Figure 1.7 illustrates

the concept of cross layer framework. Additionally, a lot of research has been

dedicated to improve the TCP/IP model through cross-layer design [16]. Chapter

3 in this thesis contributes to this effort by presenting a cross-layer scheme in

wireless networks to maximise user utility.

5- Application Layer

1- Physical Layer

2- Data Link Layer

4- Transport Layer

3- Network Layer

Fig. 1.7 Concept of cross-layer framework
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1.7 Full Duplex Communication

Recently, there has been a significant interest in employing Full Duplex (FD) in

wireless communications [20]. FD means that a wireless device can receive and

transmit simultaneously, and at the same frequency band. All currently deployed

wireless systems, including cellular systems, Wi-Fi and Bluetooth, employ either

Frequency Division Duplex (FDD) or Time Division Duplex (TDD). Hence,

conventional wireless devices receive and transmit on different frequency bands

or different time slots. If FD can be successfully used, it has the potential of

doubling the available frequency band.

However, fulfilling this promise of doubling the available frequency band is

difficult to achieve. The main reason is the difficulty of suppression of the Self-

Interference (SI) from the transmitter to the receiver. Although the transmitted

signal is known at the receiver of the same device, the power difference between

the transmitted and received signal makes Self-Interference Suppression (SIS) a

difficult task [23]. Some prototypes of FD-capable wireless devices have been

demonstrated lately with promising levels of SIS [20]. With the continuous

research in this area, it is expected that in the next few years FD will be a reality.

With this expectation in mind, Chapter 5 exploits FD technology to improve

MPTCP in wireless IoT networks to considerably increase its reliability and

reduce its latency.

1.8 Thesis Aim and Objectives

Aim:

The aim of this thesis is to enhance MPTCP in IoT wireless networks. The

next generation wireless communications systems, such as 5G and beyond, open
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the door for high data rate, high reliability, low latency, and massive machine-type

networks. Consequently, future IoT applications are expected to exploit these

newly facilitated performance levels and elevate their requirements from wireless

networks (i.e., requiring strict QoS). Traditional MPTCP is not able to satisfy

these requirements due to several reasons. First, MPTCP works independently in

the transport layer, however, if other layers are facing challenges (e.g., interfer-

ence) and can not resolve them instantly, the performance of MPTCP degrades

significantly [13] (this problem is addressed in Chapter 3). Second, the traditional

routing method in MPTCP has a lot of drawbacks, such as suffering from a high

number of transmissions [24] (this problem is addressed in Chapter 4). Last,

MPTCP does not exploit FD communication that is a promising technology in

wireless networks (this problem is addressed in Chapter 5). Thus, this thesis is

proposed to improve the performance of MPTCP.

Objectives:

1. Perform joint network utility maximisation of the source rates and

link capacities to maximise the overall utility of multipath ad hoc wire-

less networks under delay constraints:

As a first attempt to develop MPTCP, Chapter 3 presents a cross-layer

optimisation of the MAC (Medium Access Control) layer, network layer

and transport layer. The objective is to select the joint optimum values

of the source rates of the different data sources in the network, and the

link capacities among the network nodes for each path. The cross-layer

design attempts to maximise the overall utility of the network. Since delay

is important in MPTCP, it is considered in this framework.

2. Investigate and compare several proposed schemes of MPTCP:

Several multipath schemes are proposed in the literature to enhance the
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performance of MPTCP. These schemes are originally intended to be em-

ployed for Wide Area Networks (WANs). Their performance in wireless

IoT networks is questionable. Here, Chapter 4 applies the original MPTCP

and other promising MPTCP schemes for IoT wireless networks and analy-

ses and compares their performance. This study has not been done before.

It important to note that these MPTCP schemes are potential candidates for

future research in cross-layer optimisation, as has been mentioned in the

previous objective.

3. Adapt Opportunistic Routing algorithm to different MPTCP

schemes:

Opportunistic Routing (OR) is a promising network layer protocol that

takes advantage of the broadcast capability of wireless networks to optimise

the routing link selection for source packets. OR has shown significant

improvements in wireless networks. Thus, Chapter 4 adapts OR to different

schemes of MPTCP to mitigate delay in IoT networks.

4. Implement Full Duplex capability to enhance MPTCP in IoT wireless

networks:

One of the recent advances in the physical and MAC layers of wireless

networks is the FD Radio Frequency (RF) capability. An FD capable

device can transmit and receive on the same RF bandwidth at the same

time. The receiver side can perform self-interference suppression of the

self-transmitted signal. Hence, it can separate and detect the received

signal from other wireless nodes in the network. While this technology is

employed in the physical layer, it is yet to be exploited by the upper layers

of the protocol stack. In Chapter 5, this thesis designs an MPTCP protocol
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that exploits the FD capability of a device to considerably reduce the IoT

network latency and increase its reliability.

1.9 Thesis Contributions

As a first contribution in this thesis, the author proposed a novel cross-layer

design for the communication protocol of ad-hoc networks in Chapter 3. To

accomplish this goal, a utility maximisation problem is considered that results in

a cross-layer design for Multipath TCP, involving congestion control, scheduling

and routing. Utility maximisation is performed via an optimisation problem that

includes source-rate, queuing delay and scheduling constraints. The problem

is solved for both fixed channels and time-varying channels. The solution of

the optimisation problem exploits the Lagrangian. In addition, the outcome of

the optimisation problem is formulated in two possible methods of scheduling:

perfect scheduling and distributed scheduling. Each method provides a different

trade-off between performance and complexity. In perfect scheduling, all nodes

in the communication network contribute to realise the optimum solution. In

distributed scheduling, only the neighbour nodes can contribute, which makes

the implementation simpler. The chapter analytically proves that the optimisation

problem converges to a global optimum in all methods. The results are compared

with other algorithms in the literature. This comparison revealed that the proposed

algorithms outperform existing algorithms. This is due to the fact that the pro-

posed algorithms take into account the queuing delay and the available multipath

connections. Specifically, the proposed algorithms demonstrate a higher source

rate, lower congestion price and faster optimisation convergence to the optimum

solution.
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The second contribution of this thesis is presented in Chapter 4, where the

author compares several variants of MPTCP that are available in the literature for

wireless IoT networks. The compared protocols are traditional MPTCP, MPTCP-

TSC (MPTCP- Traffic Split Control) and ReMP TCP (Redundant MPTCP).

MPTCP-TSC is a greedy protocol which splits traffic to minimise the cost (which

is a weighted sum of the required transmission rates) while satisfying the delay

constraints. On the other hand, ReMP TCP sends data redundantly over all

available multiple paths in the network. These protocols were not examined for

IoT wireless networks before this work. It is shown in the numerical results

that ReMP TCP has the lowest number of transmissions and the lowest delay

compared to other schemes. To improve the delay further, the chapter introduces

the Opportunistic Routing (OR) protocol to all considered schemes (MPTCP,

MPTCP-TSC and ReMP TCP). Reducing the delay is an important requirement

in the next generation of IoT networks for which conventional MPTCP, and

its variants, with traditional routing protocols may not be adequate. OR is a

networking protocol in which the traffic is broadcast to all wireless nodes that

can hear the transmission. Hence, the reliability of correct data transmission in

a network is increased. The simulation results show that the OR-based MPTCP

schemes reduce the number of transmissions and delay compared to the case

not using the OR method. The results also reveal that the best protocol in the

experiment is ReMP TCP with OR.

In Chapter 5, this thesis investigates the feasibility of FD technology in enhanc-

ing MPTCP for ultra-reliable low-latency communication (URLLC) applications

in beyond 5G Internet of Vehicles (B5G-IoV) networks. First, the chapter presents

the architecture of B5G-IoV wireless communication networks. After that, the

chapter analyses the application of MPTCP in B5G-IoV networks, which involves

studying the transport layer in such networks. As a result of this analysis, an
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FD-based MPTCP protocol is proposed that is denoted as an FD-based multi-path

transmission control protocol (FDMP). The proposed FDMP algorithm utilises

the FD simultaneous transmission and sensing feature, and incorporates a modi-

fied scheduler and congestion control mechanism, a proactive ACK mechanism

and a novel re-transmission strategy. The results show that the FDMP algorithm

outperforms the benchmark MPTCP design, reduces latency, and increases the

Packet Delivery Ratio (PDR) in dense network scenarios. This demonstrates

that FDMP is feasible and more suitable for URLLC applications in B5G-IoV

networks.

1.9.1 List of Publications

The thesis’s novelties and contributions have been drawn from the following

publications:

(i) M. Aljubayri, Z. Yang and M. Shikh-Bahaei, "Cross-layer multipath

congestion control, routing and scheduling design in ad hoc wireless

networks", IET Communications, vol. 15, no. 8, pp. 1096-1108, 2021.

Available: 10.1049/cmu2.12145. (Chapter 3 forms this article)

(ii) M. Aljubayri, T. Peng and M. Shikh-Bahaei, "Reduce delay of mul-

tipath TCP in IoT networks", Wireless Networks, vol. 27, no. 6,

pp. 4189-4198, 2021. Available: 10.1007/s11276-021-02701-3.

(Chapter 4 forms this article)

(iii) J. Zang, M. Aljubayri, W. Ding and M. Shikh-Bahaei, "Fea-

sibility Analysis of Full Duplex Technology in Enhancing

MPTCP for URLLC Applications in B5G-IoV Networks", IEEE

Transactions on Vehicular Technology, under review, 2021.

(Chapter 5 forms this article)
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The first publication, that is (i), is based on Chapter 3 where a cross layer

design for MPTCP is proposed. The second publication, which is (ii), is related to

Chapter 4. In this work, opportunistic routing-based MPTCPs are introduced to

the literature. Finally, (iii) is formed by Chapter 5 where a new MPTCP algorithm

is presented using the FD communication system.

1.10 Thesis Organisation

The thesis is organised as follows. The first chapter (this chapter) presents

an introduction to this thesis. Chapter 2 provides a literature review of the

conventional MPTCP and the state-of-the-art research targeting the development

of the protocol in wireless networks in general, and wireless IoT specifically.

Chapter 3 introduces the first contribution of the thesis. In this chapter, the author

presents an analytical solution of a cross-layer design for a utility maximisation

problem to maximise user utility with respect to the source rates and link capacities

in multipath ad hoc wireless networks. Chapter 4 investigates different variants

of the MPTCP for wireless IoT and determines the best variant. Then, this best

variant of MPTCP, as well as the other schemes, are supported with Opportunistic

Routing in the network layer to provide superior QoS. Chapter 5 includes the

FD capability in a new innovative design of MPTCP. This design can exploit the

characteristics of the FD to the benefit of MPTCP in the transport layer. Finally,

Chapter 6 presents the conclusion of the thesis and makes suggestions for future

research.



Chapter 2

Literature Review

2.1 Introduction

This thesis presents novel improvements for Multipath TCP scheme. The MPTCP

by itself is a development of the well-known TCP that is currently dominating

the Internet. While TCP is a single path protocol, MPTCP can use different

sub-flows (or multipath) for a single transport layer connection. Nonetheless,

MPTCP is still in its early stages, compared to other transport layer protocols,

and a lot of research effort is still needed to improve its performance and alleviate

its drawbacks. The current thesis contributes to this effort.

In this chapter, the author provides a background and literature review of the

important topics and research progress that is related to the designs presented in

this thesis. Chapter 2 is organized as follows:

• Section 2.2 provides a short background on IoT.

• Section 2.3 presents a brief description of TCP. Also, the section explains

the motivations that led to the development of multipath transmission

protocols.
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• Section 2.4 introduces the Stream Control Transmission Protocol (SCTP)

[25] in addition to its variant the Concurrent Multipath Transfer Using

Stream Control Transmission Protocol (CMT-SCTP) [26] since they are

common multipath schemes in the literature.

• Section 2.5 provides a description of the MPTCP [14] [15] [17] that was

standardized in 2013 by the Internet Engineering Task Force (IETF). The

section explains the goals of MPTCP, its challenges and the research needed

to tackle these challenges.

• Section 2.6 reviews the implementation of MPTCP in wireless networks

and IoT.

• Section 2.7 provides a description of the cross layer-based Network Utility

Maximization (NUM) model that is used to optimize the resource utilization,

particularly in wireless networks [27].

• Finally, Section 2.8 summarises the chapter.

2.2 Internet of Things

The Internet is one of the most impactful innovations in human history. It permits

the interconnection of all traditional computing devices that use the TCP/IP

model throughout the world [28]. In the past few decades, the Internet has mainly

been used for people to exchange news, information, literature, entertainment

material and other data. Gradually, the Internet landscape has changed to include

connectivity to everything, i.e., the Internet of Things (IoT). The IoT is a network

of physical components (i.e., things) like sensors, motors (large or small) smart

phones, power switches, etc. These ‘things’ communicate together to achieve

some functionality using the Internet as a communication platform. As a simple
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home application for IoT, one can imagine a refrigerator that senses the lack of a

bottle of milk in the designated place on the shelf. The refrigerator is connected to

the Internet through an IoT communication node employing Wi-Fi or Bluetooth.

The refrigerator may send a message to the head of the household to remind

him/her to buy milk. The refrigerator may also be configured to directly make

the order to the local store. While this example is a simple one for home use,

the same concept is also used for more serious industrial applications. Sensors

may sense mal-functioning parts, missing parts, parts that need maintenance or

attention or even some hazardous situation. These sensors, which have Internet

connection, send the information with the appropriate data to the relevant parties

to take the needed actions.

There is no exact definition for IoT in the literature as it can be seen from

different perspectives. "Important work is being done by the IEEE Internet

initiative in order to find a conceptual IoT definition. ITU defines IoT as being

an infrastructure that will connect physical and virtual devices. IETF defines

IoT as being the Internet that considers TCP/IP and Non-TCP/IP suites at the

same time and the things as being “objects” identified by unique addresses. IEEE,

in its special report on Internet of Things, defines it as a network that connects

devices having sensing capabilities. The IEEE Internet initiative gives its own

definition as follows: The Internet of Things is a network that connects uniquely

identifiable virtual and physical devices, using existing or new communications

protocols. These Things are dynamically configurable and have interfaces that

must be accessible distantly through the Internet"[28].

The term ’Internet of things’ is first introduced by Kevin Ashton in 1999 [29].

However, the concept of IoT was first discussed in 1982 and the first application

of smart devices was a Coca Cola machine presented at the Carnegie Melon

University [30]. This vending machine was able to explain the availability of
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drinks as well as whether the drink was cold or not. "In 1990, John Romkey

created a toaster that could be turned on and off over the Internet. WearCam

was also another Internet device invented in 1994 by Steve Mann. It had a near-

real-time performance using a 64-processor system. Paul Saffo gave the first

brief description about sensors and their future course of action in 1997. In

2000, businesses and companies such as LG became interested in IoT and offered

commercial IoT products. By 2013, IoT had become a popular concept and gained

a lot of interest from academia and industry" [31].

IoT is a structural system that is divided into three layers [32]. The first layer

is described as the perception layer. This includes sensors and actuators. Let

us take the refrigerator example above. In this instance, sensors are responsible

for detecting the milk level and transmitting the collected data to the sink node.

The second layer of the IoT system is the network layer. This layer basically

explains the connectivity and data forwarding of the IoT framework. It involves

routers and gateways. Going back to the refrigerator example again, this layer

describes carrying the sensing information from the gateway to other devices

and eventually to the household device. The last layer is the application and

storage unit. Clouds, servers and smart phones are the common equipment used

for this layer. Receiving, visualizing the message and providing a service to the

household represent the application layer in the aforementioned example of the

refrigerator. Fig 2.1 shows the overall architecture of IoT.

Wireless networks are technologies used to connect all IoT equipment [33].

They are IoT connectivity solutions such as 4G/5G cellular networks, Low Power

Wide Area Networks (LPWANs), Wi-Fi, Bluetooth and Zigbee. These wireless

networks are different from each other in terms of data rate, energy consumption

and coverage. The success of IoT systems depends on selecting the wireless
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Fig. 2.1 Internet of things (IoT) architecture

technology that satisfies the needs. In this thesis, 4G/5G and Wi-Fi are chosen as

wireless technologies to form IoT wireless networks.

However, MPTCP, that is the main subject of this thesis, is not optimised for

IoT wireless networks. The next generation of IoT applications are expected to

have strict Quality of Service (QoS) requirements. Traditional MPTCP is not

able to satisfy such requirements, therefore, there is an opportunity to improve

the protocol in IoT wireless networks. Before discussing MPTCP, the next

section provides a short background about TCP and the emergence of multipath

transmission protocols.

2.3 TCP and The Rationale for Multipath

Transmission

TCP is a part of the TCP/IP protocol stack that was first introduced by the IETF in

the 1980s [34–37]. TCP is a connection-oriented and reliable transport protocol,

which can be used with applications that need a guaranteed delivery between the
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client and server sides (the two communicating endpoints). In addition, TCP is

a full duplex protocol. This refers to the fact that the transmission between the

two endpoints can go in both directions simultaneously. Besides, TCP, which

is considered the standard transport layer protocol on the Internet, is located in

the 4th layer of the TCP/IP suite; and provides its services to the corresponding

application layer. It also receives services from the lower layers. Additionally,

it has a logical connection between the two communicating endpoints without

detailed consideration of the individual hops between the endpoints [11].

In the last few years, modern communication systems such as Long-Term

Evolution (LTE), 5G and Wi-Fi have been significantly developed to provide much

higher specifications. They provide high data rates, approaching the giga bits per

second region with low latency, to widely available wireless devices with strong

processing capabilities, such as smart phones, PCs and laptops [16]. This increase

in communication capabilities attracted new kinds of application that support

real time multimedia with stringent QoS. Hence, the role of the TCP, which

directly provides services to these applications, became more challenging [16].

Considerable research has been devoted to advancing the TCP layer performance

[16] [38] which led to several major milestones in the TCP design. However,

TCP is a single path protocol and does not support the connection resilience

that is required in modern communication systems [13]. If the TCP connection

dies out for any reason, which is particularly the case in wireless networks,

TCP would re-connect to the remote endpoint, resulting in a new connection

being established [38]; which encouraged the research community to find novel

methods to overcome this drawback. One of these methods is the employment of

multipath transmission [39]. Multipath transmission attempts to turn the curse

into a blessing. This is done by exploiting the same heterogeneous communication

networks that caused the pressure on TCP. These heterogeneous wireless networks
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(LTE, 5G, Wi-Fi, etc.) are exploited to provide the solutions to the transport layer

by providing multiple paths for the connection between the endpoints. In fact,

multipath transmission can be employed in all layers of the communication

protocol [40]. However, the focus of this thesis is only on the transport layer. In

the next sections, two major transport layer protocols with multipath capabilities,

namely, CMT-SCTP and MPTCP are presented. MPTCP is the baseline protocol

for the remaining chapters of this thesis.

2.4 Concurrent Multipath Transfer with Stream

Control Transmission Protocol (CMT-SCTP)

Similar to TCP, Stream Control Transmission Protocol (SCTP) [25] is designed

as a connection-oriented, reliable transport layer protocol, which supports mul-

tihoming at either or both endpoints of the connection. Multihomed terminals

have more than one network interface that can be utilized to enhance the network

connection. For example, a smart phone could be connected to the Internet using

5G and Wi-Fi. Additionally, SCTP supports multihoming for resilience and fault

tolerance purposes. It enables each endpoint of the connection to provide the other

endpoint with a list of IP addresses, by which it can be identified and reached.

However, since SCTP is designed with reliability as the main goal, simultaneous

transmission on the different networks is not allowed [25]. Only one network is

employed at any point in time.

To provide a simultaneous multipath transmission through SCTP, a modifi-

cation is proposed in [26], which is denoted as Concurrent Multipath Transfer

with Stream Control Transmission Protocol (CMT-SCTP). While CMT-SCTP is

expected to increase the network throughput, it also has side effects that need to be

resolved [26]. To improve the performance of CMT-SCTP, network coding (NC)
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is proposed [41], [42]. Using a low-complexity NC approach in [41], the authors

were able to avoid data reordering and the subsequent buffer blocking. Hence, the

coding capability of error correction compensates for the lost packets and reduces

the number of retransmissions. Similarly, the NC approach in [42] exploits the

cooperation among the multipaths of an SCTP-CMT connection to completely

eliminate the problem of receiver buffer blocking. Random linear network coding

(RLC) with machine learning is used to guarantee that the receiver can retrieve the

originally transmitted packets. In addition, the multipath capability of CMT-SCTP

has attracted the attention of real-time streaming video transmission research.

The research efforts in [43] and [44] propose solutions to employ CMT-SCTP

for video transmission over heterogeneous wireless networks using two different

forward error correcting codes. Although CMT-SCTP is a promising scheme, it

is difficult to implement in real-life networks, and consequently it is not widely

deployed. The MPTCP has therefore emerged in the literature as an alternative.

This is the subject of the next section.

2.5 MPTCP: Goals, Challenges and Solutions

The idea of extending TCP, particularly, to be a multipath protocol is not com-

pletely new. The first attempt was introduced by Huitema in 1995 [39]. Never-

theless, the protocol required additional amendments to TCP such as changing

the header and the segment format. There were many schemes introduced to the

literature to convert TCP to a multipath protocol such as Parallel TCP (pTCP)

in 2002, mTCP in 2004 and concurrent TCP (cTCP) in 2007 [45]. However, all

of these schemes had fairness and deployment issues. The concept of resource

pooling, which inspired MPTCP, was proposed in 2008 [46]. It basically sug-

gested gathering different resources to act as a single source. In 2009, MPTCP
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was proposed to the literature, however, it was not fully standardised by the IETF

until 2013 [17].

MPTCP is promising protocol because it is fully backward compatible to

the conventional (i.e., single-path) TCP and backward compatible to existing

applications that rely on conventional TCP [38]. Non-MPTCP-aware entities (like

middleboxes) in the network see it as a conventional TCP [14], thus, MPTCP does

not require any modification to the current TCP/IP suite which makes the protocol

attractive. Those are the reasons behind considering MPTCP in this thesis.

MPTCP transmits data through multiple paths simultaneously. Similar to

SCTP and CMT-SCTP, MPTCP is designed to support multihoming but with

better compatibility to the current network’s infrastructure. Figure 2.2 shows

the messages exchanged between two endpoints to establish an MPTCP session.

First, the source node informs the destination node that it is a multipath capa-

ble device. This is done by sending the synchronisation packet (SYN) along

with the MP_CAPABLE option [15]. An option is a field in the TCP header

created for different purposes. MPTCP uses this field to establish a connec-

tion [47]. If the destination is multipath capable, it acknowledges the packet

(SYN+ACK+MP_CAPABLE). Then, the source acknowledges the destination’s

packet (ACK+MP_CAPABLE). To this end, the first path is initiated [48]. To

add another path to the connection, the source node sends an acknowledgment

packet with another option called MP_JOIN. Next, the destination acknowledges

the packet (SYN+ACK+MP__JOIN) and the source can start sending data [49].

This is just a brief scenario of how MPTCP works.

MPTCP is currently widely deployed [16] [39] [49]; and is expected to realize

the following goals:

• Improve throughput: The throughput of MPTCP should be the same or

higher than the throughput of TCP on its best path.
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Fig. 2.2 Establishing an MPTCP session
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• Improve reliability: MPTCP resilience should be the same or higher than

the reliability of TCP.

• Mitigate delay, latency and jitter: In addition to increasing the through-

put, MPTCP should reduce latency for applications that accept moderate

throughput but require low latency and jitter. This includes for example

interactive and real time multimedia applications.

• Balance traffic: As a result of fulfilling the previous goals, MPTCP should

improve the overall network utility by directing the traffic load away from

congested paths and exploiting the less loaded paths. Hence, network

resources are optimally utilized and wasted resources are minimized.

• Retain network compatibility: MPTCP should be able to work with the

presence of network ‘middleboxes’. Examples of middleboxes include

firewalls, Network Address Translators (NATs) and proxies.

• Retain fairness: MPTCP should not harm other conventional TCP users. It

should not take more capacity than a single path TCP.

• Retain network security: MPTCP should be as secure as the conventional

TCP.

To achieve these goals in different wired and/or wireless network scenarios,

MPTCP has triggered considerable research in the past few years. Nevertheless,

MPTCP faces many challenges, and the most common ones are Congestion

Control, Packet Scheduling and Latency [50] [51] [52]. In the next subsections,

the chapter reviews these challenges and the proposed solutions that are applicable

for wired and wireless networks.



2.5 MPTCP: Goals, Challenges and Solutions 58

2.5.1 Congestion Control Algorithms:

The process of congestion control is a main function in TCP as well as MPTCP.

However, it is more important in MPTCP [16] [52]. To understand the importance

of congestion control, let us consider a network with a number of nodes and a

number of links. Assuming some of these links have a limited capacity, they

become bottlenecks in the network. When multiple sources generate their data

flows, multiple flows of data may share a bottleneck link. Hence, this link becomes

congested and data packets are delayed or even dropped. Consequently, many

source(s) do not receive an acknowledgement (ACK) within the Retransmission

Time-Out (RTO) interval. In the absence of a Congestion Control algorithm,

these sources retransmit their data packets, causing further congestion. On the

other hand, with a proper Congestion Control algorithm, these sources realize that

there is congestion, reduce their own data rate and alleviate further congestion.

Congestion is typically controlled by adjusting the congestion window (denoted

as CWND). The CWND is increased when ACK is received for a packet, and

decreased when a packet is lost. The most widely used method for CWND update

is the Additive Increase Multiplicative Decrease (AIMD) principle as follows [16]

[52]:

w←

 w+ α

w when ACK is received (Additive increase)

βw when packet is lost (Multiplicative decrease)
(2.1)

where w denotes the congestion window size. In the NewReno (a name for a

congestion control algorithm) single-path TCP version, the parameters α and β

take values α = 1 and β = 0.5 [53]. The NewReno congestion control algorithm is

a single-path TCP congestion control that responds to ‘partial acknowledgement’.
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Fig. 2.3 Unfair bandwidth sharing between single-path TCP and MPTCP with
independent congestion control per path of the MPTCP.

Partial acknowledgement refers to the case when the new ACKs cover new data,

but some of the outstanding data is not ACKed yet. NewReno is designed to

improve the fast recovery phase of the congestion control algorithm [53].

Turning the attention to MPTCP, the first version of MPTCP congestion

control algorithm employed the same NewReno AIMD, but independently for

each path. However, this choice led to unfair treatment by MPTCP to other

single-path TCPs [52] [54]. This is illustrated in Figure 2.3 [52]. In illustration

(a) the MPTCP shares a 12 Mbps link with a single-path TCP. Since each path

is independently controlled, the MPTCP share is twice that of the single-path

TCP. In illustration (b) one path of the MPTCP flows uses a 12 Mbps link, while

the other path shares a 12 Mbps link with a single-path TCP. Again, the MPTCP

gets three times the data rate of the single-path TCP. In illustration (c) with one

MPTCP and 2 separate single-path TCPs, the MPTCP gets twice the rate of any

of the 2 single-path TCPs.

To solve the fairness problem, coupled congestion control should be used (i.e.,

coupling all paths in the MPTCP connections). A coupled congestion control

algorithm, denoted as Linked Increases Algorithm (LIA), is presented in [15].

The algorithm pertains only to the increased part in the CWND for path n when a

packet is acknowledged. In LIA, the window is increased as:

wn = wn +min
(

α

wtotal
,

1
wn

)
(2.2)
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where wn is the size of the congestion window for path n of the MPTCP, and

wtotal is the sum of the congestion windows in all paths (sub-flows of MPTCP).

The parameter α is given by [54] as:

α = wtotal

max
n

(
wn

RT T 2
n

)
(

∑
n

wn
RT Tn

)2 (2.3)

where RT Tn is the Round-Trip Time on the nth path of MPTCP. A practical

implementation of this algorithm is standardized in [15]. This algorithm (i.e.,

LIA) is considered the default algorithm implemented in the Linux operating

system [55]. While the LIA algorithm improves the fairness with TCP, it does not

deal with the Head-of-Line (HoL) Blocking problem. The HoL problem is when

the lost packet blocks other packets and prevents them from being delivered to

the application layer.

The LIA algorithm is improved by the Opportunistic Linked Increases Algo-

rithm (OLIA) [56]. In [56] the authors indicate that LIA is still not fair enough

to single-path TCP users in some scenarios. Moreover, when some TCP users

change to MPTCP, they may cause a reduction to the throughput of other TCP

users, while they are not getting any benefit themselves. The OLIA algorithm [56]

modifies the formula for CWND increase in case of packet loss. This modification

is shown to resolve these problems. Similar to its predecessor (LIA), OLIA does

not deal with the HoL problem.

Another algorithm that is widely implemented is the Balanced Linked Adap-

tation (BALIA) [51]. BALIA further improves the fairness between MPTCP

and single-path TCP users while providing good responsiveness to the network

congestion without causing a problem of congestion window oscillation. Hence,

BALIA aims to make a balance between the properties of LIA and OLIA by
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providing TCP friendliness criteria. Similar to LIA and OLIA, BALIA does not

deal with the HoL problem.

All the algorithms above fall under the category of loss-based algorithms,

since they rely on acknowledgement or loss of packets to decide that congestion

is presenting in the network. Another category is the delay-based algorithms,

where large delay is used as an indication of congestion instead of packet loss. A

delay-based congestion control algorithm that is proposed in [57] for MPTCP is

denoted by the name DBCCA. This algorithm employs an optimization problem

to minimize the difference in delay among the MPTCP paths. This typically

happens in heterogeneous networks with different traffic characteristics. However,

fairness to other single-path TCP users is not studied. Moreover, DBCCA is

purely delay-based congestion control and does not give attention to packet loss.

Probably a hybrid solution could provide better performance.

In contrast to most previous congestion control algorithms, the research in

[58] does not depend on packet ACK and packet loss to estimate congestion.

This research exploits the Explicit Congestion Notification (ECN) signal that is

available in new operating systems such as Linux and Windows. With ECN, the

source has a clear and explicit indication of the presence of congestion in the sub-

flow. The authors present their design of a Shared Bottleneck based Congestion

Control (SB-CC) algorithm to deal with the case when congestion bottlenecks

are shared among multipaths. In SB-CC, the sub-flows that pass through a shared

bottleneck congested link are grouped together into one set. Coupled congestion

control is implemented on each set. However, the ECN may not be available in

all network configurations.

Recently, a new congestion control algorithm that is intended for single-path

TCP has been introduced by Google Inc. This algorithm is named Bottleneck

Bandwidth and Round-trip propagation time (BBR) [59]. The BBR is a delay-
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based algorithm. It estimates the round-trip time (RTT) delay at the congestion

bottleneck of the sub-flow. Hence, BBR is able to better characterize the bottle-

neck. Relying on the estimated value of the RTT, the BBR algorithm decides

the transmission data rate of this sub-flow to avoid congestion at the bottleneck.

Leveraging this BBR algorithm, the research in [60] presents a coupled congestion

control algorithm for MPTCP using the concepts of the single-path TCP. This

new congestion control algorithm, named BBR-Based Congestion Control and

Packet Scheduling (BCCPS), can improve the overall throughput while realizing

better fairness with single-path TCP flows. As a new algorithm, it needs to be

thoroughly tested. However, the work in [60] performed some basic test scenarios

that are not sufficient to gain confidence. More complex scenarios are reserved

for future research, as outlined in [60].

The work in [61] focused on improving the congestion control algorithm

of MPTCP for short packet flows. The authors noticed that the main source

of performance loss in short flows is the aggressive increase of the congestion

windows in each individual sub-flow at start-up. In short packet flows, the

MPTCP is at start-up most of the time. To solve this problem, the Gentle Slow

start algorithm (GSAM) was proposed for MPTCP. This algorithm makes the

aggressive increase in the congestion windows smoother during the start-up

phase of MPTCP congestion control. It is illustrated by the authors that GSAM

decreases the completion time for short flows considerably. However, the benefit

for long flows is much less.

Another research that is interested in the performance of short flows is pre-

sented in [48]. In [48] a new algorithm called MPTCP Transmission Optimization

Algorithm for Short Flows (MPTCP-TOASF) is proposed. This algorithm groups

the paths of MPTCP according to their RTT. Then, different control procedures

are applied for each group. MPTCP-TOASF relies on the Veno algorithm [62] for
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long flows, which improves the performance for both the long and the short flows.

It is noted in the numerical results of [48] that the comparisons with other MPTCP

congestion control algorithms in diverse scenarios are limited. The authors put

this point for further study.

Table 2.1 summarizes the congestion control algorithms reviewed in this

section with their advantages and disadvantages.

Table 2.1 : Summary of the reviewed MPTCP congestion control protocols

Protocol Concept Advantage Disadvantage
NewReno
[53]

Responses to partial
acknowledgments received
during fast recovery

Improves fast recovery in
TCP

MPTCP becomes unfair
to other single-path
TCPs

LIA [15] Increases CWND based on
coupled weights

Better fairness to TCP users HoL problem still exists

OLIA [56] Modified the CWND
increase of LIA

Optimal fairness HoL problem still exists

BALIA
[51]

Balances the properties of
LIA and OLIA

Balancing among
responsiveness to congestion,
friendliness, and window
oscillation

HoL problem still exists

DBCCA
[57]

Minimizes the difference
in delay among different
paths

Optimizes transmission in
heterogeneous networking

No consideration of
packet loss

SB-CC [58] Employ ECN (Explicit
Congestion Notification)

Better estimation of the
congestion degree of each
subflow.

Requires the network to
support ECN

BBR [59] Designed for single-path
TCP

Better characterization of the
bottlenecks to match traffic
flow accordingly

Not suitable for
MPTCP as it is for
single-path TCP

BCCPS
[60]

Enhances BBR for
MPTCP

Adaptively controls the
transmission rate of each
sub-flow

Only simple scenarios
were tested. Needs to
be examined in more
complex scenarios

GSAM [61] Improves transmission
performance for short
flows

Smooth the congestion
window growth during
slow-start phase

Less optimization of
long flows due to
congestion window
growth

MPTCP-
TOASF
[48]

Enhances transmission
performance for short
flows

Groups paths based on their
RTTs to improve performance
of small flows

Limited comparison
with other known
MPTCP congestion
control in diverse
scenarios
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2.5.2 Packet Scheduling Algorithms:

Another factor that affects the MPTCP performance is the scheduling algorithm

[63]. Figure 2.4 shows the relation of the packet scheduling and the congestion

control in MPTCP [63]. As explained earlier, the congestion control algorithm

decides a congestion window wn for path n, which influences the transmission

rate of this path. Now, when a packet is to be transmitted from the send buffer,

some paths may have their congestion window full. The paths whose congestion

windows have room are considered available. The packet scheduler selects one

of the available paths for transmission based on the scheduling criteria. It turns

out that packet scheduling criteria have a significant effect on the performance of

MPTCP with respect to throughput and delay [64].

Application

Packet Scheduler

TCP0

IP0

TCP1

IP1

TCPn

IPn

Coupled 
Congestion 

Control

w0 w1 wn

Send Buffer

Fig. 2.4 MPTCP packet scheduler with coupled congestion control
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The MPTCP packet scheduler in Linux follows the Lowest-RTT-first [63][64],

i.e., a packet is sent on the available path with the lowest smoothed RTT (sRTT).

This is also referred to as the Lowest Latency (LL) scheduler. RTT is the time

duration between the transmission of a packet and reception of the ACK of this

packet. The smoothed RTT is the operation of smoothing (i.e., filtering) successive

RTTs on the same path to get a smooth or filtered value as follows:

sRT T = (1−λ )× sRT T +λ ×RT T (2.4)

The typical value of the smoothing factor λ is λ = 1/8 [63]. While the

algorithm presented in [63] is very simple, it does not take into consideration

other important factors that may affect the scheduling decision; namely, the

congestion on the path being scheduled and the packet size being transmitted.

Other algorithms provide better performance when these points are taken into

consideration in the design.

In [64], it was shown that for small size packets, the LL scheduler is not

efficient. It is more efficient for the scheduler to wait till the fastest path becomes

available and allocate the small packets to it. In [1], three alternative heuristic

schedulers are proposed. These are: 1) The Highest Sending Rate (HSR), 2)

The Largest Window Space (LWS) and 3) The Lowest Time/Space (LTS). The

3 proposed scheduling algorithms outperform the Linux LL scheduler. The

scheduling prioritization is in Table 2.2 below.
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Table 2.2 : Description of the work in [1]

Algorithm Scheduling prioritization criteria

HSR
The ratio between the current CWND measured in bytes,

and the instantaneous RTT.

LWS
Paths with larger CWND and fewer unacknowledged

packets

LTS

Lowest ratio between the current smoothed RTT and

window space. The window space is defined as the

difference between the current CWND and the current

number of packets in-flight

The LWS algorithm is best when the paths have a varying transmission

rate. On the other hand, the HSR algorithm is suitable when the paths have

varying delays. Lastly, the LTS algorithm is best for high loss and varying

delay paths. However, HSR showed worse performance when the paths changed

their transmission rates. Also, LWS does not perform well with homogeneous

transmission rates in all paths. The LTS showed best performance due to its

bilateral decisions. LTS scheduling prioritizes paths based on both the lower

latency and the larger window space, which adds complexity to the scheduler.

In [65], an analytical derivation is given for the theoretical limit of the total

throughput that can be achieved in MPTCP. The study shows that this limit can

be realized by the optimal load balancing (OLB) scheduling algorithm. The study

also provides a design for the OLB and performs simulations to demonstrate that

the newly proposed OLB is superior to the Linux default LL scheduler. OLB

finds the optimum scheduling weights for each sub-flow, where ‘optimum’ means

minimizing the RTT in MPTCP. With the improved scheduling, the HoL problem

at the destination side is reduced. However, as outlined in [65] the research
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considered only two sub-flows, LTE and W-Fi. To gain confidence in the OLB

scheduler, more sub-flows should be taken into consideration.

Along with the congestion control algorithm presented in [58], which is

discussed in the previous subsection, the same authors presented a new scheduling

algorithm for heterogeneous networks with large difference between sub-flows

in MPTCP. The scheduling algorithm named Shared Bottleneck based Forward

Prediction packet Scheduling (SB-FPS). As outlined above, this algorithm relies

on ECN signal to detect groups of sub-flows with shared congestion bottlenecks.

The SB-FPS estimates the future behaviour of each sub-flow and pre-schedules

the packets on each path according to changes of window size in each sub-flow.

Similar to [58], the research in [66] presented a new congestion control

algorithm named MPTCP-BBR which is outlined the previous subsection. In

addition, the same work proposed a scheduling algorithm relying on the same

formulations of the congestion control algorithm, named BBR-Based Congestion

Control and Packet Scheduling (BCCPS). This packet scheduling algorithm has

two phases. During the first phase, it sends the packets in a redundant way through

all paths. This phase is beneficial for small flows since it requires less delay when

the transmission rates vary widely in each path. In the second phase, the regular

MPTCP packet scheduler is retained (i.e., scheduling based on path quality) for

large size packet flows. The work performed some basic scenarios, but more

complex scenarios are reserved for future research, as outlined by the authors.

Table 2.3 summarizes the MPTCP scheduling algorithms reviewed in this

section with their advantages and disadvantages.
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Table 2.3 : Summary of the reviewed MPTCP scheduling protocols

Protocol Concept Advantage Disadvantage

Lowest-

RTT-first

[63]

Sends packets on lowest

available RTT path

Simple No optimization based

on path congestion or

packet size

HSR [1] Prioritizes paths with

recent higher goodput

Better for varying delay

paths

Slow response to

network dynamics

when paths change rates

LWS [1] Prioritizes paths with

larger CWND and fewer

unacknowledged packets

Better for paths that

exhibit varying

transmission rates

Low performance with

homogeneous

transmission rates in all

paths.

LTS [1] Prioritizes paths with

smallest ratio between the

current smooth RTT and

window space

Best performance for

lossy paths and/or

varying delay paths

More complexity due to

more complex

scheduling

OLB [65] Provides an optimal load

balancing between

sub-flows

Reduces HoL problem Only 2 paths are

considered in the

analysis and results

SB-FPS

[58]

Distributes data based on

the predicted changes of

window size of each

sub-flow

Accurately scheduling

of data in shared

bottleneck situations

using ECN

Requires the network to

support ECN

BCCPS

[66]

Keeps delivery in-order by

redundant scheduling,

followed by regular

scheduling

Best in heterogeneous

wireless networks when

different transmission

rates

Only simple scenarios

were tested. Needs

more complex

scenarios to test

2.5.3 Latency Algorithms:

An important performance aspect of data communications is the latency of the

data packets. Low latency is critical in many applications that involve real time
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multimedia, Augmented Reality/Virtual Reality (AR/VR) content distribution

[67], and safety applications such as Vehicle to Everything (V2X) applications.

Considerable research has been conducted lately to exploit or modify MPTCP to

mitigate latency as detailed below.

In [68], the authors argue that, based on their assessment, most existing

MPTCP schemes do not perform well with asymmetric paths. Conventional

MPTCP schemes are not able to exploit the aggregate capacity of the available

paths to provide low latency. Two new algorithms are proposed for MPTCP in

heterogeneous networks where the paths have different quality in terms of loss

and delay (i.e., asymmetric paths). The first algorithm is the block estimation

(BLEST) mechanism while the second is the shortest transmission time first

(STTF) method. BLEST tries to reduce the receive buffer blocking by freezing

the path which causes the blocking; while the goal of the STTF method is to

predict and minimize the transmission time of packets. The BLEST scheme is a

simple solution, but STTF is more computationally complex. However, both are

able to considerably outperform the default MPTCP. Real world experiments are

conducted with both BLEST and STTF, where STTF was more able to reduce

latency and provide fast downloads than BLEST. Moreover, BLEST does not

respond fast enough to time-varying link conditions.

In [69], an algorithm is presented to reduce the effect of jitter in MPTCP. This

is particularly useful in jitter-sensitive real-time applications, such as gaming and

video conferencing. The idea is to send the packets in an out-of-order manner

over different sub-flows. The selection of the sub-flow is such that the packets

arrive in order at the MPTCP receiver. This reduces the effect of jitter, which is

very important for delay-sensitive real-time applications. However, the proposed

algorithm was tested only in a small network with two routers and two laptops.
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The four algorithms presented in [70], [68], [69] and [63] are compared in

[71] in different real-life scenarios in heterogeneous networks. This includes

different RTTs, different file sizes, different buffer sizes and different network

topologies. The study provides guidelines for designing future MPTCP schedulers

for 5G systems.

In [70], the authors distinguish between MPTCP short flows and long-lived

flows. The article designs a dynamic MPTCP (denoted as DMPTCP) to dynami-

cally adjust the sub-flows. The DMPTCP algorithm first estimates the latency on

the path considered for transmission, as well as the data sent on the other paths

at the same time. Using this information, the DMPTCP decides which sub-flow

to use for the application to decrease the completion time for short flows, and at

the same time realizing higher throughput for the long-lived flows. The outcome

shows superior performance compared to the conventional LL Linux scheme for

short flows as well as long flows. However, it is observed that some degradation

occurs in case of common bottleneck competition among sub-flows.

Another study that is interested in moderating the latency for short flows is in-

troduced in [72]. It is known that one of the requirements for MPTCP congestion

control is to achieve fairness with TCP. Also, a good congestion control algorithm

reduces the loss of network bandwidth and, hence, improves the resources utiliza-

tion of this network. In [72] it is noted that most congestion control algorithms

take a long time to achieve fairness with TCP (hundreds of seconds might be

required). Hence, this goal is not reached in short flows. Previously, the authors

proposed a new congestion control algorithm called Normalized Multi-flow Con-

gestion Control (NMCC) which is designed to realize the fairness goal much

faster than other congestion control algorithms. This is done through controlling

the growth of the throughput rather than the throughput itself. The algorithm

showed faster convergence. However, the algorithm is unfair to TCP users in
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the case of mild congestion. Thus, the authors extended it (eNMCC) to ensure

TCP-friendliness during increased or decreased congestion windows phases. The

resources (bandwidth of each sub-flow) utilization of the network is compatible

with LIA. However, the utilization is still slightly lower.

In [73], an MPTCP scheduler that is optimized for reducing latency and jitter

is proposed. While traditional schedulers send different data packets on different

paths (based on certain criteria), the proposed redundancy MPTCP (ReMP TCP)

scheduler sends each packet redundantly on all available sub-flows. The short-

coming of this approach is reducing the throughput. However, it also reduces

latency due to the higher probability of correct delivery. Figure 2.5 shows the

difference between the conventional MPTCP scheduler and the proposed ReMP

TCP scheduler. The ReMP TCP scheduler guarantees that every packet is queued

on the fastest paths available (in addition to other paths), which reduces latency

and jitter at the cost of reducing throughput. This is attractive for applications

that do not need high throughput but need low latency. Moreover, ReMP TCP is

effective against packet drops since there is no retransmission when the packet is

received and acknowledged on any sub-flow.

In [74], an MPTCP scheduler is proposed that employs the concept of redun-

dancy to decrease latency and jitter. The authors propose the REdundant Diversity

scheduling (RED) algorithm, whose main purpose is to prioritize the uncorrelated

paths during packet replication. This algorithm can identify the paths that have

high probability of being disjoint (uncorrelated in the article). The packets are

duplicated on these disjoint paths only. Hence, the algorithm reduces latency

and jitter at the cost of reducing throughput due to the redundant transmission.

The result shows that this procedure considerably diminishes the latency of the

system.
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Fig. 2.5 ReMP TCP packet scheduler

The work in [75] focuses on minimizing the delay of MPTCP for Internet

of Vehicles (IoV) applications. This work has two approaches: 1) improve the

scheduling of the MPTCP over the dynamically changing path delays such that

the load is balanced across the paths. 2) Employ Forward Error Correcting Code

(FEC). The work analytically models the re-ordering delay in the MPTCP and

develops a new algorithm denoted as MPTCP-IoV for IoV applications. The

outcome shows that this algorithm significantly reduces the delay in an IoV system

employing Wi-Fi and 4G networks. While the algorithm is proposed for IoV,

it assumes reasonable mobility where the wireless environment changes more

slowly than the algorithm convergence.

The research in [18] proposed another congestion control algorithm to be

used for MPTCP. The target of this algorithm is to realize higher throughput and
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lower end-to-end delay for 5G networks employing mmWave technology. In

mmWave frequency, the signal is subject to severe path loss and Line-of-Sight

(LOS) must be available at the wireless link. The key novelty in the proposed

algorithm is to realize a fast response to the possible variation in the fading

channel condition, from LOS to non-LOS and vice versa. The congestion control

algorithm is a development of an older algorithm named FAST [76], but with

higher computational complexity. The proposed algorithm is denoted as delay-

equalized FAST (DEFT) since it involves a procedure of equalizing the delay

in the conventional MPTCP by equalizing the Round-Trip-Time (RTT) of all

paths in MPTCP. This delay equalization is designed such that it minimizes the

ordering delay in the receiver buffer. Simulation results demonstrate that DEFT

has a superior performance to conventional congestion control algorithms.

Table 2.4 summarizes the MPTCP latency reduction algorithms reviewed in

this section with their advantages and disadvantages.

2.6 MPTCP Implementation in Wireless Networks

and IoT

Multipath TCP is designed to be used in all communication networks, wired or

wireless. However, it is designed on the premise that the main source of packet

loss is traffic congestion. Therefore, it behaves with the assumption that reducing

the transmission rate automatically reduces congestion, and consequently reduces

packet loss. However, when operating in wireless networks there are other sources

of packet loss that pertain to the wireless environment. This includes channel

fading, interference, mobility and handover effects [77]. Also, these effects may

be changing rapidly in wireless environments. When a certain path is designated

as a congested path (due to wireless effects, which are hidden from MPTCP),
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Table 2.4 : Summary of the reviewed MPTCP latency reduction algorithms

Protocol Concept Advantage Disadvantage
BLEST
[68]

A scheduler to diminish buffer
blocking

Lightweight and simple
solution

Does not respond well to
varying link conditions

STTF [68] A scheduler to reduce the
transmission time of each data
packet

Fast download time in real
life applications

Computationally Complex
algorithm

Out-of-
order
Transmis-
sion
[69]

Mitigates jitter by sending
packets in an out-of-order
manner on different sub-flows in
a way that makes them arrive
in-order at the receiver of
MPTCP

Reduces jitter for real-time
applications that need
stable network delay
performance

Tested in small networks
only

DMPTCP
[70]

Dynamically adjusts the
sub-flows according to
workloads of application

Decreases the completion
time for short flows and
increases the goodput of
long-lived flows

Degradation when the
sub-flows compete for the
common bottleneck links

eNMCC
[72]

TCP-fairness in both throughput
growth and throughput reduction
epochs

Accelerates throughput
convergence to achieve
fairness for short-lived
flows

Resource under-utilization
compared to LIA

ReMP TCP
[73]

Redundant transmission on all
sub-flows

Reducing end-to-end
latency and jitter

Trading bandwidth for
latency. Throughput is
reduced due to redundancy

RED [74] Redundant transmission on all
sub-flows with prioritization

Considerable reduction to
latency and jitter

Utilizing bandwidth for
latency. Throughput is
reduced due to redundancy

MPTCP-
IoV
[75]

Jointly uses forward error
correction (FEC) and load
balancing for coupled congestion
control

Low delay which is
suitable for safety
applications in IoV

Situation where the
network environment
changes rapidly (as in IoV)
requires further research

DEFT [18] Delay-equalizing algorithm to
minimize reordering delay in the
receiver buffer in mmWave
channels

Fast response to mmWave
link change between
line-of-sight and non-LOS

High computational
complexity.

MPTCP reduces its rate on this path, which can be an unnecessary action because

the wireless channel status could quickly change to a better condition. Therefore,

MPTCP should be carefully designed in wireless networks. A large amount

of research has been devoted recently to study, characterize and improve the

performance of MPTCP in wireless networks and IoT.

In [78], a new congestion control algorithm called mVeno is introduced

for wireless networks. The proposed mVeno controls the transmission rate on

each sub-flow based on packet acknowledgements. Nonetheless, a mechanism is

proposed to distinguish between packet losses due to errors in the wireless channel

and packet losses that may occur due to congestion. The packet loss in the wireless
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channel is assumed to behave randomly. The mVeno algorithm can distinguish

between the two cases, and the formula for updating the congestion window is

different for each case. Fundamentally, the congestion window reduction in each

sub-flow of the MPTCP is more when the packet loss is estimated to be due to

congestion. The algorithm mVeno is able to provide better throughput in wireless

environments than conventional congestion control algorithms.

The research in [79] presents an experimental study of three wireless network

configurations, and employs three new congestion control algorithms. The first

one is the CUBIC algorithm [16], which is a single-path TCP congestion control

algorithm. The second and the third are LIA [15], and OLIA [56], which are

described earlier in the chapter. The LIA and OLIA algorithms are designed

for MPTCP. The experiments in the study are real-world scenarios (not just

simulations). Wireless nodes in all cases are homed to two wireless networks:

an LTE network and a Wi-Fi network. Several factors are changed including

the receiver buffer size, the number of connections, the data size and the flow

duration. The throughput performance is compared for all systems and for all

configurations with the three congestion control algorithms. An important finding

in this research is that the CUBIC congestion control, which is designed for single-

flow TCP, outperformed the MPTCP congestion control algorithms. This shows

that wireless networks add a new dimension to the designs of the congestion

control algorithms that need to be taken into consideration.

The research in [80] studies a system of three users employing MPTCP. Each

of the three users has access to two networks: a Wi-Fi access point and a 3G

cellular base station. In this research, all the users are assumed to be stationary

with a long-lived connection. In the cellular system, the users are allocated to three

different channels, while for the Wi-Fi case they compete for the Wi-Fi channel

using the CSMA-CA algorithm of the MAC layers. The network is modeled
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analytically and with computer simulation. The authors introduce an adaptive

modification to the MPTCP LIA congestion control algorithm. This modification

is such that the paths (i.e., the sub-flows) with longer one-way delay will have a

smaller congestion windows increase than those in LIA when ACK is received.

Consequently, high delay paths are less loaded. When applying the proposed

algorithm on Wi-Fi and LTE paths, it takes into consideration the different loss

and the delay characteristics of the Wi-Fi and the cellular connections. The

new algorithm is adaptive to variations between Wi-Fi and LTE, as well as the

variations for each of them, due to the wireless channel fading. However, the

variations should be slow enough to allow convergence of the algorithm.

In [81], the same authors of [80] study the fairness between MPCTP users

and single-path TCP users over the WiFi link. Single-path TCP users are added

to the network studied in [80] to compete with the existing MPTCP users on the

Wi-Fi connection. The research studies the fairness realized between the TCP

and MPTCP users on the Wi-Fi. It is found by simulation that a considerable

unfairness exists between the two types of users on the Wi-Fi link. Further, the

research develops an Adaptive Loss Management (ALM) algorithm that is able to

reduce the unfairness gap between the two types of user.

The research in [82] assumes a smart phone that is connected to the cellular

network using LTE and 5G mmWave. As mentioned earlier, the mmWave signals

typically require Line-of-sight (LOS) connection. In case of non-LOS, they

suffer from high path-loss and blockage from objects, trees or even people.

Hence, the network connection can suffer from sudden loss of the mmWave

signal due to the sudden presence of an obstacle in the wireless link. When the

LTE and 5G mmWave links are aggregated using MPTCP, considerable sudden

performance degradation could occur due to the mmWave characteristics. The

work in [82] proposes an Offloading by Restriction (OBR) algorithm which
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attempts to optimally offload the data packets from 5G to LTE when the 5G signal

is blocked. The simulations show that the OBR algorithm outperforms other

MPTCP congestion control algorithms in this scenario.

The research in [83] is interested in wireless IoT networks. This is due to the

increasing demand for IoT networks as reported in [84]. To that end, the work in

[83] considers a wireless system where IoT devices transfer their data to local Wi-

Fi wireless gateways. The gateways relay the collected data from the different IoT

devices to the corresponding management entities on the Internet through wireless

networks. However, it is assumed that each gateway has access to both a cellular

network and a wide coverage Wi-Fi network. Hence, the wireless gateways

are multihomed to the cellular and Wi-Fi networks, and implement MPTCP to

improve their throughput and reliability. In addition, the research measures the

throughput with an actual testbed as well as with a simulated setup. The work

concludes that the MPTCP LIA algorithm is unable to distribute the gateways’

traffic efficiently over the two available wireless networks. Moreover, the work

observed a large difference in throughput between the gateways when MPTCP is

employed, which is not the case when regular TCP is employed. Consequently,

it is concluded that further studies are needed on using MPTCP for wireless IoT

networks.

In [85], an experimental setup is performed to study the performance of

MPTCP in multi-hop wireless IoT networks. The first experiment includes

double-homed devices with two hops Wi-Fi wireless networks. The second

experiment includes one additional Wi-Fi router in one of the flows. Hence,

one of the flows stays with two hops while the other flow employs 3 hops. The

experiment includes varying the transmission power of the Wi-Fi routers and

measuring the throughput. The experiment shows that reducing the signal strength
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does reduce the throughput (as expected). However, adding an additional router

to compensate for the signal strength did not further improve the throughput.

The work in [86] employs wireless network architecture similar to [82]. A

wireless device is multihomed to LTE and mmWave 5G networks and applies

either TCP or MPTCP. The research evaluates the throughput in addition to the

end-to-end delay at different scenarios and at different distances from the LTE and

5G mmWave base stations. The overall throughput increased due to the presence

of the large bandwidth mmWave signal. However, the authors conclude that the

current congestion control algorithm (BALIA) that is designed for MPTCP does

not perform satisfactorily in mmWave environments. Similar to [82], this is due

to the fact that the mmWave signal is subject to sudden drops in signal quality

when LOS connection is lost. The authors also conclude that further research

should be conducted with MPTCP in similar harsh wireless systems.

The research in [87] considers real-time video transmission over multihomed

hand-held wireless device with several wireless access networks. In fact, the

performance results assume that the device has three wireless networks: Wi-

Fi, WiMAX and cellular LTE. The goal of the study is to design a scheduler

that appropriately distributes the video stream over the 3 available MPTCP sub-

flows. The hand-held device is assumed to be energy limited. Furthermore, the

research presents a new algorithm named Delay-Energy-quality-Aware MPTCP

(DEAM). This algorithm is developed through a Network Utility Maximization

(NUM) optimization problem. Energy consumption of the hand-held device

is the objective function to be minimized. The constraints are: 1) The target

video quality; 2) the data rate per sub-flow; and 3) the target delay. In addition,

the variable of optimization is the data rate on each sub-flow (Wi-Fi, WiMAX

and cellular). It is shown that the new proposed algorithm provides superior

performance in terms of video quality and energy conservation.
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The research in [88] exploits MPTCP to support handoff in wireless mesh

networks without additional hardware and with a backward compatible manner.

Multihomed devices moving in a wireless mesh network employ MPTCP to get

connected to multiple wireless networks. When moving, these devices perform

seamless roaming (SERO) with layer-2 handoff (i.e., switching from one Wi-Fi

access point to another) or vertical roaming (i.e., switching from Wi-Fi to cellular).

With MPTCP, the device can drop one of its old connections (paths) and add a

new one to perform handoff. The goal is to guarantee a minimum bandwidth

during the handoff process. It is assumed that the MPTCP-enabled device has

several Wi-Fi interfaces as well as a cellular interface. The device, as it moves,

searches for better access points to associate with using MPTCP, or to associate

with cellular when it cannot get the desired data rate from Wi-Fi.

In the previous paragraphs, the chapter presented a diverse range of research

in MPTCP in wireless networks. Each study has its own goals and makes a unique

solution to achieve these goals. Table 2.5 summarizes the wireless networks

scenarios that are considered in the above-mentioned review. The table also

outlines the main findings of each study.

2.7 Network Utility Maximization

The concept of Network Utility Maximization (NUM) in data networks was first

introduced in [89] and [90]. The purpose of NUM is to optimize the flow control

in the network. Consider a network (wired or wireless) which includes L links

that are shared by S sources. Each source has a transmission rate xs. Also, each

link has a link capacity cl . Consider a suitable utility function U(xs), where U(x)

is a concave function that is non decreasing and twice continuously differentiable.

Each source s ∈ S uses a set of links denoted by L(s). Let S(l) be the set of



2.7 Network Utility Maximization 80

Table 2.5 : Summary of the reviewed wireless networks research involving
MPTCP

Reference Wireless scenario considered Main findings

[78] Any number of concurrent wireless multipath streams.

New congestion control algorithm (mVeno) that can
distinguish between wireless packet errors and
congestion packet errors. Better throughput than
conventional congestion control.

[79]
Wireless testbed with LTE and Wi-Fi. Implementing 3
congestion control algorithms: CUBIC, LIA and
OLIA

MPTCP is clearly better than single-path TCP. However,
in many scenarios the CUBIC (which is designed for
single-path TCP) outperforms LIA and OLIA (which are
designed for MPTCP). Hence, more attention needs to be
given to congestion control in wireless networks.

[80]
Three MPTCP users with 3G cellular access (10
Mbps) and Wi-Fi (54 Mbps). The heterogeneity of the
paths is considered.

New MPTCP design that is adaptive to wireless networks
variation in throughput and delay due to wireless channel
changes, as long as the variations are slower than the
convergence speed of the algorithm.

[81]
Same model as [80] but with additional 3 TCP clients
using a Wi-Fi network.

Unfairness between MPTCP users occurs. A design of
Adaptive Loss Management in the Wi-Fi router is
proposed to increase fairness.

[82]
One user equipment (UE) connected to LTE and 5G
mmWave networks.

The mmWave network is vulnerable to channel
dynamics. Proposed an Offloading algorithm that
adaptively controls the congestion by shifting the traffic
from 5G to LTE when 5G is in a bad state. Considerable
throughput improvement achieved.

[83]

Testbed with several IoT gateways that are
multihomed to LTE and Wi-Fi. Gateways implement
MPTCP with OLIA congestion control. Several IoT
devices connect to the gateways via Wi-Fi.

OLIA does not fairly and efficiently utilize the two
wireless paths. Gateways have a large difference in terms
of throughput. Concludes that MPTCP still needs further
optimization in wireless networks.

[85]

An MPTCP source and destination are connected to
two Wi-Fi paths. Each path consists of multi-hop
routers. Two scenarios are considered: 1) each path
has 2 hops, 2) one path has 2 hops and the other has 3
hops.

Decreasing the signal level negatively affects throughput.
Adding one more hop to compensate for signal level
reduction does not help. Further research on MPTCP in
wireless networks is needed.

[86]
MPTCP wireless device is multihomed to LTE and
5G mmWave networks. BALIA congestion control is
used.

Overall throughput increased when adding mmWave
connection. However, the BALIA congestion control
provides unsatisfactory performance with mmWave
signal due to its fast variations in channel fading
condition. Further research for MPTCP with mmWave is
needed.

[87]
A Multihomed wireless device, with LTE, WiMAX
and Wi-Fi connections, is considered to transmit
real-time video.

Proposed the Delay-Energy-quality-aware MPTCP
(DEAM) algorithm to provide good energy and quality
trade-off. DEAM is better than existing algorithms

[88]
Employing MPTCP to investigate handoff when a
wireless node is moving in Wi-Fi networks with a
cellular connection.

MPTCP can provide a means for handoff that does not
require additional hardware and it is backward
compatible to existing networks. Sufficient throughput
can always be achieved with optimized handoff
decisions.

sources that use a specific link l. The goal is to find the set of rates xs that are

able to maximize the sum of the utilities ∑
s∈S

U (xs) subject to the constraints of

the capacities of the links in the network. This can be written as a NUM problem

as follows:

max
sx

∑
s∈S

U (sx) (2.5)

Subject to:
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∑
s∈S(l)

xs ≤ cl , l = 1,2,3, · · · ,L

The set of L constraints indicate that the sum of rates crossing any path l,

l = 1,2, ..,L, should not exceed the capacity of this path.

The above NUM problem forms the basis for more advanced cases that may

include modifications to the objective function, the variable(s) of the maximization

and the constraints. When considering wireless networks, more network resources

can contribute to the maximization problem. The work in [27] provides a survey

of the employment of the NUM concept for congestion control over wireless

networks. Since the NUM may include several resources of the wireless networks

that are typically managed by a different layer in the five layers of TCP/IP, the

solution of the NUM is expected to lead to a cross-layer design. Here, this chapter

focuses as much as possible on cross-layer based NUM systems that are MPTCP-

enabled in their transport layer. It should be noted that the research in this area

remains scarce. Therefore, this thesis is devoting Chapter 3 to mitigate this issue.

The authors in [91] extends NUM to a multi-path NUM model and considers

MPTCP. The optimisation problem is solved after approximation using Jensen’s

inequality. The authors consider the case when the different paths have different

RTTs. If each source has Rs available multi-paths, the original NUM problem

becomes:

max
xs

∑
s∈S

U

(
Rs

∑
i=1

xs,i

)
(2.6)

subject to:

∑
s∈S(l)

∑
i:l∈Rs,i

xs,i ≤ cl, l = 1,2,3, · · · ,L
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Since this problem is non-convex, it is approximated using Jensen’s inequality

and solved using the dual decomposition technique. The authors also propose a

set of other MPTCP algorithms that are compatible with the regular TCP.

The work in [92] proposes a hop-by-hop algorithm for rate control (as opposed

to end-to-end rate control) for wireless multipath transmission, since a hop-by-hop

solution is expected to be more stable. This is particularly important for wireless

links. The main optimization problem takes the form:

max
xi

s j

S

∑
s=1

Us

(
Js

∑
j=1

xHs j+1
s j

)
(2.7)

subject to:

ms < xi
s j < Ms

xi+1
s j = xi

s j

(
1−P(i)

r

)
, i = 1 : Hs j,∀S,J ∈ J(s)

Pr

(
∑

s∈S(l), j∈J(l)
xl

s j > cl

)
≤ εl,∀l

The variables in the optimization problem are defined in the following table

[92]:
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S Number of sources cl Capacity of link l

L Number of links ms Minimal data rate

J(s) Number of transmission paths of

source s

Ms Maximal data rate

L(s) Set of links used by source s εl Rate-outage probability threshold of

link l

S(l) Set of sources using link l PL
r Rate outage probability of link l

J(l) Set of transmission paths using link

l

Hs j Number of hops traversed by source

s on path j

xi
s j Data rate of source s, sub-flow j on

link i

Pr Probability of the event

The above optimization problem is not convex. Hence, it is approximated

using Jensen’s inequality and solved using the Lagrangian duality algorithm. The

proposed algorithm proved to be better than single-path end-to-end rate control

algorithms.

On the other hand, the research reported in [93] presents a design for an

end-to-end congestion control algorithm for a system with a wireless last hop.

The research in [93] argues that the conventional congestion control methods,

which depend on packet loss and packet acknowledgement to adjust a congestion

window, are not optimum for wireless channels. Instead, the authors considered

packet queue length and queuing delays as a congestion signal. The main NUM

problem is given by:

max
xs

S

∑
s∈S

pslogxs (2.8)

subject to:

∑
s∈S(l)

xs ≤ cl,∀l ∈ L f
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∑
s∈S(l)

xs ≤ rl,∀l ∈ Lw

rl ∈ R,∀l ∈ Lw

where ps is a weight factor, cl is the capacity of the wired links, rl is the capacity

of the wireless link, L f is the number of wired links, Lw is the number of wireless

links and R is the average wireless rate over all possible fading channel realizations.

The problem is simplified and solved using the Lagrangian dual algorithm. An

optimal window-based TCP congestion control is developed. A cross-layer

design of TCP congestion control and the wireless scheduling of the MAC layer

is provided. While this research considers single-path TCP, the authors conclude

that an extension to MPTCP is possible.

The research reported in [94] is interested in wireless multi-hop mesh net-

works. It proposes a flow level resource allocation (FLRA) algorithm using

cross-layer design. This algorithm maximizes the network utility and at the same

time puts in a delay requirement. FLRA considers the MAC layer as well as the

TCP layer. In the MAC layer, it optimizes the transmission scheduling using adap-

tive Carrier Sense Multiple Access (CSMA). At the transport layer, the data rate

is adaptively controlled based on the path load and the required delay constraint.

Simulation results demonstrate the effectiveness of the FLRA algorithm in terms

of the convergence speed to the optimal solution.

In [95], the authors employ NUM to develop a cross-layer design for wireless

communication networks under heterogeneous traffic scenarios. The traffic may

include unicast, multicast or broadcast flows. The authors extend an old method

denoted as universal control policy (UMW). In fact, UNW is applicable only to

unicast flows. Hence, the new proposed algorithm is called UMW+. UNW+ is

applicable to unicast, multicast or broadcast flows. The cross-layer design includes

an optimized admission control as well as routing and scheduling policies. The
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UMW+ algorithm is designed using the approach of a precedence-relaxed virtual

queuing network. The authors present extensive simulation results to validate the

analytical results of the new algorithm.

The work in [96] considers a multi-hop wireless ad-hoc network. Typically,

for ad-hoc networks, the wireless devices have limited power resources. Examples

of such devices are the wireless-sensor networks. In addition, the work formulates

the NUM with power constraints and performs joint congestion control and power

allocation. The solution of the optimization problem is based on a new concept

of the primal-dual interior-point optimization method. It is shown that this new

method is able to converge faster than the conventional methods employed in the

literature. Moreover, simulation results demonstrate that the proposed algorithm

increases the energy efficiency of the network.

Table 2.6 provides a summary of the NUM scenarios presented above. It

should be noted that the research that exploits NUM techniques with MPTCP

is limited. Hence, only [91] and [92] consider MPTCP. The other works have

potential benefits to MPTCP that needs further research.
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Table 2.6 : Summary of the NUM research involving MPTCP or potentially
extensible to MPTCP

Reference Description Main findings

[91] Introduce a multipath TCP NUM model.
Jensen inequality and dual decomposition technique are

used to solve the NUM problem.

[92]
Introduce hop-by-hop rate control algorithm instead of

end-to-end- rate control.

The optimization problem is solved using Jensen

inequality and Lagrangian duality technique.

[93]

Single path TCP is considered. TCP end-to-end

congestion control for wireless last hop. Packet queue

length and queuing delays are taken as a congestion

signal.

Find an optimal window-based TCP congestion control

algorithm for wireless networks. Resulting in an optimal

cross-layer design involving TCP and MAC layers.

[94]

Maximize network utility in wireless mesh networks

with single-path TCP. Propose a distributed and adaptive

Flow-Level cross-layer Resource Allocation (FLRA)

algorithm.

FLRA dynamically optimizes the CSMA in the MAC

layer as well the data rate of each source at the transport

layer. The utility is maximized with the required delay

constraints.

[95]

Consider NUM with various traffic types: unicast,

multicast or broadcast flows. Also, propose cross-layer

design that includes an optimized admission control as

well as routing and scheduling policies.

A new algorithm UMW+ is analytically designed using

the approach of precedence-relaxed virtual queuing

network. Confirmed with simulation results.

[96]

Consider a multi-hop wireless ad-hoc network.

Formulate NUM with power constraints and performs

joint congestion control and power allocation.

Fast convergence achieved with the primal-dual

interior-point optimization method. The model is energy

efficient.

2.8 Summary

In this chapter, the author reviewed the IoT and how it relates to a wireless network

and the work of the thesis. Also, a brief description of TCP that is widely used as a

transport layer protocol in the TCP/IP model was provided. From this description,

the chapter derived the motivations to Multipath TCP. Further, common multipath

protocols, specifically SCTP and CMT-SCTP were presented. Their limitations

were also highlighted. Moreover, the main characteristics and goals of MPTCP

and its potential weakness points that need further research were described. Then,

several key published works in the literature that attempt to address three key

challenges, namely, congestion control, packet scheduling and latency were

introduced. For each challenge, the key differentiating points for the algorithms
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that tackle this challenge as well as the advantages and disadvantages of each

algorithm were presented. After presenting the key algorithms in general networks,

the chapter turned attention to the implementation of MPTCP in wireless networks

and IoT. This is because MPTCP is likely to be implemented in wireless networks,

where the transmitting and receiving nodes can easily have access to several

wireless connections simultaneously, such as 4G, 5G, Wi-Fi, WiMAX, etc. The

chapter outlined several wireless implementations and scenarios that are presented

in the literature, with the main characteristics, challenges and proposed solutions

for each wireless scenario. Finally, the chapter introduced an important analytical

tool that is widely used for optimizing the performance of data networks using

cross-layer designs. The mathematical basis of this tool, which is known as

Network Utility Maximization (NUM), was outlined first. This was followed by

some of the implementations and utilizations of NUM in MPTCP to demonstrate

its importance and effectiveness for MPTCP cross-layer design research. In the

next chapter, the author introduces a cross-layer design as the first contribution in

this thesis.



Chapter 3

Cross-layer Multipath Congestion

Control, Routing and Scheduling

Design in Ad Hoc Wireless

Networks

This chapter presents a cross layer model for multipath ad hoc wireless networks.

A utility maximization problem is considered with rate, scheduling and the end-

to-end queuing delay constraints. The optimisation problem is solved using the

Lagrangian and two scheduling algorithms (perfect and distributed algorithms) are

proposed. The performance of the scheme is evaluated. Although the framework

is designed for multipath ad hoc wireless networks, it is applicable to Multipath

TCP (MPTCP) and Internet of Things (IoT) wireless networks. In addition, it

should be mentioned that the author published the content of this chapter in IET

Communication, as a journal article, and it is cited in [97].
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The structure of the chapter is as follows. Section 4.1 provides an introduction.

Section 3.2 reviews some background and related works available in the literature.

In Section 3.3, the system model is shown. In Section 3.4, the cross-layer design

in fixed channels is proposed and the algorithm convergence is derived. Section

3.5 further analyses the algorithm convergence based on the proposed cross-layer

design in time varying channels. Section 3.6 reports the obtained results. Finally,

the chapter is summarised in Section 3.7.

3.1 Introduction

With the recent advancements in wireless communication technologies and de-

velopments of the IoT, efficient multipath transmission protocols are gaining

more interest [98]. A common example is the ubiquitous multihomed terminals

which support wireless communications, data processing and rich multimedia

[99]. These devices are very common and suitable benchmarks for cross layer

interaction and multipath congestion control [100]. Another potential area is

smart city which has played an important role in academic and industrial fields

(e.g., see [101]) in the last few years. It involves the development and deployment

of different IoT-based infrastructures and wireless sensor networks with available

multipath connection [102].

In an effort to address such demands, there is a growing interest in efficient

cross-layer designs. Cross layer design protocols have emerged to provide an

integrated scheme to enable interaction, coordination and joint optimization

among different layers [103]. For instance, the cross layer design employed

in order to maximize user utility for internet congestion control in the wireless

networks were studied in the literature [104–106]. In [107], physical (PHY) and

medium access control (MAC) layers were taken into consideration to provide
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stable wireless connection among moving, portable and fixed stations. In [108],

Rajesh and Gnanasekar studied congestion control in the heterogeneous wireless

ad hoc networks by considering data priorities. In [109] [110], the authors studied

a joint routing, power allocation policy and the influence of interference on multi-

hop wireless network performance. Similarly, in [111] [112], a joint routing and

scheduling problem was studied by excluding the transport layer. In [113], Chen

et al. proposed a joint design of congestion control, routing and scheduling for ad

hoc wireless networks by considering network utility maximization.

The above works considered only a single path connection, but ignored the

availability of multi-path in the network. Multipath congestion control methods

are usually developed as a joint design of transport layer and multipath routing

at the network layer [52]. In [114], Mishra et al. proposed a packet scheduling

algorithm and formulated the MPTCP problem, but they neglected the routing

problem of the network layer.

In addition, it is practical to consider queuing delay when designing cross-

layer protocols. Queuing delay is defined as the waiting time in a queue for a

packet to be served [115]. The number of waiting packets in the buffer is counted

by each separate node. This will allow an estimate of the expected queuing delay

[116]. As a result, fewer packets in the queues leads to smaller end-to-end delays

[117]. Reducing such delays can also be beneficial in load-balancing schemes to

prevent congestion [118]. Thus, end-to-end queuing delay in multipath protocols

plays an important role to provide a robust connection and improve the network

performance.

In this chapter, a utility maximization problem is considered for multipath

ad hoc wireless networks via joint cross layer congestion control, routing and

scheduling 1. The chapter considers the transport layer, network layer and MAC

1This cross-layer scheme is designed for multipath transmission protocols, thus, it is applicable
to MPTCP. It is also applicable to IoT networks since they can be in a form of ad hoc networks.
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layer for the following reasons. First, in wireless networks, the medium is shared,

and each node competes to have radio access which result in, among other issues,

contention and interference problems in the data link layer. Second, the default

routing procedure does not take into account the conflict, if any, in the data link

layer, which can degrade the network performance. Third, the transport layer

presumes that the task in network and data link layers is well-maintained which

is not always the case. Figure 3.1 shows the overview of the proposed cross

layer scheme. In the transport layer, sending rate is adjusted based on calculated

congestion price. The transport layer information is sent directly to the MAC

layer and the MAC layer accordingly performs the scheduling task and allocates

link capacity. Further, the MAC layer provides the information to the network

layer and based on that, the best route is selected. In addition, this chapter extends

the work in [113] to adapt multipath transmission and queuing efficiency. The

formulation of the optimisation problem with respect to source rate, scheduling

and queuing delay constraints in fixed and time varying channels are presented.

The Lagrangian is employed in this study to solve the optimisation problem and

two methods of scheduling namely, Perfect Scheduling and Distributed Scheduling

are proposed. All nodes in the perfect scheduling algorithm participate in the

scheduling process. In the distributed scheduling, neighbour nodes only contribute

to the scheduling. Moreover, the global convergence is mathematically proved for

the above methods. The results show that the proposed algorithms outperform

existing schemes in terms of enhancing source rate and decreasing congestion

price.
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Transport Layer

Congestion price is

calculated and sending rate
is adjusted accordingly
(congestion control) 

Network Layer

The best route is chosen
based on the MAC layer

information (routing)

MAC Layer
According to the transport

layer information, capacity is
allocated (scheduling)

Fig. 3.1 The overall concept of the proposed cross layer design.

3.2 Background and Related Works

After Internet Protocol (IP) and Transmission Control Protocol (TCP) were in-

troduced in the 1970s, they were investigated in the literature due to their major

functionality of exchanging data packets and providing a reliable byte stream

service in [119] [120]. However, as discussed in Chapter 1, single-path transport

protocols such as TCP, suffer from several efficiency-related issues, e.g. failure to

support multihoming and bandwidth aggregation [121]. Due to this motivation,

MPTCP was proposed to provide efficient data transmission in such environments

[122]. Also, Stream Control Transport Protocol (SCTP) was developed to adapt

multipath transmission [25]. Multipath protocols adapt fault tolerance, i.e differ-

ent paths can be assigned for different tasks. For instance, the fast paths can be

used for data transmission while the slow paths could be utilised for a backup

process [14]. Moreover, it has been shown that the connection-level throughput

region of multi-path routing/congestion control algorithms can be larger than that

of a single-path congestion control scheme [123] [124].
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Various studies have been proposed to develop multi-path routing/congestion

control problem including the Host Identity Protocol and Mobile IP [125]. How-

ever, these solutions usually have negative impacts on the congestion price,

scheduling and the possible conflict with regular TCP for existing applications.

The approaches to address the multipath congestion control issues can be divided

into two major categories. First, the application-based approach, where software

is developed and tested on an applied benchmark while neglecting the mathe-

matical formulation, convergence and stability analysis of the algorithm. For

instance, a Linux based software was developed in [122]. As another example,

in [126], Cui et al. proposed a fountain code based MPTCP algorithm and they

report the validation of the algorithm through simulations. The main idea behind

this algorithm is to use the random nature of fountain code in transmitting data

through different subflows. Further, Zhang et al. introduce a cross layer design

which benefits from the exchange information between MAC and transport layer

[127]. This scheme takes into account path condition before data transfer. The

paths are evaluated according to the Frame Error Rate (FER) method and the

best path is considered first for transmission. This algorithm is verified over

some simulation scenarios. In [128], a Reward and Penalize window adaption

flow control mechanism for video delivery is reported. To estimate the wireless

channel quality, effective signal-to-noise (ESNR) is calculated at the data link

layer and is reported to the transport layer. At the transport layer, the average rate

and efficiency of each path is estimated. It is worth mentioning that parallel trans-

ferring and fairness towards other TCP flows are also considered. In [13], Sharma

et al. propose a cross layer design for MPTCP. Based on MAC layer information,

the protocol employs a flexible policy for transferring data. The main objectives

of this study are improving throughput and end-to-end delay which are verified
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through simulation. There are also some experimental studies associated with

MPTCP in [129] which can be considered within the application-based category.

The second approach utilizes mathematical formulation, graph theory and

optimization problems for a given network topology. As a result, the stability

of the algorithm and its convergence to the optimal solution are mathematically

analyzed and discussed. For example, in [113], a jointly optimal design of cross

layer congestion control, routing and scheduling was proposed for single path

connection in the context of ad-hoc wireless networks. In [130], Eryilmaz and

Srikant analysed the stability of the congestion control by using LaSalle’s invariant

principle. In [131], Zhou et al. proposed a cross-layer design considering the rate

control, the medium access control and the routing problem for the cooperative

vehicular ad hoc network. Considering the flow rate allocation [132], Ploumidis

et al. proposed a distributed scheme to maximize the aggregate flow throughput.

The multi-hop networks utility maximization was studied in [115] [133] [134].

Nevertheless, this literature is mainly limited to single rate congestion control. To

the best of the author’s knowledge, there are few works focusing on multipath

congestion control using the second approach. In [91], Vo et al. studied the

congestion prices of a multipath TCP network, however, the joint congestion

control, routing and scheduling is not considered. In this chapter, the author

follows the second approach and considers joint congestion control, routing and

scheduling design for multipath ad hoc wireless networks.

3.3 System Model

This chapter considers an ad-hoc wireless network including a set of N nodes

and a set of L links. The chapter assumes that the network links are directed

with symmetric connectivity, i.e., link ( j, i) ∈ L if and only if (i, j) ∈ L. Each
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link l ∈ L has a fixed link capacity cl
2. It is further assumed that the nodes

are randomly distributed in the network area while each node has z number of

available channels for transmission.

Due to scarce resources in the wireless spectrum, connection links compete

with each other to obtain access to the channel. This chapter considers the conflict

graph (also called contention graph [135]) to observe contention relations between

the links. In addition, the primary interference in a network, i.e. the links that

share a node cannot transmit at the same time, is considered.

Fig. 3.2 illustrates an ad-hoc wireless network with five nodes and eight

links and the corresponding conflict graph. In this graph, each vertex donates

a link, and the edges represent the contention between the links. For a given

conflict graph, a set of vertices that have no edges between each other constructs

an independent set which are able to transmit simultaneously. Assume that H

denotes the independent set. An independent set h ∈ H can be represented by a

|L| dimensional rate vector bh and for any link l, bh
l is given by

bh
l =


cl i f l ∈ h

0 otherwise
(3.1)

Referring to [113], at the link layer, the feasible rate region R can be described

by the convex hull of these rate vectors. Thus,

R := {b : b =∑
h

ahbh,ah ≥ 0,∑
h

ah = 1} (3.2)

Suppose k ∈ D represents the set of destination node of network layer flow.

Also, let f k
i, j denote the capacity of link (i, j) devoted to the flow to destination k.

Therefore, the aggregate capacity on link (i, j) can be expressed as fi, j =∑k∈D f k
i, j.

2This assumption will be relaxed in Section 3.5.
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Fig. 3.2 An ad hoc wireless network with its conflict graph.

Considering the multipath opportunities, the aggregate capacity of all paths

available to the destination k can be written as fi, j,z := ∑z∈Z ∑k∈D f k
i, j,z where Z

denotes the set of all paths. Based on this system model, f := fi, j,z should satisfy

the first constraint

f ∈ R (3.3)

The physical meaning of this constraint is that the capacity allocated to the flows

f through all links (i, j) and available channels z to destination k should meet

the feasible rate region’s requirements at the MAC layer. Let xk
i indicate the

network flow created at node i to the destination k. The difference between the

aggregate capacity for all its outgoing flows and the aggregate capacity for all its

incoming flows should be greater than or equal to xk
i . Mathematically speaking,

this constraint can be expressed as

xk
i ≤ ∑

z∈Z
∑

j:(i, j)∈L
f k
i, j,z−∑

z∈Z
∑

j:( j,i)∈L
f k

j,i,z (3.4)
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Multipath transmission and M/M/m queuing system as the queuing delay

model (see Fig. 3.3) are considered in this chapter. In the M/M/m queuing system,

m represents the number of servers allocated for customer service. This should

satisfy the condition of m > 1. In this chapter, it is assumed that the number of

servers m denotes the number of transmitters in each node. The packets’ arrival

in M/M/m follows a Poisson process with mean arrival rate of λ0. In this model,

λ0 = ∑i xi
j which is the sum of incoming flow rate to node i. Additionally, let

Pu represent the equilibrium probability that there are u packets in the queuing

system. Thus, equalizing the flow between u−1 and u transition states can be

written as [136][137]

∑
i

xi
jPu−1 = min(u,m)µ0Pu, u = 1,2, ... (3.5)

where the service time µ0 is exponentially distributed with the mean value of

1/µ0. By iterating the above equation, it can be stated that [136][137]

Pu =
(mρ)u

u!
P0, u = 0,1, ...,m (3.6)

as well as

Pu+m = ρ
uPm = ρ

u (mρ)m

m!
P0, u = 0,1,2, ... (3.7)

where P0 refer to the probability that there is zero packet in the system. Therefore,

considering normalisation in [136][137] gives

P0 =

(
m−1

∑
u=0

1
u!
(mρ)u +

1
m!

1
1−ρ

(mρ)m

)−1

ρ =
∑i xi

j

mµ0

(3.8)
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In queuing systems, Little’s theorem defines Y = λ0 . ts where Y and ts is the

average number of packets and the average amount of time a packet spends in the

system, respectively [138][137]. Note that λ0 = ∑i xi
j, thus,

ts =
Y

∑i xi
j

(3.9)

Also, M/M/m queuing model confirms that Y = Lq+mρ , therefore [138][137]

ts =
1

∑i xi
j
(Lq +mρ) (3.10)

where Lq and mρ denote the average number of packets in the queue and the

average number of packets in the transmitters, respectively. Furthermore, M/M/m

queue defines Lq as [138][137]

Lq = Pq
ρ

1−ρ
(3.11)

where

Pq =
(mρ)mP0

m!(1−ρ)
, u > m (3.12)

Considering equations (3.11) and (3.12), the mean stay time for a packet,

which includes waiting and service times, in equation (3.10) can be expressed as

[116][138]

ts =
1

∑i xi
j

(
(mρ)mρ

m!(1−ρ)2 P0 +mρ

)
, ρ < 1 (3.13)

where

P0 =

(
m−1

∑
u=0

1
u!
(mρ)u +

1
m!

1
1−ρ

(mρ)m

)−1

ρ =
∑i xi

j

mµ0

(3.14)
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Fig. 3.3 Illustration of M/M/m queuing system.

As mentioned earlier, nodes have a number of channels available for transmis-

sion. Since multipath transmission is considered, the number of channels z is the

number of all paths Z. Let s ∈ S indicate the set of source nodes. Every node can

be either a traffic source node s or a relay node sr that forwards packets to the

required destination. The number of traffic flows that pass the node is defined as

the Pass Route Number (PRN). Thus, the mean value of PRN can be defined as

[116]

sr =
Zn(ō−1)

n
= Z(ō−1) (3.15)

where ō and n are the average number of hops from source to destination and

the total number of nodes in the network, respectively. Furthermore, concurrent

transmission ratio (v) is defined as the concurrent transmission capacity (G) over

the total number of nodes in the network (i.e., n) and can be expressed as [116]

v =
G
n

(3.16)

Therefore, the packets’ arrival follows a Poisson process at each relay node

with the arrival rate of sr ∑i xi
j. However, if the node is a destination node, the
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arrival of packets also follows a Poisson process but with the arrival rate of

Z ∑i xi
j, where packets are transmitted to the destination through different Z paths

simultaneously. Hence, in general, the packet’s arrival is following a Poisson

process with parameter sr ∑i xi
j +Z ∑i xi

j = Zō∑i xi
j. Since v = G/n, all nodes

can be split into 1/v sets and each set is given a time slot to ensure concurrent

transmission. Hence, the service time follows an exponential distribution and

the mean service time is 1/µv for each node transmitting once every v time slots

[116]. In addition, the mean queuing delay per hop (D̄i) can be defined as

D̄i =
1

Zō∑i xi
j

(
(mρ)mρ

m!(1−ρ)2 P0 +mρ

)
, ρ < 1 (3.17)

where

ρ =
Zō∑i xi

j

mµv
(3.18)

Since ō denotes the average number of hops from source to destination, thus,

the end-to-end queuing delay can be expressed as ∑
ō
i D̄i.

Let Us (xs) denote the user utility at source s while the sending rate is xs. The

utility maximization problem can be written as

max
xs≥0, f k

i, j,z≥0
∑
s

Us (xs)

s.t. xk
i ≤ ∑

z∈Z
∑

j:(i, j)∈L
f k
i, j,z−∑

z∈Z
∑

j:( j,i)∈L
f k

j,i,z, ∀i,k

f ∈ R

D̄i ≤ tth

(3.19)

where i ∈ N,k ∈ D, i ̸= k,xk
i = 0 if (i,k) /∈ S×D.

The delay constraint in (3.19) can be shown to be equivalent to a linear con-

straint, i.e., ∑i xi
j ≤ Ek

i , where Ek
i is a function of tth. Note that all the constraints
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in (3.19) are linear. Further, the utility function is concave, thus, the objective

function in (3.19) is concave as well. As a result, problem (3.19) is a convex

function, which can be solved to its optimality via the Lagrangian.

3.4 Cross-layer Design in Fixed Channels

The congestion control problem plays a critical role in the multipath transport

protocols. The optimality and stability of the proposed algorithm for solving the

congestion control problem is an important issue that should be considered. It

should be noted that the design of the multipath congestion control algorithm

depends on the problem under consideration. In fact, the utility function US(xs) is

not a function of the flows therefore, they can be separated. The maximization

over xs and f k
i, j,z can be performed independently in the primal problem (i.e.,

(3.19)). Thus, the problem using the Lagrangian can be expressed as

min
p≥0

Du(p) (3.20)

where p denotes a set of consensus variables and pk
i is Lagrange multiplier for

node i(i ∈ N) and destination k(k ∈ D).

To perform the congestion control and joint routing and scheduling, consider

the following Lagrangian relaxations
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Du(p) = max
xs≥0, f k

i, j,z≥0

{
∑
s

Us (xs)

− ∑
i∈N,k∈D,i ̸=k

pk
i

(
xk

i

−∑
z∈Z

∑
j:(i, j)∈L

f k
i, j,z

−∑
z∈Z

∑
j:( j,i)∈L

f k
j,i,z

)

− ∑
i∈N,k∈D,i ̸=k

qk
i

(
∑

i
xi

j−Ek
i

)}

s.t. f ∈ R,

(3.21)

Considering that a flow generated in the system can only be emitted from

components of source nodes set, (3.21) can be written as

Du1(p) = max
xs≥0

{
∑
s

Us (xs) −∑
s

(
ps +∑

i
qk

i

)
xs

}
(3.22)

where p=
{

ps,Σiqk
i
}

and ps denotes the multipliers pk
i if [i,k]∈ S×D,

and

Du2(p) = max
f k
i, j,z≥0

{
∑
i,k

pk
i

(
∑
z∈Z

∑
j:(i, j)∈L

f k
i j,z −∑

z∈Z
∑

j:( j,i)∈L
f k

j,i,z

)}

s.t. f ∈ R,

(3.23)
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Here, decomposition method is employed to perform cross-layer optimization.

Therefore, according to (3.22), the congestion control can be expressed as

xs(p) =U ′−1
s

(
ps +∑

i
qk

i

)
(3.24)

in which a unique maximizer regarding the queuing delay is subjected. It should

be noted that in (3.23), (i, j) is a bilateral node pair in L. In other words, if

(i, j) ∈ L, consequently ( j, i) ∈ L and vice versa. Further, each link capacity is

assigned if and only if sequence of (i, j) and z are specified. Hence, (3.23) can be

written as

Du2(p) = max
fi, j,z,k≥0

∑
z∈Z

∑
i, j

fi, j,z

(
pk

i − pk
j

)
s.t. f ∈ R

(3.25)

In order to undertake scheduling, the first step is to search through destina-

tions. The optimal destination for each joint scheduling can be written as k∗ ∈

argmaxk

(
pk

i − pk
j

)
. Let di, j denote the destination k differential congestion price

over nodes i, j. Considering k∗, the differential price can be di, j = (pk∗
i − pk∗

j ).

Therefore, the scheduling demands can be expressed as

f̃ ∈ argmax
f∈R

∑
z∈Z

∑
(i, j)∈L

di, j fi, j,z (3.26)

Choosing an extreme point maximizer, each routing link launches packets toward

the optimal destination as follows

f k
i, j,z =

 f̃i, j,z if k = k∗

0 if k ̸= k∗
(3.27)
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Noting that (3.25) is a piece-wise linear and not differentiable, hence, the La-

grangian function in (3.20) is not differentiable either. By introducing the follow-

ing function

ϑ
k
i,z(p) =

(
∑
z

∑
j

f k
i, j,z(p)−∑

z
∑

j
f k

j,i,z(p)− xk
i (p)

)

− ∑
i∈N,k∈D,i̸=k

qk
i

(
∑

i
xi

j−Ek
i

)

as a subgradient of the Lagrangian function and utilizing the subgradient method

in [139], the congestion price of each node can be expressed as a non-negative

real value of

pk
i,z(t +1) =

[(
pk

i (t)+ γ

(
xk

i (p(t))

−

(
∑
z∈Z

∑
j:(i, j)∈L

f k
i j,z(p(t))

−∑
z∈z

∑
j:( j,i)∈L

f k
j,i,z(p(t))

)

− ∑
i∈N,k∈D,i ̸=k

qk
i

(
∑

i
xi

j−Ek
i

)))]+
(3.28)

where γ is a positive scalar step size and "+" is the projection of ℜ+ set [113].

Therefore, the problem for the joint optimal design of cross layer congestion

control, scheduling and routing is solved. The pseudo-code of the proposed

solution for perfect scheduling is outlined in Algorithm 1.
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Algorithm 1 : Perfect Scheduling over Network with Fixed Channels
1: for each time t do
2: Update price for each node i to destination k according (3.28).
3: Each node sends its price information to its neighbours
4: for each source s do
5: xs(p) =U ′−1

s
(

ps +∑i qk
i
)

6: end for
7: Find k∗ ∈ argmaxk ∑z∈Z

(
pk

i − pk
j

)
for each node according to the ad-

jacent nodes and obtain di, j = ∑z

(
pk∗

i − pk∗
j

)
8: Assign respective capacity to each link according to f̃ ∈

argmax f∈R ∑z∈Z ∑(i, j)∈L di, j(t) fi, j,z
9: According to assigned capacities, generate the routing at each link toward

the considered destination.
10: end for

3.4.1 Algorithm Convergence

In this section, the chapter investigates the convergence of the proposed algo-

rithm. Suppose p̄(t) := ∑
t
τ=1 p(τ)

t is the average congestion price at time t. The

convergence can be obtained by proving

lim sup
t→∞

Du(p̄(t))−Du∗ (p∗)< ε : for any positive

real value of ε

(3.29)

where Du∗ and p∗ denote the optimal target and optimal price, respectively.

Recalling the subgradient method, for a small enough step size γ , gives

∥p(t +1)− p∗∥2
2 ≤∥p(t)− p∗∥2

2−2γϑ(p(t))T ∥p(t)− p∗∥

+ γ
2∥g(p(t))∥2

2

(3.30)

In fact, (3.30) can be written as
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∥p(t +1)− p∗∥2
2 ≤∥p(t)− p∗∥2

2

−2γ (Du(p(t))−Du∗)∥p(t)− p∗∥

+ γ
2∥g(p(t))∥2

2

(3.31)

As ∥p(t +1)− p∗∥2
2 > 0 and according to subspace in each reclusive duration

along the corresponding space, (3.31) can lead to

Du(p̄(t))−Du∗ (p∗)≤∥p(t)− p∗∥2
2

2γt
+

γ ∑
t
n=1 ∥ϑ(p(n))∥2

2
2t

(3.32)

If ∥ϑ(p(n))∥2 ≤Q, and since Du is a convex function, by Jensen’s inequality,

it can be concluded that Du(p̄(t))−Du∗ (p∗)≤ γQ2

2 . In other words, it is proved

that the algorithm converges statistically to within γQ2

2 of the optimal value. Hence

according to (3.24), convergence of the congestion price is guaranteed.

Proof of algorithm convergence:

Let p∗ and Q denote the optimal price and the upper bound, respectively. By

considering [140] and recalling equation (3.28) in section 3.4, it can be stated that

∥p(t +1)− p∗∥2
2 =

[
∥p(t)− γϑ(p(t))]+− p∗

∥∥2
2 ≤∥p(t)− γϑ(p(t))− p∗∥2

2

= ∥p(t)− p∗∥2
2−2γϑ(p(t))T (p(t)− p∗)

+γ
2 ∥ϑ(p(t))∥2

2 ≤∥p(t)− p∗∥2
2

−2γ(Du(p(t))−Du(p∗)+ γ
2 ∥ϑ(p(t))∥2

2

(3.33)
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The last inequality in (3.33) is based on subgradient definition. When the inequal-

ity is applied repetitively, the result is

∥p(t +1)− p∗∥2
2 ≤∥p(1)− p∗∥2

2−2γ

t

∑
τ=1

(Du(p(τ))−Du(p∗))+

γ
2

t

∑
τ=1
∥ϑ(p(τ))∥2

2

(3.34)

Considering ∥p(t +1)− p∗∥2
2 > 0, it can be expressed that

2γ

t

∑
τ=1

(Du(p(τ))−Du(p∗))≤∥p(1)− p∗∥2
2+

γ
2

t

∑
τ=1
∥ϑ(p(τ))∥2

2 ≤∥p(1)− p∗∥2
2 + γ

2tQ2
(3.35)

Thus, (3.35) can be written as

1
t

t

∑
τ=1

(Du(p(τ))−Du(p∗))≤∥p(1)− p∗∥2
2

2γt
+

Q2γ

2
(3.36)

Because Du is a convex function, by Jensen’s inequality, the following is true

Du(p̄(t))−Du(p∗)≤ γQ2

2
+
∥p(1)− p∗∥2

2
2γt

(3.37)

Hence,

lim sup
t→∞

Du(p̄(t))−Du(p∗)≤ Q2γ

2
(3.38)

Therefore, Algorithm 1 converges to within Q2γ

2 of the optimal value.
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3.4.2 Distributed Scheduling

Distributed scheduling in a multipath network can play a significant role in the

robustness of the wired or wireless network, specifically when traffic shifting to a

better path is required [15]. For example, a flow which operates along multiple

paths at the same time, could be designed using traffic scheduling mechanisms

which allow the shifting of traffic to those paths with good delivery conditions

(e.g., high bandwidth, low delay and packet loss rate) [121].

The scheduling demands in (3.26) are equivalent to maximising the weighted

sum of the capacity of links. Equivalently, this problem can be solved by a

weighted matching problem rather than finding the maximum weight of all inde-

pendent sets in the conflict graph. In a graph, a subset of links which do not share

common nodes, is referred to as a matching set. Maximum weighted matching

problems have polynomial time complexity (see, e.g., [141]) with centralized

implementation requirement, i.e., each node should announce its weight to a

central node to construct the weighted graph of the network topology. As an

alternative method, this chapter utilizes a sequential greedy algorithm introduced

in [142]. In order to convert (3.26) to a maximum weighted matching problem,

it is considered that di, j > 0 if d j,i < 0 for all z ∈ Z. From each directed bilateral

link pair, an undirected link ⟨i, j⟩ is extracted and its weight can be expressed as

d⟨i, j⟩ = max
{

w⟨i, j⟩c⟨i, j⟩,w⟨ j,i⟩c( j,i)
}

Let Lund and Dund denote the set of undirected links and its set of weight,

respectively. Now, this problem is equivalent to a maximum weighted matching

problem over the graph Gwtd =
(
N,Lund,Dund) [115].

While the scheduling process in ad hoc networks usually proceed in each

time step, the time complexity and generation of multi-hop scheduling for a
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deterministic solution are controversial [143]. On the other hand, the greedy

behaviour of wide domination of wireless interactions requires the study of

detection in compromised nodes and overall utilization of advanced statistical

methods [144][145]. Moreover, developing the dynamic of channel residual

reaction in steady state modes should be considered to expand efficiency of ad

hoc networks scheduling [146][147]. Here, this chapter considers the concepts

represented in [113][147][148] for the distribution scheduling algorithm which is

further detailed in Algorithm 2.

Remark: The scheduling algorithm needs to cope with the hierarchy of search

along paths with the difference of node-to-node price in a region starting from the

source set and ending up in the destination set. In addition, seeking an optimal

solution would be done according to the greediness of the algorithm and the

bearable congestion threshold. Furthermore, being subject to such an optimiza-

tion problem, it is necessary to make a balance between the greediness of the

algorithm and the absolute optimality of the system with respect to computational

complexity. When the primal problem is broken down into the aforementioned

sub-problems in the cross-layer design which is a generic sequence throughout

requisite solutions for (3.25) and (3.22), it is important to avoid an exponential

increase of iteration steps. Hence, in this scheduling problem, it is recommended

to make a balance between the greedy algorithm and the dynamic programming

presented in [149].

3.5 Cross-layer Design in Time Varying Channels

Multichannel networks involve multi-rate devices. In such cases, the allocated

capacity for each link is time variant. This chapter assumes that the state of

the channels is fixed within a time slot. It also assumes that the channel states
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Algorithm 2 : Distributed Scheduling over Network with Fixed Channels
1: for each time t do
2: Calculate d(i, j) for all edges where d(i, j) = max

{
w⟨i, j⟩c⟨i, j⟩,W⟨ j,i⟩c( j,i)

}
3: for all z ∈ Z do
4: find node j∗ with free neighboor j.
5: end for
6: if each i received a matching request from corresponding j∗, then
7: ⟨i, j∗⟩ is a matched link and node i send a matched reply to j∗. Con-

sequently, i will drop all other messages.
8: end if
9: if i did not receive any message then

10: send a matching request to j∗
11: end if
12: for all z ∈ Z when receiving a matching request from neighbour j do
13: if j = j∗ then
14: choose the corresponding link as a matched link and node i sends

a matched reply to j∗. Consequently, i will drop all other messages.
15: else
16: saves the message.
17: end if
18: end for
19: for all z ∈ Z do
20: when receiving a matched reply from neighbour j, link ⟨i, j∗⟩ is

confirmed by node i to be a matched link and a drop message is sent to all
free neighbours.

21: end for
22: for all z ∈ Z do
23: when receiving a matched reply from neighbour j, node i removes

node j form the list of free neighbours.
24: end for
25: Repeat steps 3 to 8 unless node i is matched or no free neighbours are

available.
26: All matched links are ready for transmission. The corresponding nodes

will use d(i, j) to schedule the directed links for transmission.
27: end for

change independently among different time slots. Let e(t) denote the state of the

channel in time slot t. The capacity of link l, at each time slot t is denoted by

cl(e), therefore, (3.1) can be revised as

bh
l (t) :=

 cl(e): if l ∈ h

0 : otherwise
(3.39)
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Recalling the earlier discussion in Section 3.3, the feasible rate region at link

layer is identified as a convex hull of the rate vectors. Let R(e) denote the feasible

rate region. Thus, using a finite channel state assumption and a finite channel

process in the identical distribution u(e), the mean rate region can be defined as

R̄ :=
{

b̄ : b̄ = ∑
e

u(e)bh(e),bh(e) ∈ R(e)
}

(3.40)

Following the steps provided in Section 3.4, the Lagrangian of the problem

statement in (3.19) and (3.20) can be given by

Du(p) = max
xs≥0, f k

i, j,z≥0

{
∑
s

Us (xs)

− ∑
i∈N,k∈D,i ̸=k

pk
i

(
xk

i −∑
z∈Z

∑
j:(i, j)∈L

f k
i, j,z

−∑
z∈Z

∑
j:( j,i)∈L

f k
j,i,z

)

− ∑
i∈N,k∈D,i̸=k

qk
i

(
∑

i
xi

j−Ek
i

)}

s.t. f ∈ R̄,

(3.41)

3.5.1 Perfect Scheduling over Time Varying Channels

The generated stream from the source set will comply accordingly from the utility

function as congestion price measures linked sets of channels. This time variation

in the system model requires stability evaluation for the proposed congestion

control method. Here, for simplicity, the floor function is employed which returns

the largest integer less than or equal to the actual value of the price.
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Algorithm 3 : Perfect Scheduling over Network with Time Varying Channels
1: for each time t do
2: Update each node’s price toward destination k

pk
i,z(t +1) =

⌊[(
pk

i (t)+ γ

(
xk

i (p(t))

−

(
∑
z∈z

∑
j:(i, j)∈L

f k
i, j,z(p(t))−∑

z∈z
∑

j:( j,i)∈L
f k

j,i,z(p(t))

)

− ∑
i∈N,k∈D,i̸=k

qk
i

(
∑

i
xi

j−Ek
i

)))]+⌋

3: Each node sends its price information to its neighbours.
4: for each source s do
5: performs congestion control as

xs(p) =U ′−1
s

(
ps +∑

i
qk

i

)
6: end for
7: Find k∗ ∈ argmaxk ∑z∈z

(
pk

i − pk
j

)
for each node according to the ad-

jacent nodes and obtain di, j = ∑z

(
pk∗

i − pk∗
j

)
8: Assign respective capacity to each link according to

f̃ ∈ arg max
f∈R̄(e(t))

∑
z∈Z

∑
(i, j)∈L

di, j(t) fi, j,z

9: Generate the flow through the selected links toward the selected destina-
tion as scheduling demands.

10: end for

For each node, it is necessary to have the information of its neighbour nodes.

In a long enough coherence time, with the small time step, channel states can be

considered as fixed during the time slot.
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In the proposed algorithm, at time t, each node i updates its price with respect

to destination k and channel z as follows

pk
i,z(t +1) =

⌊[(
pk

i (t)+ γ

(
xk

i (p(t))

−

(
∑
z∈z

∑
j:(i, j)∈L

f k
i, j,z(p(t))−∑

z∈z
∑

j:( j,i)∈L
f k

j,i,z(p(t))

)

− ∑
i∈N,k∈D,i̸=k

qk
i

(
∑

i
xi

j−Ek
i

)))]+⌋

and announces the price pk
i,z to all of its neighbour nodes. Here, ⌊ ⌋ denotes the

floor function. In the congestion control, each source node s modifies its sending

rate for t based on the local congestion price which can be written as

xs(p) =U ′−1
s

(
ps +∑

i
qk

i

)

Node i, after collecting the congestion price information from its neighbour

node j, identifies the destination such that k∗ ∈ argmaxk ∑z∈z

(
pk

i − pk
j

)
and

obtain di, j = ∑z

(
pk∗

i − pk∗
j

)
. Then it will assign respective capacity to each link

according to f̃ ∈ argmax f∈R̄(e(t))∑z∈Z ∑(i, j)∈L di, j(t) fi, j,z. In addition, perfect

scheduling over time varying channels is summarized in Algorithm 3.

It should be noted that the distributed scheduling algorithm in time-varying

channels is straightforward where it can be obtained by converting step 8 in

Algorithm 3 to a maximum weighted matching problem. Similar to what has been

done in subsection 3.4.2, the problem can be solved by using the greedy approach

proposed in [142].
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3.5.2 Stability and Convergence

Since the global parameters are fixed, it is necessary to point out the stability.

Considering the optimization problem in (3.41) and using Markov chain as the

stochastic model for p, the price can be considered as a random variable. The

aim is to prove that the Markov chain is non-explosive and stable. Consider the

following function of p at each time slot where the conditional expected value by

any Lyapunov function V is given by [113]

E[V (p(t +1))−V (p(t))|p(t)] (3.42)

In addition, for each p(t) during the time slot t is constant, p(t + 1) = p(t)−

γϑ(p(t)) should be considered. The conditional expected value can be written as:

E[V (p(t +1))−V (p(t))|p(t)] = E[V ([(p(t)− γϑ(p(t)))])

−V (p(t))|p(t)]

≤ E[V (p(t)− γϑ(p(t)))

−V (p(t))|p(t)]

(3.43)

Consider the Lyapunov function V (p(t)) = ∥p(t)− p∗∥2
2 and also define ϑ̄ as the

subgradient of (3.42), thus

E[V (p(t +1))−V (p(t))|p(t)] =E
[
−γϑ(p(t))T (2(p(t)− p∗))− γϑ(p(t))

− γϑ(p(t))T (2(p(t)− p∗))

+ γ
2E
[
∥ϑ(p(t))∥2

2|p(t)|
]

(3.44)
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Since it has been already proved that the stated subgradient is bounded, it could be

expressed that ϑ̄ is also bounded. Consequently, E[V (p(t +1))− V (p(t))|p(t)]

is bounded and the stability based on Foster’s criterion can be obtained [150]. In

an infinite approach of p during time, Du(E[p(∞)])−Du(p(t)) is also bounded

or, in other words, the referred Markov chain guarantees non-explosive behaviour

and convergence to a boundary near the optimal value [151]. Therefore along

with the congestion process, recursive time variant scheduling can generalised.

The configuration of the network which forms the presented method can maintain

the system with a practical evaluation and command. Moreover, the implemented

effect of delay and considering the ambient space in both (3.41) and (3.21) would

provide a more stable model as shown in the results section.

Proof of algorithm stability:

Let the function in (3.41) represented by Du(p) where the optimal congestion

price is p∗ and ϑ(p) is the subgradient. When the Lyapunov function [152]

V (p) = ∥p− p∗∥2
2 is taken into account, it can be given that

E[∆Vt(p(t))|p(t)] = E[V (p(t +1))−V (p(t))|p(t) = p]

= E[V (
⌊
[p(t)− γϑ(p(t))]+

⌋
)−V (p(t))|p(t) = p]

≤ E[V (p(t)− γϑ(p(t)))−V (p(t))|p(t) = p]

= E[−γϑ(p(t))T (2(p(t)− p∗)− γϑ(p(t))|p(t) = p]

= 2γϑ(p)T (p∗− p)+ γ
2E[∥ϑ(p(t))∥2

2 |p(t) = p]

≤ 2γϑ(p)T (p∗− p)+Q2
γ

2

(3.45)
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where ϑ(p(t)) is assumed to be upper bounded by Q. As Du(p) is a convex

function, it can be stated that

E[∆Vt(p(t))|p(t)]≤ 2γ(Du(p∗)−Du(p))+Q2
γ

2 (3.46)

Suppose that

ε = max
Du(p∗)−Du(p)≤γQ2

∥p− p∗∥2 (3.47)

and

B = {p : ∥p− p∗∥2 ≤ ε} (3.48)

The following inequality is obtainable

E[∆Vt(p)|p]≤−Q2
γ

2Ip∈Bc +Q2
γ

2Ip∈B (3.49)

where I is the index function. By considering the method (3.1) in [151], p(t) is

stable.

3.6 Numerical Results

In this section, the chapter presents numerical results of the proposed cross layer

design. A simple ad hoc-IoT wireless network is considered as shown in Fig. 3.4

3. In general, IoT wireless networks can be centralised systems, such as cellular

networks, or decentralised systems, such as ad hoc networks. The latter is taken

into account in this chapter. The chapter considers 6 ad hoc-IoT wireless nodes as

3To have a fair comparison, the ad hoc network under consideration is the same as the one in
[113].
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illustrated in Fig. 3.4. The connection in the network is assumed to be a multi-

peer communication system (e.g., C can communicates with F through D using

Wi-Fi P2P communication) and node E is assumed to be connected to the Internet

via a sink node (e.g., Wi-Fi access point). Each node implements the proposed

design in fixed and time-varying channel scenarios. Also, each node is assumed

to be a multi-homed device which support multipath transmission technology. In

other words, each node is capable of transmitting data through multiple paths

simultaneously. In addition, the link capacities are supposed to be between 1 and

3 units. The demonstrated network in Fig. 3.4 is chosen to examine the proposed

protocol in a minimum network with multi-homing and multiple possible paths

with link contention possible. In the ad hoc-IoT network, it is assumed that

there are two network layer flows; A to F and B to E with same utility function

Us(xs) = log(xs). The reason for selecting the log function as utility is to provide

some sort of saturation effect as traffic is increased. The step size of the presented

algorithms is set as γ = 0.1 because the chapter takes into account the subgradient

of the function and a small enough step size in the subgradient is shown to be

convenient to obtain the optimal value [113]. As mentioned in the system model,

all the links are assumed to be bidirectional and able to carry the traffic in opposite

directions. For the convenience of the reader, the network parameters are summa-

rized in Table 3.1. As a bench mark, the numerical results include the analysis of

algorithms introduced in [113] (denoted as single path ‘SP’) and [91] (denoted as

Multi-path ‘MP’). It should be noted that the results in this chapter are obtained

from formulations. The formulations used for ‘SP’ are numbers 1 to 18 as well

as 24 along with 25, and the formulations used for ‘MP’ are numbers 1 to 5 as

well as 13 to 20. Moreover, the platform used to plot the results is MATLAB 2020.



3.6 Numerical Results 118

A

C

B

E

F

D

Fig. 3.4 Configuration of the studied network and the pairing of the two network
layer flows.

Table 3.1 : Network Parameters

Parameter Value

Us (xs) log(xs)

γ 0.1

∥N∥ 6

Link capacity 1-3 units

3.6.1 Perfect Scheduling over Fixed Channels

In this sub-section, the performance of the proposed perfect scheduling algorithm

(i.e., Algorithm 1) over fixed time channel conditions is studied. It is assumed that

the capacity of links C→ E, E→C, B→ F , and F → B are one unit and the rest

of links have two units of capacity. This chapter considers two distinct flows; AF

and BE. Fig. 3.5 illustrates the performance of the presented algorithm compared

with the existing schemes in terms of normalised source rate and normalised

congestion price. It is worth mentioning that the oscillating behaviour is caused

by the non-differentiability of the function in (3.20). The algorithm introduced in

[91], always makes an effort to balance the congestion prices among its paths. In
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Fig. 3.5 Normalised source rate and normalised congestion price for perfect
scheduling over fixed time channels.

case of high congestion in one path, the allocated rate to this path will be reduced

to minimise the congestion. However, it can be observed from Fig. 3.5 that the

proposed design outperforms the existing methods (i.e., [113] and [91]) for both

flows in terms of source rate. This is due to the fact that the algorithm benefits

from all the available multi-path in the network during the scheduling process.

Furthermore, as shown in Fig. 3.5, the proposed algorithm presents more stability

and it quickly converges to the optimal value in comparison with other schemes.

Besides, the proposed algorithm demonstrates lower normalised congestion price

compared with other methods. The reason for such behaviour lies in the fact that

the algorithm takes into account the queuing delay in the communication system.

Moreover, Tables 3.2 and 3.3 show summary statistics of the results in Fig.

3.5. Specifically, they show the mean and standard deviation of the normalised



3.6 Numerical Results 120

traffic and normalised congestion price for each algorithm along with the relevant

flow respectively. It can be observed that the proposed algorithm improved the

mean traffic throughput by at least 6.3% compared to the other algorithms. Also,

it reduced the mean congestion price in comparison to the others by 4.1% at the

minimum.

Table 3.2 : The mean and standard deviation of the normalised source rate in Fig.
3.5.

Flow/Algorithm Mean Standard deviation

Flow BE (SP) 0.750 0.040

Flow AF (SP) 0.620 0.011

Flow BE (MP) 0.760 0.050

Flow AF (MP) 0.630 0.015

Flow BE (Proposed algorithm) 0.810 0.012

Flow AF (Proposed algorithm) 0.670 0.013

Table 3.3 : The mean and standard deviation of the normalised congestion price
in Fig. 3.5.

Flow/Algorithm Mean Standard deviation

Flow BE (SP) 1.400 0.100

Flow AF (SP) 1.600 0.002

Flow BE (MP) 0.511 0.002

Flow AF (MP) 0.700 0.003

Flow BE (Proposed algorithm) 0.490 0.001

Flow AF (Proposed algorithm) 0.650 0.001

Furthermore, Fig. 3.6 presents an end-to-end queuing delay comparison of

the schemes. It can be seen that the introduced cross layer design outperforms

the existing designs and achieved the minimum delay required in both BE and
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Fig. 3.6 Normalised end-to-end queuing delay for perfect scheduling over fixed
time channels.

AF flows. Single path transmission in SP leads to a higher end-to-end queuing

delay where multipath transmission in MP results in less delay, however, the MP

congestion control mechanism is not ideal since shifting the traffic from congested

paths to lower congested paths without considering paths characteristics, such as

delay, increases end-to-end delay. The proposed protocol selects the paths with

minimum delay for transmission. This technique brings the delay to a lower level

compared to the others as demonstrated in Fig. 3.6.

3.6.2 Distributed Scheduling over Fixed Channels

In this scenario, the chapter investigates the performance of the introduced dis-

tributed scheduling algorithm (i.e., Algorithm 2) over the network under consider-

ation with fixed time channels. Similar to the first scenario, it is assumed that the
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Fig. 3.7 Normalised source rate and normalised congestion price for distributed
scheduling over fixed time channels.

capacity of links C→ E, E→C, B→ F , and F → B are one unit and the rest of

the links have two units of capacity. Fig. 3.7 illustrates the performance of the

introduced algorithm compared with the existing schemes in terms of normalised

source rate and normalised congestion price. It can be observed from Fig. 3.7

that the fluctuation pattern is lower than for the perfect scheduling algorithm.

However, comparing Fig. 3.5 and Fig. 3.7 demonstrates that the distributed algo-

rithm achieves lower normalised source rate. This comes from the fact that the

feasible rate region shrinks to a smaller set under the approximate scheduling. It

should be noted that in the source rate comparison, the algorithm in [91] performs

better than the proposed algorithm at the beginning, nevertheless, the proposed

algorithm outperforms it over time. Moreover, the introduced algorithm presents

more stability compared to [91]. In general, the proposed distributed scheduling
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algorithm shows higher source rate and lower congestion price compared to both

[113] and [91] methods. The main reasons behind the satisfactory performance

are exploiting multipath transmission and considering an efficient queuing system

in the cross-layer design.

Table 3.4 : The mean and standard deviation of the normalised source rate in Fig.
3.7.

Flow/Algorithm Mean Standard deviation

Flow BE (SP) 0.740 0.005

Flow AF (SP) 0.600 0.010

Flow BE (MP) 0.760 0.050

Flow AF (MP) 0.620 0.020

Flow BE (Proposed algorithm) 0.800 0.005

Flow AF (Proposed algorithm) 0.650 0.005

Table 3.5 : The mean and standard deviation of the normalised congestion price
in Fig. 3.7.

Flow/Algorithm Mean Standard deviation

Flow BE (SP) 1.410 0.100

Flow AF (SP) 1.610 0.004

Flow BE (MP) 0.520 0.003

Flow AF (MP) 0.680 0.003

Flow BE (Proposed algorithm) 0.499 0.001

Flow AF (Proposed algorithm) 0.650 0.001

Besides, Tables 3.4 and 3.5 present summary statistics of the results in Fig.

3.7. The tables show that the proposed cross layer design enhanced the mean

traffic throughput by no less than 4.8% compared to the others, and decreased the

mean congestion price by at least 4.0%.
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Fig. 3.8 Normalised end-to-end queuing delay for distributed scheduling over
fixed time channels.

Moreover, Fig. 3.8 shows the results of end-to-end queuing delay. It can be

observed that the proposed algorithm attained the lowest delay for both flows in

comparison to SP and MP algorithms due to the efficient queuing system used.

It can be noticed that flow BE in MP has greater fluctuation in delay compared

to the others. This is due to the fact that MP does not differentiate between the

low and high delay paths especially when the feasible rate region decreases in

distributed scheduling. In addition, SP has a much higher end-to-end queuing

delay compared to the presented algorithm. Thus, the proposed method is more

effective than the others in ad hoc-IoT wireless networks.
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3.6.3 Perfect Scheduling over Time Varying Channels

In this sub-section, the chapter explores the performance of the proposed perfect

scheduling algorithm (i.e., Algorithm 3) over time varying channels condition.

Here, it is assumed that the capacity of links C→ E, E→C, B→ F , and F → B

are uniformly distributed with 0.5, 1 and 1.5 units, whereas the rest of the links

are uniformly distributed over 1, 2 and 3 units of capacity. Fig. 3.9 shows

the performance of the algorithm with regard to the normalised source rate and

normalised congestion price. As can be observed, considering the time varying

condition leads to more fluctuations for both BE and AF flows. This is due to

variation of channel states in this condition. However, the algorithm demonstrates

a more stable pattern and lower congestion price. In addition, the source rate of the

introduced algorithm is better for AF flow in comparison with the other schemes.

Although BE flow in [113] achieved higher source rate, the algorithm shows

lower oscillating behaviour. Further, the proposed algorithm outperforms the

algorithm in [91] in both source rate and congestion price. Thus, the source rate

of the proposed design is better than MP and only slightly worse than SP which

has much poorer delay, and which will be explained later in this sub-section. It

should be noted that the benefit of the available multi-path becomes more obvious

in time varying conditions. As it can be observed, the achievable sending rate for

each flow is larger compared to the fixed channel condition.

This chapter further summarizes the results of Fig. 3.9 in Tables 3.6 and 3.7.

It is shown that the proposed method improved the mean traffic throughput by

a minimum of 7.1% compared to the other methods. Also, it diminished the

congestion price in comparison to the others by no less than 3.1%.
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Fig. 3.9 Normalised source rate and normalised congestion price for perfect
scheduling over time varying channels.

Table 3.6 : The mean and standard deviation of the normalised source rate in Fig.
3.9.

Flow/Algorithm Mean Standard deviation

Flow BE (SP) 0.910 0.080

Flow AF (SP) 0.680 0.020

Flow BE (MP) 0.820 0.030

Flow AF (MP) 0.700 0.030

Flow BE (Proposed algorithm) 0.880 0.040

Flow AF (Proposed algorithm) 0.750 0.030
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Table 3.7 : The mean and standard deviation of the normalised congestion price
in Fig. 3.9.

Flow/Algorithm Mean Standard deviation

Flow BE (SP) 1.407 0.101

Flow AF (SP) 1.602 0.002

Flow BE (MP) 0.640 0.006

Flow AF (MP) 0.790 0.007

Flow BE (Proposed algorithm) 0.620 0.001

Flow AF (Proposed algorithm) 0.760 0.001
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Fig. 3.10 Normalised end-to-end queuing delay for perfect scheduling over time
varying channels.

Additionally, all methods in terms of end-to-end queuing delay are compared.

Fig. 3.10 illustrates that the introduced cross layer protocol outperforms the

existing protocols in both flows. Although flow BE in SP achieved higher source
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rate than the proposed design in Fig. 3.9, it has much higher delay as shown

in Fig. 3.10. Also, it has greater oscillating behaviour compared to the others.

This is because the link capacity is changing in time-varying channels which

leads to changes in delay especially in the single path scenario where there is no

possibility to split the traffic into multiple flows to reduce end-to-end queuing

delay. The proposed algorithm demonstrated lower delay and greater stability

compared to SP and MP algorithms.

3.6.4 Distributed Scheduling over Time Varying Channels

In this scenario, the performance of the proposed algorithm for distributed schedul-

ing (i.e., Algorithm 3 with a weighted matching approach) under time varying

channel conditions is studied. Similar to the previous scenario, it is assumed

that the links’ capacity for C→ E, E → C, B→ F , and F → B are uniformly

distributed with 0.5, 1 and 1.5 units, whereas the rest of links are uniformly

distributed over 1, 2 and 3 units of capacity. Fig. 3.11 illustrates the performance

of the presented algorithm compared with the existing schemes in terms of nor-

malised source rate and normalised congestion price. The method in [113] is

better than the proposed method as well as [91] in terms of source rate for BE

flow. However, the introduced algorithm outperforms the existing methods in AF

flow as well as congestion price measurement. Also, it shows greater stability. It

can be observed that the source rate of the distributed scheduling algorithm in

time varying channels is larger than the source rate in fixed channels. This is due

to variation of channel capacities.

The corresponding mean and standard deviation of the results in Fig. 3.11 are

summarized in Tables 3.8 and 3.9. It is illustrated that the presented cross layer

scheme enhanced the mean traffic throughput by at least 5.2% in comparison to

the others and reduced the congestion price by 3.6% at the minimum.
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Fig. 3.11 Normalised source rate and normalised congestion price for distributed
scheduling over time varying channels.

Table 3.8 : The mean and standard deviation of the normalised source rate in Fig.
3.11.

Flow/Algorithm Mean Standard deviation

Flow BE (SP) 0.900 0.090

Flow AF (SP) 0.760 0.020

Flow BE (MP) 0.820 0.025

Flow AF (MP) 0.760 0.020

Flow BE (Proposed algorithm) 0.870 0.028

Flow AF (Proposed algorithm) 0.800 0.020
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Table 3.9 : The mean and standard deviation of the normalised congestion price
in Fig. 3.11.

Flow/Algorithm Mean Standard deviation

Flow BE (SP) 1.406 0.101

Flow AF (SP) 1.600 0.002

Flow BE (MP) 0.680 0.006

Flow AF (MP) 0.780 0.007

Flow BE (Proposed algorithm) 0.655 0.001

Flow AF (Proposed algorithm) 0.750 0.001
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Fig. 3.12 Normalised end-to-end queuing delay for distributed scheduling over
time varying channels.

Furthermore, Fig. 3.12 presents an end-to-end queuing delay comparison of

the schemes. It can be seen that the cross layer design outperforms the existing

designs and achieved the minimum delay required in both BE and AF flows.
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Similar to the previous sub-section, SP is the worst case with higher delay in

comparison to the other methods. The proposed protocol selects the paths with

minimum delay for transmission. Therefore, it is a more effective system in ad

hoc-IoT wireless networks.

3.7 Summary

Demands for stable and efficient transmission are increasing due to the ongoing

expansion of global wireless data traffic. One of the most promising ways to

moderate burden of traffic load and decrease the queuing delay is to design cross-

layer protocols. In this chapter, a utility maximization problem was considered

for multipath ad hoc wireless networks via joint cross-layer congestion control,

routing and scheduling design. In the formulated utility maximization problem,

rate, scheduling and queuing delay constraints were involved under the condition

of fixed channels and time varying channels. To solve this utility maximization

problem, two scheduling methods were proposed, i.e., perfect scheduling and

distributed scheduling. In perfect scheduling, all nodes in the network contribute

to the scheduling process, while the distributed method only takes into account

adjacent nodes. For both methods, the global convergence was proved. The results

showed that the proposed algorithms outperform existing cross layer protocols in

terms of increasing source rate and reducing congestion price. In the following

chapter, the author introduces the second contribution of this thesis, that is the

use of Opportunistic Routing (OR) in MPTCP.



Chapter 4

Reduce Delay of Multipath TCP in

IoT Networks

This chapter explains the introduction of Opportunistic Routing (OR) to MPTCP.

First, the chapter compares a number of MPTCP protocols namely, traditional

MPTCP, MPTCP-Traffic Splitting Control (MPTCP-TSC) and Redundant MPTCP

(ReMP TCP) in an IoT wireless environment. After that, OR is adapted for the

above schemes and the protocols are evaluated in terms of number of transmis-

sions, end-to-end delay and start-up delay. Additionally, this chapter is published

in Springer Wireless Network as a journal article and it is cited in [153].

The chapter is organized as follows. Section 4.1 introduces the chapter. In

Section 4.2, related work is presented. The proposed design is illustrated in

Section 4.3. The system model is introduced in Section 4.4. The results of the

experiment are shown in Section 4.5. Finally, Section 4.6 summarises the chapter.
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4.1 Introduction

Next-generation networks such as the Internet of Things (IoT), smart healthcare

and intelligent transportation systems generate a massive amount of traffic with

stringent Quality of Service (QoS) requirements (i.e., high throughput, low delay

and packet-loss) [154]. Regular TCP was originally designed for wired networks

and adapted in wireless networks which gives rise to some issues such as high

packet loss and delay [155]. This is due to the characteristics of wireless channels

such as high error rate, interference, fading, obstructions etc [13]. In addition, a

lot of algorithms have been proposed to enhance TCP performance. For instance,

FAST TCP which is designed to consider queuing delay as a congestion signal

rather than packet loss probability [76]. Moreover, TCP Fast Open that signifi-

cantly boosts the connection speed of TCP by avoiding the three-way handshake

process [156]. Further, Proportional Rate Reduction (PRR) which is a novel TCP

method introduced to improve recovery procedure [157]. However, as explained

in Chapter 2, TCP lacks a fault tolerance property which is important in next-

generation communications [13]. When path failure occurs in the connection, data

will be lost, thus, TCP has to reset a new connection. Furthermore, TCP does not

support multihomed terminals such as smartphones, tablets and laptops which are

equipped with multiple heterogeneous interfaces available for transmission. This

motivated the Internet Engineering Task Force (IETF) to introduce MPTCP that

enables concurrent traffic forwarding on multiple paths using multiple network

interfaces (e.g., Wi-Fi, 5G/LTE and Ethernet). The aim of MPTCP is to increase

bandwidth and throughput while maintaining a reliable communication between

two ends [17]. In fact, MPTCP is originally designed to satisfy three objectives:

i) increase throughput; ii) load balancing and iii) do not harm [158]. Throughput

increment can be achieved by bandwidth aggregation; and load balancing is at-
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Fig. 4.1 An illustration of the MPTCP scenario, S is the source and D is the
destination.

tained by moving the traffic from congested paths while ‘do not harm’ means that

MPTCP must be fair to other TCP flows. Figure 4.1 shows the packet transfer

scenario of MPTCP communication in the transport layer. MPTCP splits data

traffic and sends it on different paths. In addition, MPTCP utilises numerous

TCP paths within one connection, where each is called a subflow. This offers

the opportunity of path diversity that is not available in conventional TCP [129].

Although MPTCP exploits path diversity, it uses a single TCP socket from the

perspective of the application, therefore, the application layer in MPTCP remains

unmodified. MPTCP is widely deployed and has no issues with middle boxes such

Network Address Translations (NATs), firewalls and proxies since it is compatible

with regular TCP [49].

MPTCP has attracted a lot of research in industry and academia due to its

improvements in network throughput. For business purposes, MPTCP is being

used in Siri, the digital assistance provided by Apple. It is supported in iOS version

7.0 and later versions. Moreover, Samsung supports MPTCP in its products

such as Galaxy S6 to offer seamless communication and better service [13]. In

academia, MPTCP was implemented and evaluated in [54] and demonstrated

better performance than conventional TCP. In [159], the authors proposed MPTCP-

TSC (Traffic Split Control) as a cost minimization problem subject to end-to-end

delay constraint. A greedy heuristic is presented that allocates the transmission
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rate for every sub-flow. The simulation results showed enhanced performance

in comparison with MPTCP. The authors in [73] proposed a scheme known as

ReMP TCP to reduce latency. The scheme sends redundant packets over parallel

sub-flows to diminish the packet drop probabilities and increase reliability. An

experiment was conducted using a simulation as well as a real-world mobile

scenario, and it was concluded that the ReMP TCP outperforms regular MPTCP.

Nevertheless, the existing MPTCP schemes [54], [159] and [73] have a high

number of transmissions which contribute to high delay. Number of transmissions

refers to the number of times a packet is transmitted/re-transmitted from source to

destination [160]. The reason for the high number of transmissions in the above

MPTCP protocols is the use of traditional routing where a lot of re-transmissions

can occur particularly in lossy links [161]. To address this challenge, the chapter

exploits the Opportunistic Routing (OR) technique.

OR is a routing model used to increase the delivery rate and reliability of

data transmission in wireless networks [160]. It selects the next routing path at

the transmission time by using the broadcasting method. Moreover, in OR, the

source node creates a list of forwarders (relays) and any adjacent node, which

hears the data transmission, can be considered as a forwarder. The source node

then can prioritise the forwarders according to certain conditions. In contrast,

traditional routing defines the routing path before transmission which can be

insufficient particularly in highly dynamic networks. Figure 4.2 presents the

scenario of OR as well as traditional routing in which the source S forwards the

traffic to the destination D. In the traditional forwarding mechanism, the route

S-R1-D is selected before sending data. All traffic must use this route until the

last packet is successfully delivered to D. In OR, the source S can select R2 or

R3 as a forwarder at the transmission time. Therefore, either S-R2-D or S-R3-D

route can be utilised.
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Fig. 4.2 An illustration of Opprtunistic Routing and Traditional Routing proce-
dure.

The main idea behind OR is to utilize the broadcast nature of the wireless

medium for a reliable transmission [162]. Consider the wireless network shown

in Figure 4.3. The source wants to transmit a data packet to the destination. In

OR, the source broadcasts the packet to the neighbouring nodes which are in

its transmission range. If the packet is not received by any node, the source

re-transmit it. Otherwise, the nodes that received the packet successfully can be

considered as a candidate to forward it. These candidates cooperate with each

other and choose the best relay node based on a specific metric such as wireless

link quality, expected energy consumption, number of hops, security, data rate

and queue length [163]. The candidates are grouped in a list called Forwarder

Priority List (FPL), thus, if the best relay fails to transmit the packet, the second

best relay takes over the transmission and so forth [160]. The broadcast and the

Opportunistic Routing continue in the network until the packet is successfully

received by the destination.

In this chapter, OR is introduced to the protocols MPTCP [54], MPTCP-TSC

[159] and ReMP TCP [73] to reduce the number of transmissions required to

successfully deliver a packet to the destination. This leads to delay reduction and

efficient use of network resources in the IoT scenario. In addition, to the best of
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Fig. 4.3 An example of packet forwarding in a wireless network using Oppor-
tunistic Routing.

the author’s knowledge, this is the first novel work which combines MPTCP with

OR. The key contributions of this chapter are as follows:

1. TCP, MPTCP, MPTCP-TSC and ReMP TCP are compared in an IoT wire-

less network to determine the best protocol in the scenario.

2. OR is adapted to TCP, MPTCP, MPTCP-TSC and ReMP TCP in order to

reduce the number of transmissions compared to the existing schemes.

3. End-to-end delay is decreased in the existing schemes by exploiting the OR

technique.

4. Multimedia data transmission is considered and the newly proposed schemes

reduce the start-up delay by requiring a smaller number of transmissions

for the first video frame.

The simulation results illustrate that ReMP TCP has the lowest number of trans-

missions, lowest end-to-end delay and start-up delay compared to the other

protocols. Furthermore, the selected schemes have shown better performance

when using the OR technique in the IoT network.
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4.2 Related Work

Wireless communication has experienced exponential growth over last decade.

The advancements in next-generation communication networks, such as IoT, have

led to a huge increase in the use of smart devices (i.e. smartphones, tablets

and smart-watches). Therefore, there is a need for a promised protocol, such as

Multipath TCP, to control the traffic. MPTCP is well-studied in the literature

and numerous research have been proposed to develop the protocol. The authors

in [124] studied MPTCP and concluded that it has higher throughput compared

to regular TCP. In [164], the researchers proposed an MPTCP scheme based

on the round-trip time (RTT) policy that forwards packets on the path with the

lowest RTT. However, the approach is not efficient in the case of lossy networks.

The authors in [64] introduced an MPTCP-based scheme which forwards the

packets on the fastest path instead of waiting for the lowest RTT route. The results

show that forwarding the packet on the fastest paths improved the performance of

the protocol compared to waiting for the lowest RTT paths when the difference

between RTTs is large. In addition, the literature in [1] explores the heuristics

based on transmission rate, loss rate and delays and concluded that this approach

performs better than the lowest RTT approach.

The authors in [165] explored the challenges of deploying MPTCP. Firstly,

MPTCP can reduce the throughput of the network due to packet re-ordering

issues. Moreover, the number of sub-flows can cause a buffer overflow problem

at the receiver side. In [166], MPTCP- Pipeline Network Coding (MPTCP-

PNC) was proposed to solve the problem of packet reordering. MPTCP-PNC

introduced cheap coding coefficient rules that reduce encoding and decoding delay

by progressively coding and decoding packets without waiting for the whole block

(group of packets) on both sides (sender and receiver). This means when the
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transport layer receives data from the upper layer and converts it into blocks or

groups, whichever packets come to the encoder are encoded and sent without

waiting for the whole group. In addition, packets are assigned to paths according

to path quality. On the receiver side, the same process occurs where the packets

are decoded and sent to the application layer regardless of the other packets of the

same group. Furthermore, in [167] an algorithm was proposed, called Stochastic

Earliest Delivery Path First (S-EDPF), which combines scheduling and random

linear coding using forward error correction (FEC). The authors provided end-

to-end performance measurement and the result obtained demonstrates that the

delay impact of reordering and packet loss is mitigated. However, the coding and

decoding model introduces computational complexity to the systems.

In [168], the impact of latency in MPTCP in mobile-based applications was

analysed. The results show that performance degrades in the case of high traf-

fic generation where modern schedulers are required. Intelligent delay-aware

packet scheduling (DAPS) was proposed to send future and current packets at the

same time [169]. This means that some sup-flows will forward current packets

where others simultaneously forward future packets. As the authors explained,

applying this approach achieved a 77% reduction in the receiver’s buffer, 63%

decrease in the application delay and increased the overall throughput by 42 %.

In [170], the authors presented an algorithm to minimize head of line blocking

problem in MPTCP. The scheme dynamically blocks the flows that can cause the

problem which leads to better performance according to the simulation results.

Nevertheless, in some cases the sup-flows in [169] and [170] become idle. The

lengthy idle period resets the congestion window (cwnd), hence, underutilises

the network resources. This issue was addressed by [171] where the completion

time of sub-flows was considered and the problem of underutilisation of flows

was solved by reducing the long idle periods. In [70], the researchers introduced
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a new data transmission model by considering the path symmetry. The model

adjusts the path selection for different data flows while predicting the volume of

data. This technique achieved short completion time of the MPTCP sub-flows

according to the simulation results. In [65], the authors proposed an MPTCP-

based weighted round robin scheduler that integrated a load balancing approach

and achieved optimal performance; however, the proposed scheme has a fairness

issue. The authors in [172] proposed an MPTCP based approach for satisfying

the QoS requirement of the network. The traffic is forwarded on the path with

low queuing delay, RTT and congestion state. The results show that higher QoS

is achieved compared to other schedulers.

The authors in [173] used MPTCP for resource pooling and a new metric

that expects throughput was calculated for each sub-flow. The results showed

higher throughput and lower network congestion. In addition, the authors in [174]

dynamically adjusted the congestion window according to the requirement of the

application. This method results in lower packet loss and better throughput. The

authors in [175] designed a framework operating at the receiver-side to optimally

allocate a transmission rate for each sup-flow in order to reduce the application-

level delay. The receiver sends 3-duplicate acknowledgments (ACKs) to the

sender to adjust the congestion window if the current cwnd size is greater than a

threshold. However, this process is not practical in IoT networks. The authors in

[176] proposed an MPTCP congestion control algorithm that adaptively decouples

sub-flows which are not sharing the bottleneck to maximize the throughput.

The existing MPTCP performs well for traditional routing-based networks.

However, such a routing method is shown to have a higher number of transmis-

sions compared to OR, which result in delay [177]. In next-generation networks

such as IoT, low delay is a significant requirement, thus, traditional routing-based

MPTCP schemes cannot fully satisfy the need. Therefore, a research gap exists to
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improve the protocol. OR is a beneficial routing model particularly in wireless

networks. It is shown that OR can increase packet delivery rate and reliability

of data transmission by using broadcast technique in wireless communication

channel [163]. Multiple relays could receive the same message and forward it,

thus, the probability of successful packet delivery from source to destination is

significantly increased. Consequently, this increases network throughput which

is a key metric in wireless communication systems [178]. It also can increase

goodput in wireless networks if the channels are in good condition. More im-

portantly, OR could reduce delay since unnecessary re-transmission is avoided

[179]. Re-transmission only occurs when the message is not received by any node.

However, one of the issues of OR is overhead [160]. The communication between

the relay nodes in the coordination process may cause network collision or con-

gestion. The solution to this concern can be carrying out the OR coordination

by using the fixed network bearer between wireless base stations, and not over

the wireless bearer between the network base stations. Another challenge is the

degraded performance of OR when interacting with TCP [180]. This due to the

fact that OR requires more packets to transmit than a typical TCP window [177].

The solution to this issue could be isolating OR from TCP (e.g., using proxy). In

this chapter, the opportunity is taken to adapt OR in MPTCP and enhance the IoT

wireless sensors network. To the best of the author’s knowledge, this is the first

novel work which combines Multipath TCP with Opportunistic Routing.

4.3 Proposed Design

In TCP/IP system, the application layer generates data traffic in a specific rate and

passes it to the transport layer for processing. The traffic reaches the transport

layer in a form of stream [12]. It is known that the traffic cannot be sent as a



4.4 System Model 142

stream, thus, the transport layer strips it into segments (packets) [11]. In this

design, the MPTCP receives the application layer’s stream, divides it into packets

and stores them in a shared sender buffer. This buffer is shared between all the

paths. Each path of the MPTCP broadcasts the packet that is assigned to it. The

broadcast data packet includes a unique sequence number for the data packet

and an identification number for each of the source and the destination nodes.

In contrast to the traditional OR, the source node in this design does not have

a forward list. In fact, it does not contribute to the routing task. This reduces

the complexity of the presented system. The forwarding procedure is left to the

neighbour nodes. When the packet is successfully received by the neighbours, they

cooperate with each other to decide which node forwards it. Only one is allowed to

forward the packet. The chapter assumes that the nodes are aware of the distance

between each other, therefore, the priority is for the closest node to the destination.

All other nodes discard that packet. If all neighbour nodes have the same distance

to the destination, a random forwarder is selected. The process is repeated among

the nodes until the source packet reaches the destination. If the destination node

successfully obtains the packet, it broadcasts an acknowledgment. When the

acknowledgment packet is received by the neighbours, they drop the current data

packet and forward the acknowledgment packet back to the source node using

the same OR technique. If the source node does not receive an acknowledgment

within the Re-transmission Timeout (RTO) period that is established by MPTCP,

it automatically rebroadcast the packet.

4.4 System Model

The components of the IoT networks are identified as follows: (i) Hardware –

which includes sensors and communication equipment, (ii) Middleware – that
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refers to data storage and analysis (i.e., Internet gateways), and (iii) Presentation

– which means data visualisation (i.e., applications) [181]. Figure 4.4 illustrates

the general IoT network architecture. In this chapter, only the network between

the sensors and the middleware is studied. The chapter considers a Wireless

Sensors Network (WSN) with 10 wireless nodes distributed uniformly as shown

in Figure 4.5. The sensors are deployed in a network area of 180 X 180 m2.

The S node is the source sensor and D is the destination node. The D node in

the proposed model is acting as an IoT gateway. It can be a smartphone that is

connected to the Internet using Wi-Fi or 5G cellular communication. S is installed

with a camera which senses an object (for any purpose), records a video and sends

it to D to take an action. The D node acts accordingly by processing the video

and sending it to the remote server for further processing. Nevertheless, only the

communication between the source sensor and the gateway is considered, thus,

the study of the network afterward is outside the scope of this chapter. In the IoT

network, only the S and the D nodes are MPTCP capable which means they can

transmit or receive data through different paths simultaneously. Both the source

Fig. 4.4 IoT architecture consists of hardware (sensors,communication stack),
middleware (gateways) and presentation (applications).
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Fig. 4.5 An illustration of the considered IoT network.

and the gateway have 2 Wi-Fi interfaces ready for transmission. This is because

Wi-Fi is a short distance network with high data rate which is convenient in this

scenario. In addition, all other nodes act as relays. Since this chapter aims to

examine the proposed design in a lossy network, all links in the network have a

loss probability of 0.4.

In this work, it is assumed that there is no interference between the sen-

sor nodes (e.g., using OFDMA communication channels). As previously men-

tioned, the number of transmissions refers to the number of times a packet is

transmitted/re-transmitted from source to destination. Taking this into considera-

tion, end-to-end delay T can be defined as

T =
N

∑
n=1

NTn.T D (4.1)

where N is the total number of packets, NTn is the number of transmissions for

the nth packet and T D is the transmission delay. Transmission delay is known as

the time taken by a packet to be successfully transferred into the communication

link. Thus, T D can be expressed as
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T D =
PS
T R

(4.2)

where PS and T R are the packet size and the transmission rate respectively.

In addition, the startup delay considered in this chapter is evaluated based on

the number of transmissions. The chapter assumes that 45 packets are required to

display the first video frame (the first picture in a video stream).

4.5 Preliminary Experimental Results

In this section, Figure 4.5 is considered as the network topology. The simulation

tool used for evaluating the performance of the proposed OR-based Multipath

TCP is MATLAB-NS3 2020 [182]. The existing TCP and MPTCP in MATLAB-

NS3 2020 are used, however, the author developed MPTCP-TSC and ReMP

TCP protocols. Specifically, the scheduler of standard MPTCP is changed to

implement the aforementioned schemes. In sub-section 4.5.1, TCP/IP stack is

utilised to compare the selected protocols since they are compatible with the

existing TCP/IP model. However, the stack is changed in sub-section 4.5.2 to

adapt the OR method. This change includes introducing an adaption layer, called

OR_MPTCP, which runs on top of the IP layer. The purpose of this layer is

to hide the opportunistic routing from the transport layer. The reason is that

exposure of OR to the transport layer may result in out-of-order packet arrivals,

hence, hiding OR is a better solution [180]. The IP layer uses broadcasting when

forwarding the packets. In addition, this chapter compares the selected schemes

with respect to total number of data transmissions, delay and number of useful

packets received. A total of 1000 packets are being transmitted to the destination.

The simulation parameters can be seen in Table 4.1. The values of the parameters
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Table 4.1 : Simulation Parameters

Simulation Parameter Value

Simulation tool MATLAB-NS3 2020
Coverage area 180 x 180 m2

Transmission range 45 meters
Loss probability 0.4
Congestion control for MPTCPs Coupled
Congestion control for TCP NewReno
RTT 100 ms
RTO 200 ms
Number of packets (N) 1000
Number of paths (in the MPTCP) 2
IEEE protocol Wi-Fi 802.11
Transmission rate (T R) 6 Mbps
Packet size (PS) 1 KB

are chosen according to [54], [159] and [73] for fair comparison. In the following

sub-sections, the simulation results will be explained.

4.5.1 Schemes Without OR

In this sub-section, the chapter compared MPTCP, MPTCP-TSC, ReMP TCP, as

well as regular TCP in an IoT wireless network. The protocols are simulated with-

out exploiting the Opportunistic Routing technique to analyse the schemes and

determine the best case in the experiment. Figure 4.6 illustrates the comparison of

the benchmark schemes in terms of the total number of transmissions (represented

by Y-axis) and the number of packets usefully received (represented by X-axis). It

can be seen from Figure 4.6 that TCP has the worst performance compared to all

MPTCP schemes where it required a total of 6752 transmissions to receive 1000

packets successfully at the destination. The reason is that TCP is a single path

protocol and this results in a higher number of re-transmissions. The MPTCP

performance is better compared to the TCP protocol as the single flow can be

split into multiple parallel flows and the number of transmissions reduced to 6332
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Fig. 4.6 A comparison of benchmark schemes in total number of transmissions
versus number of packets usefully received.

in the experiment. The performance of the MPTCP-TSC has shown good results

and achieved an acceptable total number of transmissions, particularly 6100, in

comparison with TCP and MPTCP. This is because the MPCP-TSC allocates a

transmission rate to each sub-flow taking into account the delay constraints. The

ReMP TCP has the best performance of all the schemes with only 5056 packet

transmissions. The previous Multipath TCP schemes use all available paths for

data transmission where ReMP TCP uses some paths for redundant data to reduce

re-transmission. Therefore, ReMP TCP is the best scenario.

Furthermore, the performance of each protocol with respect to end-to-end

delay is evaluated. Figure 4.7 illustrates the comparison of the benchmark schemes

in terms of number of packets usefully received (represented by X-axis) and end-

to-end delay (represented by Y-axis). It can be observed from Figure 4.7 that TCP

achieved the highest delay where it required 1.12 seconds to receive 1000 packets

successfully at the destination. MPTCP and MPTCP-TSC protocols perform
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Fig. 4.7 End-To-End delay evaluation (in seconds) for each protocol with respect
to number of useful packets received without exploiting OR technique.

similar to TCP at the beginning because the number of packets is too small to

illustrate the difference between the two schemes. However, when the number

of packets reaches about 300, MPTCP-TSC demonstrates a lower delay than

MPTCP. The reason is that MPTCP-TSC considers path characteristics before

transmission, therefore, unnecessary delay can be avoided. MPTCP needed 1.06

seconds to receive the traffic correctly and MPTCP-TSC required 1.01 seconds. In

contrast to MPTCP and MPTCP-TSC, ReMP TCP duplicates packets and sends

them over all the available paths simultaneously. Although this approach results

in bandwidth underutilisation, it achieved the lowest delay in the experiment with

0.86 seconds.
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4.5.2 Schemes with OR

In this sub-section, the protocols are improved by considering the OR method.

Nevertheless, before integrating OR to the existing schemes, the chapter first

simulated OR alone without any transport layer protocol to evaluate its perfor-

mance. Then, each OR-based MPTCP scheme was evaluated. Figure 4.8 presents

the results of the experiment where the X-axis represents the number of packets

usefully received and the Y-axis represents the total number of transmissions.

It was found that OR was the worst scenario in the simulation. It required a

total of 6090 transmissions to successfully receive 1000 packets at the desti-

nation node. This is because OR does not consider flow control between the

sender and receiver, which leads to frequent packet drops, therefore, frequent

re-transmissions. Further, transport layer schemes improved significantly. TCP

with OR reduced the transmission count by 12.7% in comparison to the previous

result in Figure 4.6. OR-based MPTCP achieved a 12.4% reduction in the number

of transmissions compared to plain MPTCP. The MPTCP-TSC scheme using OR

decreases total transmissions by 10% in comparison with existing MPTCP-TSC.

Lastly, when ReMP TCP was combined with the OR, the number of transmissions

dropped by 8.4% compared to ReMP TCP without OR. Additionally, it is shown

that ReMP TCP outperforms the aforementioned schemes with and without OR.

Table 4.2 demonstrates a straightforward comparison between existing MPTCP

protocols (Figure 4.6) and OR-based MPTCP protocols (Figure 4.8) in terms of

the number of packets transmitted and the number of packets usefully received.

It should be mentioned that the number of packets usefully received is the same

for both scenarios. The OR-based MPTCP protocols show reduction in packet

transmissions compared to the existing MPTCP protocols by at least 8.4%.
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Fig. 4.8 A comparison of the OR-based MPTCP protocols in total number of
transmissions versus number of useful packets received.

Table 4.2 : Summary of the results in Fig. 4.6 (existing schemes) and Fig. 4.8
(OR-based MPTCP schemes).

Schemes The number of packets
transmitted (existing
schemes)

The number of packets
transmitted (OR-based
schemes)

The number of packets
usefully received

ReMP TCP 5056 4630 1000
MPTCP-TSC 6100 5430 1000
MPTCP 6332 5546 1000
TCP 6752 5890 1000
OR —— 6090 1000

Moreover, this chapter evaluated end-to-end delay for OR itself and for each

OR-based MPTCP scheme as shown in Figure 4.9. The X-axis represents the

number of packets usefully received and the Y-axis represents the end-to-end

delay. It is illustrated that OR was the worst case, which is similar to the result

in the previous sub-section. It needed 0.99 second to receive the traffic correctly

at the destination. However, in this simulation, all other schemes required less

than 0.99 second to receive 1000 packets. In comparison with Figure 4.7, the

ReMP TCP delay dropped from 0.86 to 0.76 second (11.6% reduction) where
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MPTCP-TSC measurement diminished from 1.01 to 0.90 second (10.8%). Also,

MPTCP delay reduced from 1.06 to 0.92 second (13.2%) when exploiting OR

technique and TCP performance improved to require 0.97 second instead of 1.12

(13.3%) in the previous result.
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Fig. 4.9 End-To-End delay evaluation (in seconds) for each OR-based MPTCP
scheme with respect to number of packets usefully received.

Table 4.3 presents summary statistics of the results in Figure 4.7 (existing

MPTCP protocols) and Figure 4.9 (OR-based MPTCP protocols) with respect

to the number of packets usefully received and the end-to-end delay. Similar to

the statistics in Table 4.2, the number of packets usefully received is the same

for both scenarios. The OR-based MPTCP protocols shows reduction in delay

compared to the existing MPTCP protocols by at the minimum 10.8%. Therefore,

the proposed schemes are demonstrated to be more effective and sufficient in

terms of demanding a small number of transmissions and low delay in the IoT

network.
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Table 4.3 : Summary of the results in Fig. 4.7 (existing schemes) and Fig. 4.9
(OR-based MPTCP schemes).

Schemes The number of packets
usefully received

End-to-end delay
(existing schemes)

End-to-end delay
(OR-based schemes)

ReMP TCP 1000 0.86 0.76
MPTCP-TSC 1000 1.01 0.90
MPTCP 1000 1.06 0.92
TCP 1000 1.12 0.97
OR 1000 —— 0.99

The work is further extended to demonstrate the total number of transmissions

required for each OR-based MPTCP protocol to start-up a video at the destination

node. As mentioned before, it is assumed that 45 packets are required to display

the first video frame. Figure 4.10 shows the comparison between the schemes and

it can be observed that TCP is the worst case. This is due to single path utilization

where frequent packet loss occurred. MPTCP performs better than TCP with

a reduction of 28 transmissions. This shows the advantage of splitting a single

flow into several sub-flows. The MPTCP-TSC forwards the same traffic to the

destination with a specific transmission rate allocated for each sub-flow. This

resulted in requiring 17 transmissions less than MPTCP. Finally, the ReMP TCP

achieved the lowest number of transmissions required to run the first frame with a

15 transmission reduction from MPTCP-TSC. In addition, Table 4.4 illustrates

the total number of transmissions for each protocol. The newly designed schemes

showed better performance than the schemes without OR and diminished the

start-up delay by requiring a smaller number of transmissions for the first video

frame.

To summarize the simulation results, ReMP TCP outperforms the other

schemes in the IoT network. Its performance is improved further by using

OR. Also, it can be observed that the OR technique provides considerable en-

hancement to the existing protocols and reduces the number of transmissions
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Fig. 4.10 Demonstration of the total number of transmissions required to display
the first video frame (45 packets) at the destination for each protocol.

Table 4.4 : The total transmissions count for OR-based MPTCP protocols to
successfully send the first video frame to the destination.

Schemes Total number of transmissions

ReMP TCP 228
MPTCP-TSC 243
MPTCP 260
TCP 288

which consequently reduces delay. Thus, using OR with MPTCP protocols is a

promising method for the next generation networks.

4.6 Summary

Although delay in MPTCP has been significantly enhanced in recent years, the

high number of data transmissions remains an issue. In this chapter, MPTCP

delay is reduced by reducing the number of transmissions using the OR technique.
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OR is a routing model used to increase the delivery rate and reliability of data

transmission in wireless networks by using the broadcasting method. This enables

each subflow data to be received by multiple relays. The chapter first compared

a number of MPTCP protocols namely, traditional MPTCP, MPTCP Traffic

Splitting Control (MPTCP-TSC) and Redundant MPTCP (ReMP TCP) in an IoT

environment. It was found that ReMP TCP outperforms other protocols. Then,

OR was adapted to all the aforementioned protocols. The results showed that

OR-based MPTCP schemes outperform existing schemes. The chapter further

compared the OR-based MPTCP protocols in terms of startup delay. It was found

that ReMP TCP is better than other schemes. In the next chapter, the author

describes the last contribution of this thesis, i.e. Full Duplex communication and

MPTCP.



Chapter 5

Feasibility Analysis of Full Duplex

Technology in Enhancing MPTCP

for URLLC Applications in

B5G-IoV Networks

This chapter investigates the possibility of applying Full Duplex (FD) technology

to Multipath TCP (MPTCP). It also describes a novel scheme, called FD-based

multi-path transmission control protocol (FDMP), that is proposed for ultra-

reliable low-latency communication (URLLC) in beyond 5G Internet of Vehicle

(B5G-IoV) networks. In addition, the content of this chapter is submitted to IEEE

Transactions on Vehicular Technology for publication and it is currently under

review.

The chapter is structured as follows. The introduction is presented in Section

5.1. In Section 5.2, the chapter illustrates the considered system model. In Section

5.3, the chapter first analyses the shortcomings of MPTCP. Then, the proposed
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FDMP is introduced. Moreover, a comparison between the two protocols is

presented to elaborate the benefits and the cost of applying FD technology in

enhancing MPTCP for URLLC applications in B5G-IoV networks. In Section

5.4, the performance of MPTCP and FDMP is evaluated and analysed. Finally,

the chapter is summarised in Section 5.5.

5.1 Introduction

According to the latest frozen 3GPP Rel-16 standard, current vehicular communi-

cation technologies are only capable of supporting basic vehicle-to-everything

(V2X) applications in Internet of Vehicle (IoV) networks, and future Quality of

Service (QoS) requirements of advanced V2X applications will become more

stringent [183]. Therefore, many new technologies are undergoing extensive

investigation for enhancing the performance of beyond 5G IoV (B5G-IoV) net-

works. Full duplex (FD) technology is a promising solution for many existing

networks. However, applying FD technology is not only a controversial question

in general B5G networks, but it is also an even more worrying concern in IoV

networks [184].

Besides the FD technology, future V2X applications also require support

throughout Physical- (PHY-), Medium Access Control- (MAC-) and transmis-

sion control techniques. In the literature of V2X communications, many works

focus on enhancing the PHY and MAC layer techniques. For example, in the

PHY layer, the authors in [185] investigated the potential of multiple physical

layer security techniques in improving the secure transmission in cellular-V2X

networks. Also, in [186], the authors investigated FD collision detection and

avoidance from the PHY layer perspective. In the MAC layer, the authors in [187]

proposed a scheduling scheme based on the location and ordering of Vehicular



5.2 System Model 157

User Equipments (VUEs). In [188], the authors surveyed the latest developments

in the standardisation of radio access technologies. On the other hand, researchers

are also conducting extensive work in enhancing the transport layer transmission

control, such as the conventional half duplex (HD) TCP and MPTCP. For example,

the authors in [66] proposed a congestion control and scheduling mechanism,

which is shown to outperform the MPTCP in heterogeneous wireless environ-

ments. However, to the best of the author’s knowledge, B5G-IoV networks require

transport layer support, but none of the works have investigated MPTCP.

Motivated by the lack of study in the transport layer for B5G-IoV networks,

and the discussion on the feasibility of FD technology, this chapter applies the

simultaneous transmission and sensing feature of FD technology to the MPTCP to

address this concern in B5G-IoV networks. First, the communication architecture

of B5G-IoV networks is introduced. Then, the chapter analyses the problems if

MPTCP is applied to B5G-IoV networks without modification, because MPTCP

was not designed for ultra-reliable low-latency communication (URLLC) appli-

cations. After that, the chapter proposes an FD-based multi-path transmission

control protocol, named FDMP, aiming to improve the reliability and reduce

the latency. Finally, the feasibility of FD technology in enhancing MPTCP for

URLLC applications in B5G-IoV networks is analysed.

5.2 System Model

This chapter considers an IoV network in which VUEs are assumed to be equipped

with the FD technology. Moreover, due to the fact that current 5G new radio V2X

technology does not have backward compatibility, and it will be achieved through

a dual-radio system [188], the chapter assumes that the 4G path and the 5G path

coexist in the network, as shown in Fig. 5.1. In addition, the 4G and 5G paths are
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assumed to be the only two available sub-flows, since the work in [189] has shown

that an MPTCP connection with two sub-flows is enough in most practical cases.

Furthermore, it is also assumed that the VUEs are capable of sensing the channel

status via the most widely-used energy detection technique, and autonomously

executing the proposed protocol which is explained in detail in Section 5.3.

FD-enabled Transmission and Sensing

5G gNB 4G eNB

5G Path
4G Path

4G Path

5G Path

Fig. 5.1 An illustrative diagram of the IoV Network

Because of the rapid environment change and hardware imperfection, the

deployed FD sensing technology is considered to be insufficient to provide perfect

sensing results. Therefore, decisions in the proposed protocol are made with

certain probabilities based on the measured signal strength. In this chapter,

detection probability is expressed as the probability that a VUE or a base station

correctly finds the occupancy of a time-frequency resource when the resource

is actually taken by at least one other VUE. Also, mis-detection probability is

defined as the probability that a VUE finds a resource free to be exploited when

the resource is actually taken by at least one other VUE. Further, false alarm

probability is explained as the probability that a VUE falsely finds the occupancy

of a resource when the resource is actually free to be exploited.

Finally, it is assumed that the VUEs enjoy virtually endless energy and com-

putational resource, so that the processing delay depending on the hardware

calculation capability is ignored in this work. Moreover, the propagation delay is
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also ignored in this analysis due to the following two reasons. First, the distance

between the transmitting VUE and its receiving UE varies from application to

application. Second, the distance is relatively small in comparison to the speed of

propagation of the electromagnetic wave. In other words, this chapter focuses on

the reliability and latency analysis of the protocol execution performance.

5.3 Transmission Control

In this section, the chapter first analyses the shortcomings of the conventional

MPTCP protocol. Then, it introduces how the FD sensing feature is exploited and

integrated into the proposed FDMP design, and what additional modifications are

made in order to enhance the performance for supporting URLLC applications in

future B5G-IoV networks.

5.3.1 Problem Analysis

MPTCP is a standardised transport layer protocol that is designed based on

the TCP protocol to increase the network throughput and robustness against

path failure due to the unknown and fast-changing channel status [17]. However,

MPTCP suffers from the following problems, if it is applied to B5G-IoV networks

without modification. First, MPTCP design has a connection establishment

phase (a.k.a. the handshake procedure), which enhances reliability, but increases

latency, because packets cannot be transmitted until the connection has been

established successfully. Second, MPTCP design incorporates a congestion

control mechanism and a re-transmission mechanism, both of which depend on

the passive reception of the acknowledgement (ACK) information. In other words,

latency can be shortened if a novel proactive acknowledgement mechanism can

be deployed. Third, MPTCP suffers from the re-transmission timeout control
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problem, which produces a large round-trip time (i.e. latency) as described and

shown in [190]. Hence, MPTCP requires enhancement in the re-transmission

mechanism design.

5.3.2 The Proposed FDMP Design

The core motivations of the FDMP design are as follows. The first motivation is

to remove the connection establishment procedure, so that the connection time

can be saved. The second motivation is to replace the passive acknowledgement

strategy with a novel proactive acknowledgement strategy through FD sensing

technology, so that the protocol does not require the reception node to send an

acknowledgement packet, and the acknowledgement latency is shortened. The

last motivation is to shorten the aforementioned re-transmission timeout control

process, so that the overall latency can be further reduced for better supporting

future stringent URLLC applications in B5G-IoV networks.

As shown in Fig. 5.2, the proposed FDMP design starts from a sensing phase.

When a packet is generated at a generic VUE, Vx, it measures the energy level of

the 5G path for resource occupancy status prior to the start of its transmission.

The received signal, rbt [n], is expressed as [191]

rbt [n] =


w[n]; H1

s[n]+w[n]; H2

(5.1)

where w[n] indicates the noise signal, s[n] indicates the transmitting signal from

another VUE, H1 refers to the hypothetical case in which the resource is free to

be used, and H2 refers to the hypothetical case in which the resource is occupied

by another VUE and not available to be used. The energy detection test statistic,
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Fig. 5.2 The workflow diagram of FDMP design

En, is defined as

En = 1
N ·∑

N
n=1 |rbt [n]|2, (5.2)

where N refers to the total number of samples, which is given by N = τ · fs, where

τ denotes the sensing time, and fs denotes the sampling frequency. Therefore, the

detection probability before transmission, Pbt
d , is given by [192]

Pbt
d = Q((

εth1
σ2

w
−ϒs−1) ·

√
N

2ϒs+1), (5.3)
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where εth1 indicates the decision threshold, above which the resource is considered

to be occupied by another VUE, σ2
w represents the noise variance, ϒs indicates the

energy measurement of the transmitting signal, s[n], and Q(.) is the Q function

operator. In addition, the false alarm probability, Pbt
f , is given by [192]

Pbt
f = Q((

εth1
σ2

w
−1) ·

√
N), (5.4)

and the mis-detection probability is expressed as

Pbt
m = 1−Pbt

d . (5.5)

Afterwards, if a free 5G path is found by the Vx, it starts transmission immedi-

ately. Otherwise, Vx switches to the 4G path and senses for an available resource.

If a free 4G path is found, Vx takes the 4G path to transmit. Otherwise, Vx switches

between the 4G and 5G paths and keeps sensing for an available resource until

a free path has been found. In addition to transmission, this continuous path

switching and sensing phase can also be terminated by a new packet arrival. Then,

Vx will re-execute the FDMP design from the beginning. The first motivation

for proposing such a design comes from the frequent update requirement of

URLLC applications. The second motivation comes from the congestion control

perspective.

When a free path has been selected for transmission, Vx transmits in an

FD manner. In other words, Vx is detecting for a potential collision caused by

simultaneous path and resource selection whilst transmitting the packet. The

received signal, rdt [n], is expressed as

rdt [n] =


√

ηsi[n]+w[n]; H3

s[n]+
√

ηsi[n]+w[n]; H4

(5.6)
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where si[n] indicates the self-interference (SI) signal, η indicates the SI suppres-

sion (SIS) factor. The SIS factor is the percentage of the residual SI after applying

SI suppression [191]. The probability of detection, Pdt
d , is defined as [192]

Pdt
d =Q((

εth2

σ2
w
−ϒs−η

2
ϒsi−1)×√

N
2η2ϒsi +2η2ϒsiϒs +2ϒs +1

),

(5.7)

where εth2 is the decision threshold for collision detection, above which the

transmission is deemed to be in collision, and the packet is lost. ϒsi indicates

the energy measurement of the SI signal, and η defines the SIS factor. The false

alarm probability, Pdt
f , is given by [192]

Pdt
f = Q((

εth2

σ2
w
−η

2
ϒsi−1) ·

√
N

2η2ϒsi +1
), (5.8)

and the probability of mis-detection is expressed as

Pdt
m = 1−Pdt

d . (5.9)

If a collision is not detected during transmission, the transmission is deemed

to be successful. Otherwise, several VUEs have selected the same path simul-

taneously for the first attempt. In this case, all VUEs abort the current ongoing

transmission immediately and activate a re-transmission mechanism. In this

mechanism, each VUE differs its re-transmission in both time and path randomly.

First, a generic collided VUE, Vx, sets up a re-attempt path counter (RPC) and a

re-attempt time counter (RTC). Then, Vx randomly generates either 0 or 1 for the

RPC, where 0 represents the 5G path and 1 represents the 4G path. Afterwards,

Vx randomly differs its re-attempt time for α sub-frame(s) and stores this value in
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the RTC, where α ∈ [0,Tmax], and Tmax denotes the number of the next re-attempt.

For example, Tmax = 1 for the first re-attempt, Tmax = 2 for the second re-attempt

and so on. Same as the termination policy in the path switching phase, Vx discards

the current packet when a new packet has been generated.

5.3.3 Comparison

The proposed FDMP method has modified the MPTCP design from a contention-

free protocol to a contention-based protocol. Therefore, the reliability perfor-

mance is a constraint and should be guaranteed, which is analysed in Section

5.4.

In particular, FDMP has introduced FD sensing feature, a modified scheduler

and congestion control method, a proactive ACK mechanism and a sensing-based

re-transmission strategy. Hence, the latency is reduced from the connection

establishment, the ACK and the re-transmission activation procedures, which can

happen in five cases, as shown in Fig. 5.3.

The first case refers to the connection establishment process. FDMP does

not have a handshake procedure; therefore, there is no connection establishment

latency. The second case refers to the ACK process. FDMP acknowledges a packet

proactively through the FD sensing technology; thus, there is no ACK latency.

The third case refers to the re-transmission activation according to the negative

ACK (NACK) reception. FDMP does not rely on the NACK reception to trigger

the re-transmission mechanism; hence, the re-transmission activation latency is

reduced. The fourth case refers to the re-transmission activation according to

the timeout mechanism. FDMP does not have a timeout mechanism and packets

are re-transmitted according to the sensed collision information. Therefore, the

re-transmission activation latency is reduced. The last case refers to the packet

loss problem. A transmission abortion policy is introduced and integrated into
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Fig. 5.3 Latency Reduction Comparison

FDMP. Therefore, the re-transmission activation latency can also be reduced when

a packet loss is detected.

Whilst enjoying the above benefits, it is also meaningful to analyse the cost of

applying FD technology in enhancing MPTCP. FDMP deploys FD technology for

simultaneous sensing and transmission. Therefore, it suffers from the SI signal,

and requires advanced SIS methods and more expensive hardware to support the

SIS methods, whilst MPTCP deploys HD technology, and does not suffer from
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SI. In addition, it is more important to find the SIS requirement against different

parameters in different scenarios, which are found and analysed in Section 5.4.2.

5.4 Performance Evaluation

5.4.1 Simulation Environment

In this work, a customised B5G-IoV simulator using the Veins simulation tool

[193] is developed, that combines the network simulator OMNeT++ and the

traffic simulator SUMO. Specifically, the author have developed the FD energy

detection in the PHY layer, and the standard MPTCP and the proposed FDMP

protocols in the transport layer.

In addition, the author selected a specific area for the simulation, called Strand,

which is located in central London in the U.K as shown in Fig. 5.4. This is because

it is a typical dense scenario. Road and traffic light entities are designed in Open

Street Map (OSM) software, and then converted into a network using SUMO.

Initial generation of VUEs follows the Poisson Point Process (PPP) model. The

reason is that the VUEs distribution is proven to follow this model in the literature

[194]. Furthermore, packet delivery ratio (PDR) and latency values are first

arranged in OMNeT++. After that, they are imported into MATLAB for plotting

and annotation.

5.4.2 Results and Analysis

In this section, the chapter analyses the feasibility of the proposed FDMP design

by evaluating the PDR and latency against the SIS factor and network density. It

also uses the MPTCP solution as the benchmark for comparison. Assumptions
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Fig. 5.4 Simulation area: Strand, London, U.K.

and values are chosen from the 3GPP Rel-16 standard in [195], and listed in Table.
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Table 5.1 : Simulation Parameters

Parameter Value
Duplex Technology HD, FD
Target Detection Probability 90%
Channel Bandwidth 10 MHz
Coding and Modulation Method MCS 9 (QPSK 0.7)
Packet Generation Interval (PGI) 20, 100 msec
Antenna Height 1.5 m
Multiple Access Mechanism SC-FDMA, OFDMA
Transmission Power 20 dBm
Transmission Rate 6 Mbps
Transmission Control scheme MPTCP, FDMP
Residual SI 0%-40%
Sensing Technique Energy Sensing
Density of Vehicles 0-200 VUEs/km
Number of Lanes 2, 4 lanes
VUE Maximum Speed 40 miles/h
Available Sub-flows 4G Path, 5G Path
Packet Size 300, 500 bytes/pkt

SIS Requirement Analysis

In order to analyse the feasibility of applying FD technology to any technology,

the first factor that has to be considered is the SIS requirement, because the

state-of-the-art SIS method and hardware can only suppress the SI to the level of

the noise floor [196]-[197].

Fig. 5.5 and Fig. 5.6 depict the SIS requirement from the latency and PDR

perspectives, respectively. In Fig. 5.5, it can be seen that SI does not affect the

performance of MPTCP, because MPTCP deploys HD technology, and there is no

SI signal. On the other hand, FDMP is affected by the SI signal and the SIS factor.

The latency of FDMP increases with the rise of residual SI. The reason is that

higher residual SI degrades the detection accuracy, which in turn leads to more

iterations to transmit a packet successfully. Furthermore, compared to MPTCP,

Fig. 5.5 shows that FDMP can provide shorter latency if the SIS factor is smaller
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than roughly 34% in the case where PGI is 100 msec. Also, FDMP can provide

shorter latency if the SIS factor is smaller than about 30% in the case where PGI

is 20 msec. Compared to the state-of-the-art SIS achievement, these numbers are

achievable [196]-[197], which implies that the proposed FDMP is feasible.

Similarly, the feasibility is also shown by Fig. 5.6 in terms of PDR. First, it

can be seen that the SIS requirement is about 10 % in the case where the density of

the B5G-IoV network is 120 VUEs/km, and it is approximately 13 % in the case

where the density is 60 VUEs/km, which is also achievable according to the state-

of-the-art SIS techniques [196]-[197]. However, FDMP is not a more reliable

transmission control protocol. When the amount of residual SI increases, the PDR

of FDMP decreases accordingly. Even if the SIS requirement is satisfied, PDR

cannot be further improved by simply deploying more advanced SIS techniques,

because PDR also depends on other factors, such as collisions.
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To summarise the results, it could be concluded that although some packet

loss may occur, the self-interference suppression requirement for good application

performance in FDMP is up to 30% (as shown in Fig. 5.5) considering the state-

of-the-art SIS scheme [196]-[197]. The proposed FDMP protocol is feasible and

does not require advanced SIS technologies or specific modifications to the PHY

layer to be implemented. This is an important advantage and for an application up

to 30% SIS requirement is likely to be attainable. Therefore, the proposed model

can be useful for a wide range of B5G-IoV applications.

Latency and PDR Analysis

In addition to SIS requirement analysis, this chapter also evaluates the latency

and PDR against the B5G-IoV network density, respectively, which are reported

in Fig. 5.7 and Fig. 5.8.
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In Fig. 5.7, it is shown that FDMP can significantly reduce the latency

compared to the conventional MPTCP. In addition, when the density increases,

the latency of both FDMP and MPTCP will also increase. The latency increment

of FDMP is due to the competition between different VUEs, which leads to more

iterations in executing the protocol. Whilst MPTCP is a contention-free protocol,

the latency increment is due to the network congestion, which also leads to more

iterations in executing the protocol.

In Fig. 5.8, it is shown that the PDR of both protocols decreases with the

rise of the network density. Moreover, in the sparse network scenario, FDMP

cannot provide better PDR performance compared to MPTCP. However, FDMP

outperforms MPTCP in the dense network scenario, because the PDR of FDMP is

higher when the density goes beyond approximately 110 to 116 VUEs/km, which

refers to the dense network scenario. Therefore, it could be concluded that FDMP
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provides a slightly worse PDR performance in the sparse network scenario, whilst

it can significantly enhance the PDR performance in the dense network scenario.

5.5 Summary

With recent developments on the FD technology and 5G vehicular communication

technologies, a common and major concern is the feasibility of FD technology

in B5G-IoV networks. In this chapter, the author proposed an FD based multi-

path transmission control protocol (FDMP) for URLLC applications to address

this concern. In particular, the simultaneous sensing and transmission feature

of FD technology was exploited to enhance the MPTCP protocol. Three corre-

sponding mechanisms were proposed and integrated into the proposed FDMP

protocol, which were the path selection and switching policy, the congestion

control mechanism and the re-transmission control design. The chapter focused

on the reliability and latency performance as they are the two most significant

metrics in evaluating B5G-IoV networks. It also compared the proposed FDMP

method to the conventional HD MPTCP protocol. Simulation results showed that

the proposed method outperforms the benchmark MPTCP design, FD technology

is feasible in enhancing the performance of the MPTCP protocol for supporting

URLLC applications in future B5G-IoV networks. In the next chapter, the author

concludes this thesis and suggests future research points.



Chapter 6

Conclusion and Future Work

Advances in wireless technology over the past few decades have led to the

proliferation of wireless network applications. Currently, wireless networks

play a vital role in all aspects of life, be it business, industry, health or leisure.

With the massive growth in the data traffic, most Internet of Things (IoT) wireless

applications have stringent requirements on throughput and latency. In this thesis,

the author contributes to the continuous efforts to find answers and solutions

to such challenges. As outlined in the Introduction chapter, since the tasks

required in each node in the communication network are enormous, this has led

to dividing the tasks into different layers. The most widely implement model

is TCP/IP. This thesis considers the fourth layer, specifically the transport layer,

when implemented in IoT wireless communication networks. It is well known

that the most common transport layer protocol is TCP.

TCP is a stream-oriented protocol. In conventional TCP, the connection

between the source and destination in wireless networks involves a single path.

However, most current wireless devices are multihomed, i.e. the devices can be

associated with several network interfaces (e.g, Wi-Fi, 5G and Ethernet). These
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networks can be utilised concurrently to transmit data which is a limitation of TCP.

This motivated the Internet Engineering Task Force (IETF) to introduce Multipath

TCP (MPTCP), which is briefly outlined in Chapter 1. MPTCP has its own set

of challenges that are discussed throughout Chapter 2, and several variants of

MPTCP have been developed in the recent literature to address these challenges.

This thesis contributes to the efforts of improving the MPTCP performance. In

particular, the thesis maximises the user utility, improves reliability and decreases

the latency of the MPTCP in IoT wireless networks.

In Chapter 3, a new paradigm is presented that jointly designs the conges-

tion control, routing and scheduling algorithms for MPTCP in ad-hoc wireless

communication networks. Each source has several network paths available for

transmission. A utility maximization problem is investigated, where the utility

function is conveniently selected to be the log() function. The objective of the

optimization problem is to maximize the sum of the log of the source rates subject

to a set of constraints. The constraints include the network flow rates, scheduling,

and also the queuing delay (taken end-to-end). The variables to be optimized are

the source rates and the link capacities among the network nodes on each available

path. The resulting joint optimization problem is solved using the Lagrangian.

In this chapter, two different algorithms are developed: perfect scheduling (all

nodes contribute to the scheduling) and distributed scheduling (only neighbour

nodes are allowed to contribute to the scheduling). Furthermore, the chapter

considers fixed channels (each link has a time unvarying allocated capacity) and

time varying channels (each link has a time varying allocated capacity). Also, the

chapter proves analytically that these algorithms are stable and they converge to

a global solution. The results are compared to other algorithms that were previ-

ously proposed in the literature. The comparison demonstrated that the proposed

multipath algorithm is superior to the existing protocols. This can be attributed to
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the employment of the available multipath connections, and the queuing delay

constraint that was imposed in its joint optimal design. The proposed algorithm

is able to increase the source rates, expedite the convergence and reduce the

congestion prices. Therefore, the presented techniques may be employed in many

types of wireless ad-hoc networks, including Internet of Things (IoT) networks.

In Chapter 4, several variants of MPTCP that are available in the literature are

compared in wireless IoT networks. The candidate protocols are the conventional

MPTCP, MPTCP-TSC (MPTCP-Traffic Split Control) and ReMP TCP (Redun-

dant MPTCP). MPTCP-TSC is a greedy scheme that splits traffic to minimize the

cost (which is a weighted sum of the required transmission rates) while satisfying

the delay constraints. On the other hand, ReMP TCP sends data redundantly over

all available multiple paths in the network. These protocols were not examined

for IoT wireless networks before this work. It is shown in the numerical results

that ReMP TCP has the lowest number of transmissions and the lowest delay

compared to other schemes. To improve the delay further, the chapter also intro-

duces the Opportunistic Routing (OR) protocol to all considered Multipath TCP

schemes (MPTCP, MPTCP-TSC and ReMP TCP). Opportunistic Routing is a

strategy that benefits from the broadcast capability of wireless networks. The idea

of OR is that the transmitted data packet can be received by multiple neighbouring

nodes. If at least one node successfully receives the packet, it forward that packet

to next hop. The simulation results show that the OR-based MPTCP schemes

reduce the number of transmissions and delay compared to the case not using the

OR method. The results also reveal that the best protocol in the experiment is

ReMP TCP with OR.

In Chapter 5, the thesis investigates the feasibility of Full Duplex (FD) technol-

ogy in enhancing MPTCP for ultra-reliable low-latency communication (URLLC)

applications in Beyond 5G Internet-of-Vehicles (IoV) networks. Since IoV is a
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special case of IoT, the results obtained in this chapter also apply to IoT wire-

less networks. FD-capable devices can transmit and receive on the same Radio

Frequency (RF) bandwidth at the same time. The receiver side of the device

performs Self-Interference Suppression (SIS) of the self-transmitted signal from

its own transmitted side. Hence, it can separate and detect the received signal

from other wireless nodes in the network. In this chapter, an FD-based multi-path

transmission control protocol, named FDMP, is proposed and evaluated. FDMP

utilises the FD simultaneous transmission and sensing feature. It incorporates a

modified scheduler and congestion control mechanism. FDMP employs a proac-

tive ACK mechanism and a novel re-transmission strategy. Compared to the

conventional MPTCP, the SIS requirement for deploying the FDMP design is first

analysed. Results revealed that FDMP is feasible with the current state-of-the-art

SIS techniques. In addition, FDMP is shown to be able to significantly decrease

the latency. Interestingly, FDMP is also shown to perform slightly worse in terms

of packet delivery ratio in sparse network scenarios, but it can provide a much

better packet delivery ratio in dense network scenarios. As a conclusion, com-

pared to MPTCP, FDMP is feasible and more suitable for URLLC applications in

beyond 5G IoV and IoT wireless networks.

It worth mentioning that the main body of this thesis (Chapters 3, 4 and 5)

considers separate but complementary aspects of Multipath TCP. That includes

optimising throughput and congestion via cross layer design in Chapter 3, reduc-

ing delay by adapting a new routing method in Chapter 4, and enhancing latency

and delivery rate utilising FD in Chapter 5.

Future Work

There are several research directions that can be followed to improve and extend

the scope of the current research. Some of these points are outlined below:
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• Examine the number of network channels available to MPTCP for

each node as a design parameter:

In the current research, the author assumes that the number of paths (number

of channels) in MPTCP is fixed and equal at each node. All nodes in the

network have access to multipaths. This may not be available in real life

networks. The number of paths may be different at any node. The author’s

goal is to study the impact of the number of network channels available

to each node on the design. This may be achieved by setting another

optimization constraint on the number of available channels.

• Consider separate discrete based simulations:

Simulating a real-world environment is one of the approaches, which is

widely used in academia, to attain results. Solid research often supports

theoretical analyses with simulations. In this thesis, some results are ob-

tained from theoretical analysis only, hence, it would be worth carrying out

separate discrete based simulations in future to validate the work.

• Investigate large network topology:

Apart from Chapter 5, the network topologies considered in this thesis

are small, typically fewer than 10 nodes. To gain more confidence on the

scalability of the proposed solutions in this thesis, larger network sizes

should be considered.

• Utilising machine learning techniques:

One of the major necessities of 6G networks is the extensive employment

of machine learning in the optimization process of the network parameters.

This is due to the large number of optimization parameters in such systems.

IoT devices generate massive amounts of data. To be able to analyse and

exploit these data and adjust the network parameters, machine learning
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techniques can be a solution. As a future work, the author aims to utilise

machine learning techniques, such as the Deep Reinforcement learning

technique, that can further enhance MPTCP design.

• Adapting network slicing to MPTCP:

The 5G and 6G wireless networks are expected to widely exploit network

slicing. Naturally, this will extend to IoT wireless networks. Network

slicing provides the capability of dividing a physical network into sev-

eral logical networks (i.e., slices). Each slice can have its own network

characteristics and QoS requirements. It is yet to be investigated how the

different variants of MPTCP can be adapted to network slices and what

their performances are likely to be. This is an important research point for

6G wireless networks.

• Combining the separate works of this thesis:

It is mentioned in this chapter that Chapters 3, 4 and 5 are separate but

complementary aspects of MPTCP. In the future, the author aims to combine

the chapters together where a cross layer design could be considered that

optimises the MPTCP throughput taking into account OR in the network

layer and FD in the MAC layer.



Appendix A

The average stream rate of flows AF

and BE in Chapter 3

In an effort to have an insight into average stream rate, the following tables

present the average stream rate of flows AF and BE employing our proposed

algorithm in Chapter 3. The first column represents the source nodes and the

first row represents the destination nodes. These tables provide the information

about the paths that have been used for each flow when employing our perfect

and distributed scheduling algorithms in both fixed and time varying channels

scenarios.



180

Table A.1 : Average stream rate of AF flow using the perfect scheduling algorithm
in fixed channel scenario

A B C D E F

A 0 0.176 0.525 0 0 0

B 0 0 0 0 0 0.176

C 0 0 0 0.263 0.263 0

D 0 0 0 0 0 0.263

E 0 0 0 0 0 0.263

F 0 0 0 0 0 0

Table A.2 : Average stream rate of BE flow using the perfect scheduling algorithm
in fixed channel scenario

A B C D E F

A 0 0 0 0 0 0

B 0 0 0.211 0.431 0 0.210

C 0 0 0 0 0.210 0

D 0 0 0 0 0. 430 0

E 0 0 0 0 0 0

F 0 0 0 0 0.210 0
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Table A.3 : Average stream rate of AF flow using the distributed scheduling
algorithm in fixed channel scenario

A B C D E F

A 0 0.274 0.396 0 0 0

B 0 0 0 0 0 0.269

C 0 0 0 0.391 0 0

D 0 0 0 0 0 0

E 0 0 0 0 0 0.391

F 0 0 0 0 0 0

Table A.4 : Average stream rate of BE flow using the distributed scheduling
algorithm in fixed channel scenario

A B C D E F

A 0 0 0 0 0 0

B 0 0 0.140 0.531 0 0.132

C 0 0 0 0 0.139 0

D 0 0 0 0 0.531 0

E 0 0 0 0 0 0

F 0 0 0 0 0.130 0

Table A.5 : Average stream rate of AF flow using the perfect scheduling algorithm
in time varying scenario

A B C D E F
A 0 0.355 0.345 0 0 0
B 0 0 0 0.347 0 0
C 0 0 0 0.338 0 0
D 0 0 0 0 0 0.685
E 0 0 0 0 0 0
F 0 0 0 0 0 0
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Table A.6 : Average stream rate of BE flow using the perfect scheduling algorithm
in time varying scenario

A B C D E F
A 0 0 0.241 0 0 0
B 0.241 0 0.241 0.245 0 0.081
C 0 0 0 0.433 0.056 0
D 0 0 0 0 0.673 0
E 0 0 0 0 0 0
F 0 0 0 0 0.081 0

Table A.7 : Average stream rate of AF flow using the distributed scheduling
algorithm in time varying scenario

A B C D E F
A 0 0.467 0.194 0 0 0
B 0 0 0 0.466 0 0
C 0 0 0 0.190 0 0
D 0 0 0 0 0 0.656
E 0 0 0 0 0 0
F 0 0 0 0 0 0

Table A.8 : Average stream rate of BE flow using the distributed scheduling
algorithm in time varying scenario

A B C D E F
A 0 0 0 0 0 0
B 0 0 0 0.800 0 0.010
C 0 0 0 0 0 0
D 0 0 0 0 0.800 0
E 0 0 0 0 0 0
F 0 0 0 0 0.010 0
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