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We study a mean field elastoplastic model, embedded within a disordered landscape of local
yield barriers, to shed light on the behaviour of athermal amorphous solids subject to oscillatory
shear. We show that the model presents a genuine dynamical transition between an elastic and a
yielded state, and qualitatively reproduces the dependence on the initial degree of annealing found in
particle simulations. For initial conditions prepared below the analytically derived threshold energy,
we observe a non-trivial, non-monotonic approach to the yielded state. The timescale diverges as
one approaches the yielding point from above, which we identify with the fatigue limit. We finally
discuss the connections to brittle yielding under uniform shear.

The behaviour of amorphous solids (characterised by
the lack of any regular structure) under deformations is
of great practical importance, and has long been an ac-
tive topic because the disorder inherent in these systems
poses a significant challenge to their understanding [1–
3]. These materials typically show yielding behaviour:
although they behave elastically at small deformation,
plastic deformation eventually sets in, leading to a flow-
ing state. Given the large variety of amorphous solids,
ranging from hard metallic glasses to soft colloidal gels
or emulsions, so-called elastoplastic models [3] aim for
a unified description from a statistical physics point of
view.

A key aspect of yielding under uniform shear, which
has received much attention recently [4–10], concerns the
dependence on the initial degree of annealing – quanti-
fied by potential energy – of the amorphous solid (or
“glass” for short) before deformation starts. Typically, it
is found that poorly annealed glasses yield in a smooth,
ductile manner, with plastic deformation appearing grad-
ually, while well annealed glasses may yield in a brittle
manner, accompanied by a macroscopic stress drop. Un-
der startup of steady shear, although some features are
still debated [9], there is strong evidence that, at least in
the brittle case, and under quasistatic loading, yielding
corresponds to a discontinuous non-equilibrium transi-
tion, which in finite-dimensional systems is accompanied
by the sudden appearance of a unique system-spanning
shear band [5–8].

Yielding under oscillatory shear has until recently re-
ceived less attention, although it may in some respects be
a more informative protocol than the uniform case. One
advantage is that one may probe directly the steady state

after many cycles both below and above the yield point,
whereas in the uniform case the states up to yielding are
inherently transient. Furthermore, oscillatory strain al-
lows one to relate macroscopic yielding directly to a sharp
absorbing-to-diffusive transition in the nature of the mi-
croscopic trajectories [11–15] and shear jamming [16–20].

Behaviour under oscillatory shear also shows intriguing
dependencies on the initial degree of annealing. Atom-
istic simulations of model glasses [21–23] reveal the ap-
pearance of a threshold initial energy. Samples prepared
above this threshold show mechanical annealing up to a
common strain amplitude, the yield point, where the en-
ergy achieves the threshold value irrespectively of the ini-
tial condition. On approaching the yield point in strain,
the timescale to anneal to the threshold energy appears
to diverge [11, 13–15]. On the other hand, samples pre-
pared below the threshold are insensitive to shear up to
an initial condition-dependent critical strain above the
common yield point, where they then yield abruptly.

Recent attempts to tackle this problem include energy
landscape based [24, 25] and 2D lattice elastoplastic mod-
els [26, 27]. While the elastoplastic models [26, 27] defy
analytical progress as they implement the full spatial in-
teraction kernel, the approach of Ref. [25] ignores inter-
actions between elements, and indeed does not display
a genuine yielding transition as the steady state after
sufficiently many cycles is always elastic. An Ehrenfest-
type model has also been proposed along these lines [28].
This incorporates a simplified form of mechanical noise
but does not explicitly represent oscillatory shear.

Here, we consider a model with a similar single element
description to [25, 26] that accounts for the disordered en-
ergy landscape, while including the elastic interactions in
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a mean field manner that allows for analytical progress.
Importantly, we find a steady state yielding transition
and are able to reproduce qualitatively all the main fea-
tures of yielding under oscillatory shear described above.

Disordered HL model.—The Hébraud-Lequeux (HL)
model for the rheology of amorphous solids [29] is a
mean field mesoscopic elastoplastic model, which despite
its many idealisations has had remarkable successes and
been widely studied [30–36]. The material is conceptu-
ally divided into mesoscopic elements, large enough to
carry a local elastic strain l and stress σ = k l; these
are related by an elastic modulus k that is considered to
be uniform throughout the system for simplicity. In the
elastoplastic approach, the dynamics of the elements is
described as consisting of periods of elastic loading inter-
rupted by plastic events that are accompanied by a local
stress drop. In a mean field fashion, the effect of stress
propagation from other yield events is considered as a
mechanical noise [3, 32], leading to a diffusive dynamics
in the local strain l (or equivalently the stress).

In the original HL model [29], all elements have a
common strain threshold related to the common yield
energy E as lc =

√
2E/k. However, due to the over-

simplification of considering one single energy barrier
throughout the system, this model is unable to capture
the rich phenomenology under oscillatory shear found in
particle simulations, for which it is essential to take into
account the full energy landscape each mesoscopic ele-
ment has access to.

An extension of the HL model to include this en-
ergy landscape, following previous approaches such as
the SGR model [37], was introduced in [32]. The es-
sential ingredient is the disorder in the depth E of the
energy minima relative to a common reference energy,
characterised by a distribution ρ(E). Each time an el-
ement yields, it occupies a new local minimum with a
depth extracted from this distribution. The depth E of
the current local energy minimum is thus promoted to
a stochastic variable, and the system is described by a
joint distribution P (E, l) evolving as

∂tP (E, l, t) = −γ̇∂lP +D(t)k−2∂2l P

+ Y (t)ρ(E)δ(l)− τ−1pl θ(|l| −
√

2E/k)P (1)

with

Y (t) =
1

τpl

∫ ∞

0

dE

∫ ∞

−∞
dl P (E, l, t) θ

(
|l| −

√
2E

k

)

(2)
where θ and δ denote the Heaviside and delta functions,
respectively, and γ̇ is the applied shear rate. τ−1pl , the
plastic rate, is the rate at which a plastic event occurs
once an element is strained beyond its yield threshold.
We fix energy and time units by setting k = 1 and τpl = 1.
The quantity Y (t) in (2) is the yield rate, i.e. the fraction
of elements that yield per unit time. The key feature of

FIG. 1. Phase diagram of the model in the α̃ − γ̃0 plane
for a Gaussian ρ(E). Vertical dashed lines indicate the fixed
coupling value α̃ = 0.086, where γ̃∗

0 = 1 (see star), chosen for
studying the initial annealing dependence.

the model is the closure relation relating the yield rate
to the diffusion constant D(t). We adopt the simple pro-
portionality D(t) = αY (t) [29]. The coupling constant α
effectively sets the strength of the interactions, and under
certain assumptions can be directly related to the elas-
tic stress propagator [32, 38]. In the SM [39] we check
that a more general closure relation, which reflects the
fact that yield events contribute differently to the noise
depending on their local barrier, leaves the theory essen-
tially unchanged, with only slight quantitative changes
in the transient behaviour.

After its introduction in [32], the approach described
by Eqs. (1,2) has not been developed further as it is
somewhat unwieldy to tackle analytically; in particular
it has not been used to study oscillatory shear. Our first
contribution will be to determine a dynamical transition
in Eq. (1) under oscillatory shear, separating a frozen
elastically-deforming solid state from a yielded state.
Transition line.—We consider applying oscillatory

shear γ(t) = γ0 sin (ωt) in (1), with a fixed low frequency
ω � 1 so that we are in the quasistatic regime. The two
control parameters are thus the strain amplitude γ0 and
the coupling constant α. For convenience, we introduce
the rescaled versions γ̃0 = γ0/

√
〈E〉 and α̃ = α/〈E〉, 〈E〉

being the average over the disorder distribution ρ(E).
From [32], the physically relevant parameter regime of
the disordered HL model is known to be α̃ < 1, where
the system is jammed in the absence of shear. Within
this jammed regime, we now calculate the transition line
γ̃∗0(α̃) above which there exists a yielded steady state.

We proceed as follows. At a fixed α̃, suppose γ̃0 is large
enough so that (1) has a yielded steady state. Rescal-
ing time by the period T so that τ = t/T = ωt/(2π),
τ ∈ [0, 1], this steady state is characterised by a non-zero

period-averaged yield rate Y =
∫ 1

0
Y (τ)dτ . As γ̃0 is de-

creased towards γ̃∗0 , we take Y to vanish smoothly – an
assumption we show to be self-consistent in the end –
with the rescaled yield rate Y (τ)/Y = y(τ) approaching
a limiting form. In this limit, the key observation from
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the dynamical equations (1,2) is that the local yielding
events can be classified into two distinct groups.

Suppose an element yields at a time τ ′ ∈ [0, 1] within
the period, and is assigned a new energy depth E. Ne-
glecting strain diffusion, its local strain will subsequently
evolve as l(τ) = γ(τ)− γ(τ ′). If γ0 + |γ(τ ′)| <

√
2E, this

element will therefore not be able to yield again in the
next cycle; its strain will have to change diffusively (due
to mechanical noise) during a large number of ensuing
cycles until it comes close enough to the threshold

√
2E

to be swept across it by the external shear. In the limit
of vanishing strain diffusion, this will occur precisely at
either the strain maximum or minimum within the cycle

(τ = 1/4 or 3/4).

The second group of events are the direct yields. If
γ0 + |γ(τ ′)| ≥

√
2E, the element will yield within the

ensuing cycle. It will do so at a time τy during the cycle
that will depend on the previous yield time τ ′ and the
corresponding shear strain γ(τ ′) = γ0 sin(2πτ ′), as well
as on E and γ0.

Overall, one can therefore separate the limiting yield
rate into two contributions as y(τ) = y(1)(τ) + y(2)(τ),
corresponding to indirect and direct yields respectively.
Conservation of probability then implies the following
pair of self-consistent equations:

y(1)(τ) =
1

2
[δ (τ − 1/4) + δ (τ − 3/4)]

∫ ∞

γ2
0/2

dE ρ(E)

∫ 1

0

dτ ′ y(τ ′) θ
(√

2E − γ0 − |γ0 sin(2πτ ′)|
)

y(2)(τ) =

∫ ∞

0

dE ρ(E)

∫ 1

0

dτ ′ y(τ ′) δ (τ − τy(τ ′, γ0 sin(2πτ ′), γ0, E)) (3)

which can be solved numerically in an iterative way [39].

Once the limiting form of the yield rate y(τ) is
known, the full steady state distribution at the transition
P ∗(E, l) can be obtained straightforwardly by applying
the diffusion propagator with absorbing boundary condi-
tions at the local yield thresholds. The critical coupling
α̃∗(γ̃0) is then found by imposing normalisation of this
distribution, and arises from the interplay between the
disordered landscape and the timescale set by the me-
chanical noise. A key property of P ∗(E, l) is that it is
nonzero only for values (E, l) from which all yields are
indirect. The steady state probability of other elements
vanishes as Y /ω at the transition, but they still con-
tribute to the total yield rate as they have yield rates
∼ ω.

Fig. 1 shows the transition line for the specific case of
a Gaussian yield energy distribution ρ(E) ∼ e−E

2/(2σ2).
This is the form for ρ(E) we will adopt in the rest of the
work [40], to match the results of earlier numerical studies
[41]. In Fig. 1 we also show the approximate solution
obtained if one neglects direct yields; this is exact for α̃→
1. This approximation is useful to derive an exact bound
[39] proving in general that in the presence of disorder
the phase boundary lies above the original HL model:
the inclusion of disorder (which entails deep traps where
elements may get stuck) always tends to extend the size
of the frozen region.

Dependence on initial degree of annealing—Although
we have proven that in the yielded region of Fig. 1 a
fluid steady state exists, whether this ergodic state is
reached depends crucially on the initial condition. We
now study the master equation (1) numerically, while
fixing α̃ = 0.086 (where γ̃∗0 ≈ 1, see star in Fig. 1), and

FIG. 2. Stroboscopic energy in the steady state after applica-
tion of many cycles of shear with amplitude γ0. Star indicates
analytically calculated threshold energy U∗; dashed line cor-
responds to the steady shear limit reached as γ0 →∞, known
from [32]. Steady state energy values for γ0 = γ∗

0 and 0.9γ∗
0

are obtained from a power-law extrapolation of the slow re-
laxation [39].

setting the variance of the Gaussian to σ = 0.05 as in [25].
Numerical solutions entail choosing a discrete set of en-
ergy levels {Ei}, and solving a PDE in the strain variable
for each [39]. As a proxy for different degrees of thermal
annealing of the initial glass, we generate initial condi-
tions of the form P (E, t = 0) ∼ ρ(E)eβE , introducing
an inverse temperature β. Physically, increasing β can
be interpreted as decreasing the density of weak zones in
the system, here represented by the shallow energy lev-
els. As regards the initial local strains, we consider them
to be well-relaxed (narrowly-distributed) within each en-
ergy level, with standard deviation in strain lc(E)/6.
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In Fig. 2 we show the stroboscopic (γ = 0) en-
ergy in the steady state after application of many cy-
cles of shear at a given amplitude γ0. On the solid
side, this corresponds to a frozen state with Y = 0; on
the yielded side, this is the ergodic state with Y > 0.
The total energy is measured within the model as U =∫

dE
∫

dl
(
−E + l2/2

)
P (E, l), i.e. energy at the bottom

of each minimum plus elastic energy, while the macro-
scopic stress (see below) is Σ =

∫
dE
∫

dl l P (E, l). The
main features found in MD simulations [21–23] are re-
produced in Fig. 2. Within the precision and range of
our numerics, yielding for poorly annealed samples ap-
pears as a cusp in U at the common yield point γ∗0 , while
well-annealed samples are insensitive to shear up to a
critical strain γc(β) > γ∗0 . The threshold energy (and
corresponding β∗) separating the two types of yielding
simply arise as the lower limit of the ergodic state. The
corresponding data for the macroscopic stress amplitude
in the steady state [39] also qualitatively reproduce the
behaviour in [15, 21, 22], with a finite drop in steady
state macroscopic stress appearing for samples prepared
below the threshold.

We note that the MD studies of [15, 22, 42] report a
small (essentially invisible on the scale of Fig. 2) jump
in energy and macroscopic stress amplitude at γ∗0 . The
origin of this effect, which appears to survive for large
system size, is unclear. We expect that in our mean field
model both energy and stress remain continuous on ap-
proaching from the solid side, and our numerics are con-
sistent with this. From the fluid side, our theory predicts
that Y vanishes continuously, reminiscent of e.g. the sec-
ond order transition scenario of [43]. Closer inspection re-
veals that samples initialized above the threshold energy
display critical behaviour at γ∗0 , where the yield rate de-
cays as Y (t) ∼ t−b, with an α̃-dependent exponent b ≤ 1.
This implies a diverging number of events for long time,
allowing the system to lose memory of its initial condi-
tion. The critical power law decay of Y (t) also means
that relaxation timescales must diverge on the approach
from either side of the transition.

Fatigue.—Turning to samples with initial energy be-
low the threshold energy, which yield at γc(β) > γ∗0 ,
we find very interesting transient behaviour. As shown
in Fig. 3 for β = 50, close to γc(β) the yield rate Y
displays strongly non-monotonic behaviour. Although
in our mean field model the yielded state is reached
smoothly, one generally finds that in finite dimensional
systems, once the plastic activity starts to increase, an
instability develops leading to shear banding or even ma-
terial failure [44]. As a proxy for the time to failure
(expressed in number of cycles, nf [45]), we take the in-
flection point of Y (t) as done in [31] for creep (where it is
associated to banding [46]), as well as the point at which
Y reaches 75% of its steady state value, which allows us
to analyse larger γ0 where an inflection is not present.
We additionally consider the number of cycles at which

FIG. 3. Fatigue behaviour for well-annealed sample (β = 50).
Left: non-monotonic behaviour of period-averaged yield rate
Y against number of cycles. Strain amplitudes γ0 range from
1.194γ∗

0 (blue) to 2γ∗
0 (red) (see SM [39] for precise values);

also shown is 1.192γ∗
0 (green), below the fatigue limit. Right:

for the same strain amplitudes, three measures of the flu-
idisation time as described in the text, 75% of final yield
rate (squares), inflection point (up-triangles) and cycles to
reach the minimum (down-triangles). Inset: divergence of
timescales above γc(β), consistent with an inverse square root
(dashed line) for the minimum.

the minimum of Y is reached. We find (Fig. 3) that the
number of cycles nf decreases rapidly (consistent with an
exponential) towards unity as γ0 is increased towards γY ,
the yield point determined for β = 50 under startup of
steady shear [39]. This is very reminiscent of fatigue fail-
ure [47–51] found e.g. in metallic glasses. Close to γc(β),
the timescale associated to the minimum shows a clear
power-law divergence, consistent with an inverse square
root. The similarity of this mean field fatigue behaviour
with creep flow suggests the intriguing possibility that
this divergence may be understood from a Landau-type
scaling argument as recently proposed in [52] for creep.

A closer look at the dynamics of the mean field model
near γc reveals that, during the initial cycles, the plastic
activity is dominated by direct yielding of rare shallow
elements [39], which we recall may be thought of as weak
zones in the material. At intermediate times, the energy
distribution P (E) then almost settles down to a frozen
fixed point. However, eventually the accumulated strain
diffusion is enough to trigger yield events across the entire
energy spectrum (including deep levels where the bulk of
the population lies), driving the system away towards the
yielded steady state.

Concluding remarks.—In this Letter, we have pre-
sented a mean field mesoscopic elastoplastic approach to
study yielding behaviour under oscillatory shear. Our
first contribution was to demonstrate the existence of a
dynamical yielding transition and to characterize it an-
alytically. Secondly, despite its relative simplicity, we
have shown that the model reproduces the key phenom-
ena related to initial annealing dependence found in MD
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studies [11, 21, 22]. Thirdly, we showed that the dynam-
ics of well annealed samples exhibits characteristics of
fatigue failure so that the model also contributes to the
understanding of this phenomenon.

We comment finally on the contrast to brittle yield-
ing under uniform shear, and the relative importance of
shear banding. There are important differences between
the two shear protocols, and these are also reflected in
the mean field model. On the one hand, under oscilla-
tory shear, both the existence of a sharp yield point and
the initial annealing dependence (Fig. 2), which we recall
concern steady state quantities, are largely unaffected by
the shear rate γ̇0 (equivalent to frequency via γ̇0 = γ0ω),
and are independent of the presence of banding. This
was found in MD studies [21] and is also supported here,
where numerical results with finite frequency (ω = 0.1)
largely agree with the ω → 0 theory. Under uniform
shear, on the other hand, brittle yielding can only strictly
be defined for γ̇ → 0, where a macroscopic stress drop
is caused by the formation of a system-spanning shear
band [8]. Indeed, under uniform shear, the disordered
HL model shows no sign of brittle yielding even in the
γ̇ → 0 limit, reflecting the absence of banding in mean
field [53]. Regarding the transient dynamics under oscil-
latory shear, we expect the mean field model to become
more accurate away from the quasistatic limit, as should
the approximation of Gaussian mechanical noise [54].

As avenues of future research, one could improve upon
the diffusive approximation and study the model with
power-law mechanical noise [55, 56]. It would also be
interesting to include thermal activation over barriers (as
in SGR [37],[28]) within the elastoplastic model, following
[57, 58]. Fascinating questions arise, starting with the
phase diagram: would the existence of activation always
lead to a yielded state? How will temperature influence
the fatigue behaviour?
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(JBR/2020/000015) SERB, DST (India).
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The supplemental material below contains (a) an elaboration of the calculations outlined in the main text, which
is structured in the same order as the main paper, and (b) additional results that further support the statements and
conclusions discussed. We start by giving more details on the analytical calculations required to obtain the transition
line and the threshold energy. Next, we present the numerical methods employed to study the initial annealing
dependence. We then give more information on this dependence. In addition to the data on the energy in Fig. 2 of
the paper, this includes data for the stress, the critical behaviour for samples above the threshold, and the behaviour
in the yielded state. We then move on to the fatigue behaviour of well-annealed samples, showing data for the energy
as well as substantiating some of the observations pointed out in the paper. Finally, we show results for the model
under uniform shear.

I. TRANSITION LINE

A. Limiting yield rate

We give here details regarding the pair of self-consistent equations determining the limiting form of the yield rate
as the transition is approached. We focus firstly on the contribution from the indirect yields y(1)(τ), which we recall
is determined by

y(1)(τ) = c[y]
1

2

(
δ

(
τ − 1

4

)
+ δ

(
τ − 3

4

))
(1)

As explained in the main text, the prefactor (given explicitly in the main text and below) is simply set by the fraction

of elements which (after the previous yield event at τ ′) now satisfy the condition γ0 + |γ(τ ′)| <
√

2E, so that they
cannot yield again in the next cycle. This gives

c[y] =

∫ ∞

γ2
0/2

dE ρ(E)

∫ 1

0

dτ ′ y(τ ′) θ
(√

2E − γ0 − |γ0 sin(2πτ ′)|
)

=

∫ 1

0

dτ ′ y(τ ′) F 0
ρ

(
γ2

0

2
(1 + | sin(2πτ ′)|)2

)
(2)

where in the second line we have performed the integral over E, and introduced the following notation for the
cumulative integrals over ρ(E):

Fnρ (E) =

∫ ∞

E

(E′)nρ(E′)dE′ (3)

For the numerics it is inconvenient to work with the delta peaks in (1), and we instead write the self-consistency
equation directly in terms of the scalar quantity c[y]. Performing the integral over y(1), this becomes a functional of

∗ Author to whom correspondence should be addressed: jack.parley@uni-goettingen.de
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y(2) only, which obeys

c = cF 0
ρ (2γ2

0) +

∫ 1

0

dτ ′ y(2)(τ ′) F 0
ρ

(
γ2

0

2
(1 + | sin(2πτ ′)|)2

)
(4)

We now consider the contribution from the direct yields, denoted by y(2)(τ). In the main text we wrote this as

y(2)(τ) =

∫ ∞

0

dE ρ(E)

∫ 1

0

dτ ′ y(τ ′) δ (τ − τy(τ ′, γ0 sin(2πτ ′), γ0, E)) (5)

Here the function τy(τ ′, γ0 sin(2πτ ′), γ0, E) gives, for each combination of previous yield time τ ′ and energy level E,
the time τy ∈ (0, 1) of the next direct yield event. In practice, it is not necessary to know this function, and we
instead change variables in the delta function, writing the condition now in terms of energy so that δ(τ − τy(τ ′, E))→
δ(E−E∗(τ, τ ′)) (along with the Jacobian associated with the transformation, see below). In other words, a combination
of previous yield time τ ′ and a subsequent direct yield event at τ fixes the value of the depth E∗(τ, τ ′) of the energy
minimum that the element must be in. Explicitly, one has simply

E∗(τ, τ ′) =
1

2

{
γ2

0 [sin(2πτ)− sin(2πτ ′)]
}2

(6)

because the expression in square brackets on the right (times γ0) is the strain the element has acquired between times
τ ′ and τ . Expressing the delta function in terms of E − E∗ now gives explicitly

∫ ∞

0

dE ρ(E) δ (τ − τy(τ ′, γ0 sin(2πτ ′), γ0, E)) = ρ(E∗(τ, τ ′))

∣∣∣∣
dE

dτ

∣∣∣∣χ(τ, τ ′) (7)

where
∣∣∣∣
dE

dτ

∣∣∣∣ = 2πγ2
0 |sin(2πτ)− sin(2πτ ′)| |cos(2πτ)| (8)

and we have carried out the integration over E. The final factor χ(τ, τ ′) in (7) is an indicator function (χ = 1 or 0)
enforcing the condition that τ corresponds to the first direct yield event in the cycle after a previous yield event at
τ ′. From trigonometric arguments, this condition is satisfied, and hence χ = 1, in the following four cases:

1. Case (0 < τ ′ < 1/4):
(τ ′ < τ < 1/4) ∪ (τ∗1 < τ < 3/4), with τ∗1 = 1/(2π) (π + arcsin(1− 2 sin(2πτ ′))).

2. Case (1/4 < τ ′ < 1/2):
(τ ′ < τ < 3/4).

3. Case (1/2 < τ ′ < 3/4):
Define τ∗2 = 1/(2π) (arcsin(1 + 2 sin(2πτ ′)) + 2π).
If τ∗2 < 1, (τ ′ < τ < 3/4) ∪ (τ∗2 < τ < 1) ∪ (0 < τ < 1/4).
If τ∗2 > 1, (τ ′ < τ < 3/4) ∪ (τ∗2 − 1 < τ < 1/4).

4. Case (3/4 < τ ′ < 1):
(τ ′ < τ < 1) ∪ (0 < τ < 1/4).

Otherwise, χ = 0. A plot of χ(τ, τ ′) is shown in Fig. 1. Note that values of τ that would be in the next period (τ > 1)
are mapped back to τ ∈ [0, 1] in determining χ.

For clarity we illustrate two example cases in Fig. 2, τ ′ = 1/8 and τ ′ = 7/8, which belong respectively to case 1
and case 4 above. Plotted is the strain variable l, starting from l = 0 at the previous yield time τ ′. Dashed lines
indicate where χ(τ, τ ′) = 0: intuitively, these are simply segments of the period where a yield event would have
already happened, given that |l| has previously reached a higher or equal value. Note that for τ ′ = 1/8, yields can
occur both at positive and at negative l, while for τ ′ = 7/8 yields always happen first for positive l.

Putting all this together, the second self-consistency equation becomes

y(2)(τ) =

∫ 1

0

dτ ′ y(τ ′)ρ(E∗(τ, τ ′))

∣∣∣∣
dE

dτ

∣∣∣∣χ(τ, τ ′) (9)

Eqs (4) and (9) constitute a pair of self-consistent equations which completely determine the yield rate through c and
y(2)(τ). To solve for y(2)(τ) and c, one can start from a normalised arbitrary initial condition y0(τ) and apply them
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FIG. 1. The function χ in the τ, τ ′ plane, where it takes the values 1 (black) or 0 (white). Note that the condition for the first
next yield is not simply τ > τ ′, and also that the next event may occur in the following period (upper left section). Horizontal
dashed lines mark the two horizontal slices of χ exemplified in Fig. 2.

FIG. 2. Plot of the local strain l against τ , with γ0 = 1, illustrating two examples of how the χ function is obtained. The
initial strains at τ ′ = 1/8 and τ ′ = 7/8 are marked with circles. Full lines indicate where χ(τ, τ ′) = 1, dashed lines where
χ(τ, τ ′) = 0. Dotted lines mark l = ±(γ0 − γ(τ ′ = 1/8)), which is the maximum absolute value of strain attained in the initial
sweep for τ ′ = 1/8, and determines the point τ∗1 (τ ′ = 1/8) (see text for definition) beyond which the first yields with negative
l can occur. Note that γ0 just sets the vertical scale and does not feature in the χ function.

iteratively until convergence. The iterative scheme indeed conserves the norm
∫ 1

0
dτ y(τ) = c+

∫ 1

0
dτ y(2)(τ) = 1. This

condition reads explicitly

∫ 1

0

dτ ′ ρ(E∗(τ, τ ′))

∣∣∣∣
dE

dτ

∣∣∣∣χ(τ, τ ′) + F 0
ρ

(
γ2

0

2
(1 + | sin(2πτ ′)|)2

)
= 1 (10)

and can be verified to hold for ∀τ ′ ∈ [0, 1] as it must. Intuitively, the normalization condition simply expresses the
fact that an element with previous yield time τ ′ must either subsequently yield directly (first term) or fall into a deep
energy level where it then yields diffusively (second term).

We show the converged y(2)(τ) in Fig. 3, for a Gaussian ρ(E) and a range of shear amplitudes. As initial condition
of the iteration we simply use in each case c = 1, y(2) = 0. We note that as expected the rate of direct yields rate is
periodic with double the frequency of the oscillatory shear, and increases slowly from zero at τ = 1/4 and 3/4, where
the modulus of the strain reaches a maximum given that γ(t) = γ0 sin(2πτ). Notice also that as γ0 is increased the
peaks in the direct yield rate move towards τ = 0 and 1/2, where the shear rate is maximal.
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FIG. 3. y(2) obtained from iteratively solving (4) and (9), for a Gaussian ρ(E). Results are shown for 15 values of γ̃0 = γ0/
√
〈E〉

that are linearly spaced between 0.125 (red) and 1.875 (blue). The τ−axis has been discretised into N = 1000 points.

B. Limiting distribution

Once the limiting yield rate is known we can work out the limiting distribution P (E, l) at the transition, the
normalisation of which determines the transition line γ∗0(α). The calculation is in fact done the other way around, by
fixing a strain amplitude γ0 and working out the α∗ where the yielded state ceases to exist.

For the calculation it is useful to switch to a “co-moving” frame, defined by u(τ) = l−γ(τ). In this frame of reference,
yielded elements are reinserted at u = −γ(τ), corresponding to l = 0. We furthermore rescale the time-independent
pdf at the transition by the prior distribution of energies, so that we work with

P̃ (E, u) =
P (E, u)

ρ(E)
(11)

At the transition, where the timescale of diffusion diverges, only elements undergoing indirect yields have nonzero
steady state probability. The direct yields can effectively be considered as occurring instantaneously (on a timescale
∼ 1/ω � 1/Y ) so are negligible in the steady state distribution, but they do affect the behaviour via their contribution
to y(τ). The indirect yielding processes, on the other hand, amount in the same limit to absorbing boundary conditions

at ±uc(E) =
√

2E−γ0. With these boundary conditions, the steady state master equation (Eq. (1) in the main text)
reduces to

0 = αY (t)∂2
uP̃ (E, u) + Y (t)δ (u+ γ(t)) (12)

Averaging this over a period, and defining the rate of yield events producing yielded elements with some given u as

R(u) =

∫ 1

0

dτ y(τ)δ (u+ γ(τ)) (13)

we obtain a simple equation for P̃ (E, u)

0 = α∂2
uP̃ (E, u) +R(u) (14)

with the boundary conditions P̃ (E, u) = 0, |u| > uc(E).
Eq. (14) can be solved analytically, as the diffusive propagator with absorbing boundary conditions is well known.

The solution, which depends on E only via uc(E), is

P̃ (E, u) =
1

2αuc

∫ uc

−uc
R(u0)

(
(uc + u0)(uc − u)θ(u− u0) + (uc + u)(uc − u0)θ(u0 − u)

)
θ(uc − |u|)du0 (15)

Reverting to P (E, u) and performing the integral over u yields

P (E) =

∫
du P (E, u) = ρ(E)

1

2α

∫ uc

−uc
du0 R(u0)(u2

c − u2
0) =

1

2α
ρ(E)

∫ 1

0

dτ y(τ)
(

(
√

2E − γ0)2 − γ2
0 sin(2πτ)2

)
+

(16)
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where f+ = fθ(f). The term on the right hand side may be interpreted as the product of ρ(E) and the mean first

escape time, with diffusive noise of strength αY , of a fictitious “particle” from a box of half-width
√

2E − γ0, having
started at −γ(τ) = −γ0 sin(2πτ). This is averaged over the possible previous yield times. Physically, it is the interplay
between these two objects (the energy disorder and the timescale set by the mechanical noise) which sets the location
of the transition. A further integration of (16) over E fixes the critical coupling α∗. For this we separate again the
two contributions to the yield rate, finding

α∗[γ0, c, y
(2)(τ)] = cα∗nd(γ0) +

∫ 1

0

dτ y(2)(τ)

(
F 1
ρ (E∗(τ))−

√
2γ0F

1/2
ρ (E∗(τ)) +

γ2
0

2
(cos(2πτ))2F 0

ρ (E∗(τ))

)
(17)

where

E∗(τ) =
γ2

0

2
(1 + | sin(2πτ)|)2

(18)

and

α∗nd(γ0) = F 1
ρ (2γ2

0)−
√

2γ0F
1/2
ρ (2γ2

0) (19)

is the critical coupling if one neglects direct yields (i.e. setting c = 1). This provides an approximation for α∗ that
becomes exact for γ0 → 0. As stated in the main text, from this approximation one may derive an exact bound
proving in general that in the presence of disorder the phase boundary lies above the original HL model. Indeed, from
(19) one may find analytically that the initial tangent is given by

dγ̃0

dα̃
=

1√
2

(〈E〉)1/2

〈
√
E〉

≥ 1√
2

(20)

In the original HL model, the slope is 1/
√

2 (and in fact stays constant at this value), while the inclusion of disorder
always tends to extend the size of the frozen region [1].

Returning to Eq. (17), we now have all the ingredients necessary to compute the transition line for any given
distribution ρ(E). For a fixed γ0, one must first compute the limiting yield rate, which is then inserted into (17) to
obtain the critical coupling. Note that as can easily be checked from Eqs. (17) and (19), the transition line can indeed

be expressed in the rescaled form α̃∗(γ̃0), with α̃ = α/〈E〉 and γ̃0 = γ0/
√
〈E〉, as given in the main text. In Fig. 4,

we show (together with the Gaussian case already displayed in Fig. 1 of the main text), the transition line for an
exponential ρ(E) expressed again in rescaled variables α̃ and γ̃0. The exponential case is qualitatively very similar to
the Gaussian. These two cases differ mainly in the asymptotic behaviour for α̃→ 0, which is controlled by the tail of
the ρ(E) distribution, but this is in any case not the interesting parameter regime of the model. For any unbounded
ρ(E), γ̃0 must diverge in this limit. This divergence is most easily found from the no direct yield form (19), from

which one may derive that α∗nd(γ0) ∼ e−2γ̃2
0 for the exponential, while α∗nd(γ0) ∼ e−4γ̃4

0/π/γ̃4
0 for the Gaussian. One

can obtain the same asymptotic behaviours, up to power-law corrections, from an expansion of the full theory (17).

We argue in general that, besides the transition line, we expect also the other main results of this paper, including
the initial annealing dependence and the fatigue behaviour (Figs. 2 and 3 in the main text), to be qualitatively
robust to the choice of ρ(E) (the prior distribution whose form is difficult to ascertain), as long as it fulfils some basic
properties. Indeed, there presumably needs to be an “entropic” drive towards shallow energy levels, while rare deeper
local minima also need to be present, in order to be able to model the initial annealing. The Gaussian distribution is
a simple ansatz fulfilling these properties, besides having been measured in numerical studies of glasses [2], as argued
in [3].
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FIG. 4. Transition line in the α̃ − γ̃0 plane, for Gaussian (blue) and exponential (red) ρ(E). We show in each case both the
numerically computed result from the full theory (17), full lines, and the approximate no-direct-yields analytical form (19),
dash-dotted lines. As in Fig. 1 of the main text, vertical dashed lines indicate the fixed coupling value α̃ = 0.086, where in the
Gaussian case γ̃∗0 = 1 (see star), chosen for studying the initial annealing dependence.

We finally address the calculation of the energy at the transition point, as denoted by the star in Fig. 2 of the main
text. We recall that the energy is defined within the model as

U =

∫
dE

∫
dl
(
l2/2− E

)
P (E, l) (21)

so that one may consider separately the elastic energy (first term) and the potential energy (relative to our chosen
reference energy of 0, second term).

Starting with the potential energy Epot, this is simply (minus) the average over the marginal distribution P (E),
given by (16) with α replaced by the corresponding α∗(γ0). As one may easily check, P (E) vanishes for energy levels
with E < γ2

0/2, where all yields are direct. Examples of the distribution P (E) are shown in Fig. 7 below.

To calculate the elastic energy, it is convenient to work again with P̃ (E, u) ((15), with α replaced by α∗), giving

Eel =

∫
dE ρ(E)

∫
du

l2

2
P̃ (E, u) (22)

Using then that l = u+ γ(t), and the symmetry P̃ (E, u) = P̃ (E,−u), we have that

Eel =

∫
dE ρ(E)

∫
du

u2

2
P̃ (E, u) +

γ(t)2

2
(23)

which shows that the system behaves purely elastically at the transition. If we look at the energy stroboscopically, at
γ = 0, then we are left only with the first integral. We introduce

Ẽel(E) =

∫
du

u2

2
P̃ (E, u) (24)

which using the expression (15) for P̃ (E, u) simplifies to

Ẽel(E) =
1

4α

∫ uc(E)

−uc(E)

du0 R(u0)
u4
c − u4

0

6
(25)

We can then finally integrate over the energy spectrum to obtain the total elastic energy:

Eel =

∫
dE ρ(E)Ẽel(E) (26)



7

II. NUMERICAL METHODS

As noted in the main text, the numerical solution of the model entails choosing a discrete set of energy levels {Ei}
and solving a PDE in the strain variable for each. We recall that we consider throughout the Gaussian distribution
of energy levels

ρ(E) =

√
2

πσ2
e−

E2

2σ2 (27)

with σ = 0.05, and we fix the coupling to α = 0.086 〈E〉 with 〈E〉 =
√

2/π σ ≈ 0.03989. We recall from the main text

that this value of the coupling corresponds to γ∗0 ≈
√
〈E〉 ≈ 0.1997, and that we use the fixed finite frequency ω = 0.1

throughout. We describe here firstly how the energy levels are chosen, before we turn to the numerical solution of the
PDE, and finally to the question of how the levels are coupled to each other through the yield rate.

For the numerical results shown in the paper, we consider 15 {Ei} points. The spacings between those are chosen to
ensure that we obtain a reasonable sampling of the Gaussian ρ(E), including both the range of shallow minima with
E < 2γ∗0

2 and the tail of deep minima. Explicitly, the first five Ei are chosen uniformly spaced within (0, 2γ∗0
2 ≈ 0.08),

in order to always keep the same fixed resolution for the shallow elements. Beyond this value, we consider another 10
points, the spacing of which can be tuned in order to better resolve the well-annealed initial conditions. We introduce

a “Boltzmann” factor β̂ (note that this is independent of and not in general equal to the β that sets the initial
condition), which defines a distribution

ρ̂(E) = N(β̂)−1

√
2

πσ2
e−

E2

2σ2 eβ̂E (28)

with the normalization factor

N(β̂) = eβ̂
2σ2/2

(
1 + erf(β̂σ/

√
2)
)

(29)

We then set the 10 remaining energy levels by requiring them to capture the same amounts of (weighted) probability
ρ̂(E). Explicitly this means we choose them as on a uniform grid in q within (q(2γ∗0

2), 1), where q(E) is defined as
the cumulative distribution

dq

dE
= ρ̂(E) (30)

The above method therefore gives us a parameter β̂ that we can tune in order to resolve better the tail of the
distribution in the well-annealed cases. For the poorly annealed samples, β = 0 to 30, we use the intermediate value

β̂ = 20. For β = 50 and 70, we use β̂ = 50. For the yielded state, we use β̂ = 0. The different values of β̂ lead to
slight differences in macroscopic stress and energy values measured in the yielded state, as may be noticed in Fig. 2
of the paper.

Once the {Ei} are chosen, one needs to solve the PDE in strain to evolve P (E, l, t). We work with a rescaled strain

l̃ = l/lc(E), so that the strain thresholds are always at l̃ = ±1. We discretize the l̃-axis by considering N = 4096
points in the interval [−4, 4). We then update the distribution in time using a pseudospectral method as described in
[4], implementing the diffusive term in Fourier space. As stated in the main text, we initialise the strains in a narrow

distribution, with standard deviation lc(E)/6. In particular we use the power law form ∼ (1 − |l̃|)δ with δ = 6 and

|l̃| < 1. As long as this distribution is sufficiently narrow, we do not expect its precise form to make any qualitative
difference to the results.

We do the updates of P (E, l, t) in parallel for each energy level, but of course the different levels are coupled by
the yield rate Y (t), which must be computed from the whole system. For this we exploit the natural separation of
timescales within the model. On the one hand, we notice that Y (t) varies smoothly within the period on timescales of
the order of 1/ω. We therefore introduce a fixed “macroscopic” timestep dtmacro = 10−2. After each step of dtmacro,
Y (t) is calculated by performing the discretised integral of Y (E, t) over the {Ei}. Within each dtmacro, we update each
level in parallel, with an energy dependent dtmicro(E) = CE � dtmacro. The reason for the linear energy dependence

is that, within rescaled units l̃ = l/lc, one sees that the diffusive term (which is the hardest to resolve) scales as 1/E,
so that the timestep has to be scaled down accordingly. Finally, we update the prefactor C adaptively during the
dynamics depending on the period-average Y after each cycle, which is especially important to efficiently simulate
the long transient behaviour of the well-annealed samples.
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FIG. 5. Stress amplitude in steady state after many cycles of shear. Star indicates analytical value at threshold, which is
simply Σ = γ∗0 given that the system in steady state is elastic up to that strain. Dashed lines indicate the exact macroscopic
yield stress Σy (33).

III. DEPENDENCE ON INITIAL ANNEALING

A. Stress amplitude

We show in Fig. 5 the equivalent of Fig. 2 in the main text, but this time for the maximum stress over the cycle
once the system has reached its steady state, whether frozen elastic or yielded. Within the precision and range of our
numerics, the data are consistent with poorly annealed samples (up to β = 30) showing a slight stress increase at or
just above [5] the common yield point γ∗0 . Highly annealed samples (up to β = 50, 70) behave elastically beyond this
point, until at γc(β) the stress amplitude drops to that of the ergodic steady state.

We note that in MD studies (see e.g. [6]) the initial increase is not completely elastic; in our model it is, due to
the simplification of considering the same uniform elastic modulus k = 1 for all elements, irrespective of their energy
level E. One could obtain non-elastic behaviour by considering a distribution of k-values, which should presumably
be correlated with E.

B. Limit of steady shear

In Fig. 5 we have included the dynamical yield stress of the model, which should be attained as γ0 → ∞. The
expression for this was derived by Agoritsas et al. [7]. We reproduce it here for completeness; we also give the
derivation of the limiting γ0 →∞ value of the energy, shown in Fig. 2 of the main text. We note that the total energy
in our numerical evaluations has been measured stroboscopically at γ = 0 (where the shear rate is far from being
reversed), so that for large γ0 one indeed expects it to coincide (for small ω) with the steady state energy attained
under uniform shear as γ̇ → 0.

In the γ̇ → 0 limit of steady shear, it was found that [7]

P (E) =

√
E0

α

√
E tanh

(√
E

E0

)
ρ(E) (31)

where the characteristic energy scale E0 is determined by the normalization condition:

1 =

√
E0

α

〈√
E tanh

(√
E

E0

)〉
(32)

where the average is over ρ(E). An example of the distribution (31) is shown in Fig. 18 later in Sec. VI where we
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discuss results for uniform shear. The corresponding macroscopic yield stress was found to be [7]

Σy =
1√
2




〈E〉〈√
E tanh

(√
E
E0

)〉 −
√
E0


 (33)

To find the limiting value of the total energy, we proceed again by separating the potential and elastic contributions.
For the potential energy, one simply needs to take the average over (31). To compute the elastic contribution,
we proceed in the following way, which is exact for α̃ = 0, and should be a good approximation for α̃ � 1. In
particular we expect this to be fairly accurate for the particular case α̃ = 0.086 studied in the paper, given that the
macroscopic yield stress is already quite close to the limiting value at α̃ = 0 (for the Gaussian considered in the paper
Σy(α̃ = 0.086) = 0.140328, to be compared with Σy(α̃ = 0) = 0.15345).

The approximation consists in assuming that the distribution in strain is flat across positive strains in all energy
wells, with an energy-dependent height fixed by the distribution P (E), that is

P (E, l) = A(E) for l ∈ (0, lc(E)) (34)

with the height A(E) fixed by

∫ lc(E)

0

dl P (E, l) = P (E) (35)

which yields

A(E) =

√
E0

2

1

α
tanh

(√
E

E0

)
ρ(E) (36)

Now the elastic energy is simply

∫ ∞

0

dE

∫ lc(E)

0

dl
l2

2
P (E, l) (37)

Carrying out the l-integral explicitly one finds

Eel =

√
E0

3α

∫ ∞

0

dE ρ(E) tanh

(√
E

E0

)
E3/2 (38)

In the limit α→ 0, where from (32)
√
E0 ∼ α/〈

√
E〉, one has the limiting (exact) value

Eel(α = 0) =
〈E3/2〉
3〈
√
E〉

(39)

C. Critical behaviour

We address here details regarding the critical behaviour on the solid (frozen) side as the common yield point γ∗0 is
approached. In Fig. 6 we show the evolution of the total energy, measured stroboscopically (γ = 0) at each cycle, with
an applied oscillatory shear amplitude γ0 = γ∗0 . Due to the finite discretisation of the strain axis, our numerical setup
is unable to explore the dynamics reliably once the yield rate becomes very small; with our numerical parameters this
range extends roughly down to Y ≈ 10−3.5). This can be seen from the full lines in Fig. 6, which stop after around a
hundred cycles. It is clear from the figure, however, that the energy is still decaying. Therefore, as noted in the main
text, to obtain the steady state values of the energy for γ0 = γ∗0 (and 0.9γ∗0 ) in Fig. 2 of the paper we extrapolate the
U(n) curve, using a power-law fit

U(n) = U∞ +An−δ (40)

where we fit the three parameters U∞, A and δ. These fits are shown in Fig. 6 for β = 0, 10, 20, 30, where we fit
δ = 0.423, 0.384, 0.319, 0.304 respectively.
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FIG. 6. Decay of the stroboscopic total energy U against number of cycles n at strain amplitude γ0 = γ∗0 . Dashed lines show
the fitted power-law extrapolation.

FIG. 7. Final stroboscopic P (E) distribution measured from the numerical solution at different strain amplitudes, for the initial
condition β = 20. We also show by vertical dashed lines the two special values γ∗0

2/2 and 2γ∗0
2. The theoretical distribution is

zero below the first value, whereas it shows a small kink at the second one, where direct yields cease to be present.

Also shown in Fig. 6 is the “discretised” value of U∗, which is simply the total energy (both potential and elastic)
calculated at the transition using the same discrete energy points as in the numerical solutions. We note that it
is slightly lower than the true U∗ calculated for a continuous spectrum of energy levels. Fig. 6 therefore suggests
that the U∗ corresponding to the energy discretisation used has still not quite been reached at γ∗0 , so that the real
yield point is in fact slightly higher than the one calculated analytically in the ω → 0 limit. This is consistent with
MD studies [8], where the yield point was found to increase slightly with the shear rate (related to the frequency as
γ̇0 = γ0ω). We do not characterise this here in detail, as determining the precise yield point is made difficult by the
fact that we are unable to numerically resolve steady states with very low Y just above yielding.

In Fig. 7, we show the last (stroboscopic) energy distribution P (E) measured from our numerical solutions at a given
shear amplitude γ0, for the initial condition β = 20. We see that as γ0 increases towards γ∗0 , the system mechanically
anneals towards the analytically calculated distribution. At γ0 = γ∗0 , the last P (E) we measure has not quite reached
this theoretical prediction for ω → 0, mirroring the incomplete decay of the energy in Fig. 6. Here it is difficult to
perform an extrapolation; instead we look at a slightly larger γ0 = 1.07γ∗0 , where the system is expected from theory
to fluidize but is still in the regime where we cannot resolve numerically the steady state. We can then extract the
last P (E) before our discretization limit is reached, and we find almost perfect agreement with the theory.

We next study the critical behaviour of the (period-averaged) yield rate Y . In order to find clearly the power-law
regime and minimise transient effects [9], we use here an initial distribution already “close” to the limiting distribution
at the transition, at least in the energy variable. The ensuing relaxation dynamics therefore involves primarily the
strain variable, presumably controlled by boundary layers as studied in [4, 10] for the aging dynamics. In particular,
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FIG. 8. Critical behaviour at α̃ = 0.086, where we measure b ≈ 0.7. Dashed lines show runs with a coarser discretisation in
stress (N = 2048), which agree within the time window shown. γ0 values in legend are in units of γ∗0 .

we consider

P (l, E, t = 0) = P ∗(E)
1√

2πlcσl
e
− l2

2l2cσ
2
l (41)

with σl = 0.4. The Gaussian strain distribution ensures a small but finite fraction of unstable elements in each energy
level, so that the initial condition is not “frozen”.

We show results for α̃ = 0.086 (the value considered throughout the paper) in Fig. 8, for a range of γ0 near γ∗0 .
We measure a power law n−b with exponent b ≈ 0.7, clearly below 1. This fact is important, as it implies a diverging
number of events in the long time limit, allowing the system to lose memory of the initial condition.

Although we do not have an analytical understanding of the exponent b, we conjecture that is non-universal and
dependent on α̃. In the limiting case of α̃ = 1 (where γ̃∗0 = 0), we have checked that b = 1 for the critical dynamics
in the absence of shear. This is the value found for the original HL model [4, 10], and can be understood from a
boundary layer analysis.

D. Yielded state

We next show two figures concerning the yielded state, for the energy (Fig. 9) and the stress (Fig. 10), within one
cycle of shear. In both cases we show additionally the theoretical prediction at γ0 = γ∗0 : we recall that as Y vanishes
continuously at the transition, this is simply purely elastic behaviour. As γ0 is increased, we see that (Fig. 11)
the energy describes a “butterfly” shape, while the stress acquires an ever wider hysteresis loop. These are both
qualitatively consistent with the behaviour in particle simulations [6, 8, 11].

IV. FATIGUE

We provide supplementary information here regarding the fatigue behaviour of the well-annealed sample (β = 50).
In Fig. 11, we show the same runs as in Fig. 3 of the main text, but this time plotting the energy U . The 16 strain
amplitudes above yield are, from blue to red (as in Fig. 3 of the main text): 1.194, 1.196, 1.198, 1.2, 1.21, 1.22, 1.24,
1.26, 1.3, 1.4, 1.5, 1.6, 1.7, 1.8, 1.9 and 2 γ∗0 . Also as in Fig. 3 of the main text, we show an additional run below
the fatigue limit, for 1.19 γ∗0 (green). The near-constancy of this shows clearly that, approaching γc from below, the
energy remains very largely insensitive to the shear, due to the very low yield rates involved.

The evolution of the energy above the fatigue limit may be compared to results shown in the SM of [8] (Fig. S4a).
There, a well-annealed sample is considered at a higher shear rate, where both initial and persistent shear banding
are absent. The behaviour of the energy is qualitatively very similar to our numerical results, lending credence to the
expectation that the transient behaviour described in mean field should become more accurate in this regime.

In Fig. 12 we show the evolution of the energy distribution P (E) for the run closest to γc (from above), γ0 = 1.194γ∗0 .
As stated in the main text, the initial energy distribution (red dashed line) initially approaches a fixed frozen state,
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FIG. 9. Energy within one cycle in the yielded steady state, plotted parametrically against the current strain γ(t) = γ0 sin(ωt).

FIG. 10. Macroscopic stress within one cycle in the yielded steady state, plotted parametrically against the current strain
γ(t) = γ0 sin(ωt).

FIG. 11. Energy U against number of cycles, for β = 50 and a range of strain amplitudes around the fatigue limit γc as given
in the text.
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FIG. 12. Evolution of P (E) for γ0 = 1.194γ∗0 . Log-times are uniformly spaced, from red to blue. Shown explicitly are the
initial distribution (red dashed line), the almost frozen distribution at nmin (orange dashed line), and the distribution in the
yielded steady state (blue dashed line). The last curves are smooth fits as a guide to the eye. Note that in general we expect

P (E) in the yielded state to vanish as ∼
√
E as E → 0 (see Fig. 18). We cannot resolve this within our energy discretisation,

but the region of very small E in any case does not contribute significantly to macroscopic quantities.

FIG. 13. Yield rate Y (E) of energy level E in the first 5 cycles, for γ0 = 1.194γ∗0 . Shown in red are the first eight energy levels
{Ei} within our discrete set, which satisfy E < 2γ2

0 , while levels with E > 2γ2
0 are shown in green. These are levels where no

direct yields are possible, so that their contribution to the plastic activity during the initial cycles is vanishingly small.

which it comes closest to at nmin (defined as the point where Y reaches its minimum value). Beyond nmin, yield
events across the system drive the distribution towards the yielded state. The intriguing approach to and escape from
a frozen stationary state leads to the interesting non-monotonic behaviour we observe, and associate with fatigue
behaviour.

In Fig. 13, we substantiate our claim in the main text that the plastic activity during the initial cycles (shown are
the first five) is dominated by direct yielding of elements in shallow levels. Significant direct yields only occur for
E < 2γ2

0 ; for the strain amplitude γ0 = 1.194γ∗0 , and our discrete set of levels, this condition is fulfilled by the first
eight energy levels.
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V. EFFECT OF CLOSURE RELATION

We consider here the effect of a general closure relation

D(t) =

∫
dE α(E)Y (E, t) (42)

where

Y (E, t) =

∫
dl θ (|l| − lc(E))P (E, l, t) (43)

The case considered in the main paper is the one of constant α(E), which leads back to the simple proportionality
D(t) ∝ Y (t). Once an E-dependence is allowed for, a natural choice is α(E) = α̂E, with α̂ a now dimensionless
coupling parameter. We will refer to this as linear closure, and consider it for the numerics below. Physically, the
linear closure corresponds to yield events at different energy levels contributing to the mechanical noise proportionally
to E, which in turn is proportional to σ2

c (σc being the local yield stress). This is the form one would expect if the
model is derived e.g. from the KEP perspective [7, 12]. We firstly show that the general form (42) does not change
qualitatively the phase diagram of the model, i.e. the transition line. This is due to the following result. Starting
from the master equation

∂tP (E, l, t) = −γ̇(t)∂lP (E, l, t) +D(t)∂2
l P (E, l, t)− θ (|l| − lc(E))P (E, l, t) + Y (t)ρ(E)δ(σ) (44)

and integrating over strain, one has

∂tP (E, t) = −Y (E, t) + Y (t)ρ(E) (45)

If we then average (45) over a period in steady state it follows that

Y (E) = Y ρ(E) (46)

Eqs. (42) and (46) imply that the following holds in any periodic steady state:

D =

∫
dE Y (E)α(E) = Y

∫
dE ρ(E)α(E) ≡ αeffY (47)

where we have defined

αeff =

∫
dE ρ(E)α(E) (48)

so that in the linear closure case αeff = α̂〈E〉.
We now recall that the equations for the limiting yield rate depend only on γ0. The closure relation comes in

at the next step, where the normalization condition is enforced; however, one is there dealing with period-averaged
quantities, so that one can simply replace α by αeff . In the linear closure case, we then have precisely the same
transition line as in the main text, provided we consider the rescaled quantity, i.e. γ̃∗0(α̂) = γ̃∗0 (α̃).

Although the transition line remains unchanged, one expects differences both in the transient and in the steady
state above yield. Note that even at the transition the actual form of D(t) (42) within the period will in general
change, even though y(t) is independent of the closure relation.

In Figures 14 and 15 we show numerical solutions with the linear closure relation with α̂ = 0.086, alongside the
simple version with α/〈E〉 = 0.086. Firstly, in Fig. 14 we show runs for the initial condition β = 0: we confirm that
the transition is indeed located roughly at the same strain amplitude, and overall the dynamics is largely unaffected.

In Fig. 15, on the other hand, where we show instead runs for β = 50 around the fatigue limit, we do see appreciable
differences. With the E-dependent closure relation the system “freezes” faster, but also re-fluidizes at a faster rate.
Also, although in this case we have not performed a thorough analysis of the yield times, the fatigue limit γc appears
to be slightly larger than in the simple closure relation.

VI. UNIFORM SHEAR

In Fig. 16, we show the stress-strain curve under uniform shear for the intial condition β = 50, from which we
extract the yield point γY ≈ 1.85γ∗0 (reported in Fig. 3 of the main text) as the strain at which the overshoot is
reached.
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FIG. 14. Dynamics at a range of strain amplitudes around the transition for β = 0. These are (from blue to red): 0.8, 0.9, 1.0,
1.1, 1.2 and 1.3 γ∗0 . Full lines correspond to simple closure, dashed to E-dependent.

FIG. 15. Dynamics at a range of strain amplitudes around the fatigue limit for β = 50. These are (from blue to red): 1.14,
1.16, 1.18, 1.19, 1.192, 1.194, 1.196, 1.198, 1.2, 1.21, 1.22, 1.24 and 1.3 γ∗0 . Full lines correspond to the simple closure, dashed
to the linear E-dependent one. Note that with the linear closure relation, the runs with 1.196 and 1.194 γ∗0 end up freezing,
while in the simple case these re-fluidise. This suggests that the fatigue limit is slightly higher in the linear closure case.

FIG. 16. Stress-strain curves for β = 50, obtained with two different shear rates. Also shown is the exact macroscopic yield
stress (33).
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FIG. 17. Stress-strain curves uniformed shear obtained with γ̇ = 10−3 for a range of β. Also shown is the exact macroscopic
yield stress (33).

FIG. 18. Comparison of numerically measured P (E) in the steady state with the exact form (31). Energy discretisation shown

corresponds to β̂ = 0 (higher values of β̂ show similar agreement).

In Fig. 17, we show stress-strain curves under uniform shear with the small shear rate γ̇ = 10−3, for a range of
β values up to β = 70. We see that the stress overshoot grows with β, but remains smooth and shows no sign of
developing a discontinuity.

In Fig. 18 we check that in the steady state limit under slow shear (γ̇ = 10−3) our numerics reproduces very well
the exact form (31) of P (E) derived by Agoritsas et al. [7] in the limit γ̇ → 0.

We contrast our results in Fig. 16 and 17 with two claims in the literature, in [13] and [14], where spinodal-type
discontinuous yielding was claimed to be found in mean field. We note, firstly, that [13] neglects the alternating signs
of the elastic kernel, in stark contrast to the fully symmetric mechanical noise considered here. To clarify the relation
with [14], where an overhanging stress-strain curve under quasistatic loading was reported in the original HL model,
we now rewrite our mean field model in the same form considered there, in terms of a quasistatic evolution in plastic
strain. Starting with the original master equation

∂tP (E, l, t) = −γ̇∂lP (E, l, t) + αY (t)∂2
l P (E, l, t) + Y (t)ρ(E)δ(l)− θ (|l| − lc(E))P (E, l, t) (49)

we divide this by the yield rate Y (t). Noting that 1/Y ∂t = ∂εp , with εp the plastic strain, we have that

∂εpP (E, l, εp) = − γ̇
Y
∂εpP + α∂2

l P + ρ(E)δ(l) (50)

where in the Y � 1 limit one can replace the yielding term by absorbing boundary conditions at lc(E) [15]. On the
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other hand, from (49) the evolution of the macroscopic stress is

∂tΣ = γ̇ − 〈lu〉Y (51)

where 〈lu〉 is the average unstable strain, which in the quasistatic limit (where one can neglect yield events at the
negative strain threshold) can be approximated by

∫
dE P (E, t)lc(E). Note that in the disordered HL model this

quantity is in principle time-dependent, while without disorder it is a constant. This implies that the advective term
in (50), denoted by v in [14], is given by

v =
γ̇

Y
= 〈lu〉+

Σ̇

Y
= 〈lu〉+

∂Σ

∂εp
(52)

Now, as argued in [14], “failure” would occur if Σ̇/Y → approaches −〈lu〉 (from above), where v would vanish. Once
this bound is surpassed, one sees that γ̇ effectively has to become negative to be able to continue the dynamics,
leading to an overhang in a plot of Σ vs γ.

In the original time-dependent formulation (49), this implies that at some γ during startup Y has to diverge, given
that one cannot relax more than 〈lu〉 per plastic yield event. Although we do not have an exact argument, we find it
implausible on physical grounds that in the disordered case Y could grow without bound at some point, given that it is
now coupled to the dynamics of a whole range of energy levels: due to the spectrum of different yield barriers present,
the strain distributions in different energy levels will inevitably begin to approach their respective yield threshold at
continuously distributed time (or strain) points. In any case it would be interesting to perform a thorough analysis
of Eq. (50) in the disordered HL model.
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