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ABSTRACT
Smart Personal Assistants (SPAs), such as Amazon Alexa, Google

Assistant and Apple Siri, leverage different AI techniques to provide

convenient help and assistance to users. However, inappropriate

information sharing decisions can lead SPAs to incorrectly disclose

user information to undesired parties, or mistakenly block their

reasonable access in specific scenarios to desired parties. In fact,

reports about privacy violations in SPAs and associated user con-

cerns are well known and understood in the related literature. It

is difficult for SPAs to automatically decide how data should be

shared with respect to the privacy preferences of the users. We

argue norms, which are regarded as shared standards of acceptable

behaviour of groups and/or individuals, can be used to govern and

reason about the best course of action of SPAs with regards to

information sharing, and our work is the first to propose a practi-

cal model to address the above issues and govern SPAs based on

normative systems and the contextual integrity theory of privacy.

We evaluated the performance of the model using a real dataset

of user preferences for privacy in SPAs and the results showed a

very marked and significant improvement in understanding user

preferences and making the right decisions with respect to data

sharing.

CCS CONCEPTS
• Computing methodologies → Artificial intelligence; Ma-
chine learning; • Security and privacy→Usability in security
and privacy; Privacy protections.
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privacy, smart personal assistants, voice assistants, personal data,

data protection
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1 INTRODUCTION
Recent advances in AI, such as in Natural Language Processing

among others, have finally made the promise of intelligent per-

sonal assistants a reality and are helping unravel their potential.

In particular, voice-based Smart Personal Assistants (SPAs), such

as Amazon Alexa, Apple Siri, Microsoft Cortana, Google Assistant,

and the like, are utilized by millions of users around the world, with

147 million SPA sold in 2019 [48], and their use is only predicted

to increase in the next few years. SPAs now perform many tasks

on behalf of their users, including buying groceries, playing music,

controlling smart home devices, etc. [29, 55]. In fact, the list of SPAs

capabilities, called skills in Amazon Alexa, keeps growing, having

already surpassed 100,000 skills in Alexa [54].

Not having regulatory mechanisms for these AI systems would

let them wreak havok on the infosphere, causing a Tragedy of The

Digital Commons [23] by polluting the information shared, deleting

valuable information, spreading false information [45], discrimi-

nating users [21], or, as it is in the focus of this paper, violating

the right to individual’s privacy
1
. A right that is now part of reg-

ulations around the globe
2
and a key aspect of ethical principles

for AI such as the Asilomar principles
3
. This is all the more im-

portant, given the concerns users have about SPAs invading their

privacy [1, 25, 27, 30], exacerbated by media reports and studies

demonstrating privacy issues in SPAs [17–20, 24, 46].

Previously proposed approaches for privacy-respecting smart

devices, such as access control mechanisms [59], do not effectively

address these issues, as it is unrealistic to ask users to educate SPAs

on how to respond to all scenarios, users just expect smart devices

to learn the appropriate privacy norms without putting consider-

able human effort [59]. Therefore, there is a need for SPAs to be

improved to automatically learn privacy norms and regulate their

behaviours with respect to the expectations of users. In addition,

and importantly, to ensure SPAs are truly aligned with humans

values from a normative perspective, then we must be able to check

what norms they learn from us and explain how they reason about

these norms in different privacy contexts. To do this, some form of

explicit privacy norm representation is required, something diffi-

cult to achieve with subsymbolic AI approaches such as traditional

1
Article 12 of the UN Universal Declaration of Human Rights https://www.un.org/en/

about-us/universal-declaration-of-human-rights.

2
Including the EU with the GDPR, California with CCPA, and regulations in other

countries like Canada and the UK.

3
https://futureoflife.org/ai-principles/
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machine learning approaches. So, how do we represent these pri-

vacy norms in different contexts? More specifically, what are the

contextual aspects that we must consider to represent norms in

terms of privacy? And, how do we learn and reason about these

norms so SPAs can better align with users’ privacy expectations?

In this paper, we first present the formalization of privacy norms

to govern the behavior of SPAs based on normative systems and

Contextual Integrity [41, 42]. Based on this formalization, we also

present a model to learn and represent privacy norms and to rea-

son about their relevance and applicability in different contexts,

allowing SPAs to make decisions about information flows. Finally,

we show experimentally the performance of the model with a real

dataset of user-provided acceptability of different information flows

in SPAs in different contexts.

The structure of the paper is as follows. We first present, in

Section 2, background on contextual integrity and normative sys-

tems, and then present the norm definitions used by our model.

We illustrate the formalization of our normative model and reason-

ing method in Section 3 respectively. In Section 4, we describe the

model evaluation combined within a specific case study. Finally, we

discuss and conclude the paper in Section 6.

2 PRIVACY NORMS
Norms, such as prohibitions and permissions, are used in the exist-

ing literature to monitor and control the behaviour of agents [11].

Previous studies [5, 26, 28] expressed those norms using logic state-

ments. In particular, norms usually define patterns of behaviour by

means of deontic logic and its modalities: Obligation, which defines

the action that the agent should perform; Permission, which defines

the behavior that the SPA is allowed to perform; and Prohibition,

which defines the action that should not be performed by the SPA.

This is has been extensively used in multi-agent domains, where

norms are the socially agreed-upon codes of behaviour that most

members of a society can understand. Norms can also represent the

most acceptable behavior, and thus play a significant role in deci-

sion making. Another advantage of using norms is that they can be

used for logical reasoning. Hence, when faced with an unspecified

situation, we can also reason about the appropriate action based

on what we know. The question is how to conceptualize privacy in

order to define privacy norms for AI agents such as SPAs.

Separately, and independently, the field of privacy has been evolv-

ing over the past years under different conceptualizations. The most

modern of those conceptualizations is the theory of Contextual In-

tegrity (CI) [41, 42], which defines privacy as the appropriateness

of information flows based on social and cultural norms in a spe-

cific given context. That is, the same information sharing action

may lead to a privacy violation or not depending on the context.

For instance, one may not give their health details to a passer by

but may do so to a doctor so they can treat them. CI describes

the information flows using five parameters: (1) the sender of the

information, (2) the attribute or type of the information, (3) the

subject of the information that is being transferred, (4) the recipient

of the information, and (5) the transmission principles or conditions

imposed on the transfer of the information from the sender to the

recipient.

CI has been known as an appropriate framework to elicit ex-

pected privacy norms in different contexts [3, 4, 31, 47]. This is

usually done through surveys varying the contextual parameters

in Contextual Integrity, asking users for the acceptability of the

information flows described in a vignette using the contextual pa-

rameters. That is, how acceptable it is that one specific sender sends

information of a distinct type and specific subject to a specific re-

cipient using (not using) a set of transmission principles (e.g., for

a given purpose). However, CI lacks a formal definition, and the

types of norms usually elicited cannot be properly represented or

reasoned about.

In this work, we bridge the gap between normative systems and

contextual integrity to define privacy norms for SPAs. For this, we

first introduce some preliminary definitions in Section 2.1 and then

define the privacy norms themselves in Section 2.2. After this, we

use these definitions in Section 3 to present our model to learn and

reason about privacy norms for SPAs.

2.1 Preliminary Definitions
We begin with defining the terms and notation used throughout the

rest of the paper. We assume that the SPA has a representation of the
state of the word in which it operates. To that aim, we make use of

a finite set of predicate and constant symbols, that characterise the

properties of the world relevant to the SPA. In this paper we write

predicate and constant symbols starting with a lower case letter

and variables starting with a capital letter. We also make use of the

true (vs. false) predicate ⊤ (vs. ⊥). By a state of the SPA (denoted by

𝑠), we mean the properties of the world that are true at a particular

moment; i.e., a state is built on a “closed world assumption” and

defined by a set of properties (i.e., a set of grounded predicates) that

hold at a given moment.

We define that a state 𝑠 satisfies a property represented as an

atomic grounded predicate 𝑙 , denoted by 𝑠 ⊢ 𝑙 , iff 𝑙 ∈ 𝑠 . Similarly,

𝑠 satisfies the negation of a property ¬𝑙 , denoted by 𝑠 ⊬ 𝑙 iff 𝑙 ∉ 𝑠 .
We extend this definition to sets of properties (note the empty set

is always satisfied). We also give the common semantics to the true

(vs. false) predicates; i.e., for any state 𝑠 , 𝑠 ⊢ ⊤ (vs. 𝑠 ⊬ ⊥).

2.1.1 Predicates. For the purpose of regulating SPAs actions, we
define a set of predicates

4
. These predicates are used to represent

the state of SPAs and they are added to and removed from the state

representation in accordance with the SPA perceptions. Perceptions

are formed by observations from the physical environment — e.g.,

identification of the user interacting with the SPA; observations

from the software environment — e.g., notifications and logging

information from the third-party skills; and the effects of the actions

executed by the SPA. For the purpose of this paper, let’s assume

the following two predicates:

• 𝑎𝑐ℎ𝑖𝑒𝑣𝑒𝑑 (𝑃𝑢𝑟𝑝𝑜𝑠𝑒), which is a unary predicate representing

that a given 𝑃𝑢𝑟𝑝𝑜𝑠𝑒 (e.g., “to improve the functionality”)

has been achieved.

• 𝑎𝑛𝑜𝑛𝑦𝑚𝑖𝑠𝑒𝑑 (𝐷𝑎𝑡𝑎) is also a unary predicate indicating the

data element represented by 𝐷𝑎𝑡𝑎 has been anonymised.

4
In our paper, we take into consideration the “tenses” of predicates and assign them

various meanings.



Note, we focus on the information being transmitted and processed

by a SPA, which is the data. We consider the data is not only a collec-

tion of information such as observations, measurements and facts

but also contains metadata which provides granular information

such as file type, format, origin, date, etc. In this case, it is obviously

that metadata could be used to discover the personal identity of

the owner (subject) of the data. Information is normally transmit-

ted in the form of complete data but metadata will be separated

only in special circumstances, for example, when an anonymous

transmission is required.

2.1.2 Actions. In our paper, we mainly concentrate on all the ac-

tions of the SPA in the execution process. Since it is often the case

that the actions have been taken in a given contextual environ-

ment, we embed contextual-related parameters (such as the sender

of the action, the purpose of performing the action, etc.) into the

definition.

Definition 2.1 (Action). Formally, we represent an action as an

atomic sentence that contains a combination of both name and pa-

rameters: 𝑛𝑎𝑚𝑒 (𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟1, 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟2, ..., 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑛), where:
• 𝑛𝑎𝑚𝑒 identifies the action;
• each 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑖 is a constant value representing the specific

context in which the action takes place. For example, the

actor of the action, the recipient of the action, and so on.

The primary action involved in this paper is always that a SPA

sends various data on behalf of the users. In addition, the SPA can

also implement auxiliary actions such as deleting data in accordance

with the wishes of users. In order to fully reflect the entire world

of the SPA, we propose the definition of the following actions.

Action (Send). The action of sending is defined as: 𝑆𝑒𝑛𝑑 (𝐴𝑐𝑡𝑜𝑟,
𝑇𝑎𝑟𝑔𝑒𝑡, 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒, 𝐷𝑎𝑡𝑎, 𝑆𝑢𝑏 𝑗𝑒𝑐𝑡, 𝑃𝑢𝑟𝑝𝑜𝑠𝑒), represents that the𝐷𝑎𝑡𝑎
corresponding to the 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 of the 𝑆𝑢𝑏 𝑗𝑒𝑐𝑡 is sent by the 𝐴𝑐𝑡𝑜𝑟

to the 𝑇𝑎𝑟𝑔𝑒𝑡 with the a particular 𝑃𝑢𝑟𝑝𝑜𝑠𝑒 . Where 𝐴𝑐𝑡𝑜𝑟 is the

principle who send the information
5
, 𝑇𝑎𝑟𝑔𝑒𝑡 illustrates the recip-

ient. 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 is the type of information i.e. playlist, 𝐷𝑎𝑡𝑎 is the

specific data being processed which corresponding to the𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 ,

𝑆𝑢𝑏 𝑗𝑒𝑐𝑡 is the user about whom information is sent. The last param-

eter in this definition is 𝑃𝑢𝑟𝑝𝑜𝑠𝑒 , representing the specific purpose

for sending the data, or constant value 𝑛𝑜𝑛𝑒 if there is none.

Example 1. The following example is used to present a scenario
that neighbours can access to the playlists without providing a specific
reason.

𝑠𝑒𝑛𝑑 (𝑠𝑝𝑎, 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟,𝑚𝑢𝑠𝑖𝑐, 𝑝𝑙𝑎𝑦𝑙𝑖𝑠𝑡𝑠, 𝑏𝑜𝑏, 𝑛𝑜𝑛𝑒)

Action (Delete). The action 𝑑𝑒𝑙𝑒𝑡𝑒 is defined as 𝑑𝑒𝑙𝑒𝑡𝑒 (𝐴𝑐𝑡𝑜𝑟,
𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒, 𝐷𝑎𝑡𝑎, 𝑆𝑢𝑏 𝑗𝑒𝑐𝑡) , where 𝑆𝑢𝑏 𝑗𝑒𝑐𝑡 is the person who cur-

rently owns this data and 𝐴𝑐𝑡𝑜𝑟 is responsible for performing this

delete action. 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 and 𝐷𝑎𝑡𝑎 are defined as before.

Action (Review). We denote the action that data can be reviewed

as 𝑟𝑒𝑣𝑖𝑒𝑤 (𝐴𝑐𝑡𝑜𝑟, 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒, 𝐷𝑎𝑡𝑎) where 𝐴𝑐𝑡𝑜𝑟 is the subject who
owns the data and has the authorization to view the data.𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒

and 𝐷𝑎𝑡𝑎 are defined as before.

5
In our paper, the𝐴𝑐𝑡𝑜𝑟 is always the SPA that performs tasks on behalf of users.

Action (Notify). This actionwas defined as𝑛𝑜𝑡𝑖 𝑓 𝑦 (𝐴𝑐𝑡𝑜𝑟, 𝑆𝑢𝑏 𝑗𝑒𝑐𝑡,
𝐴𝑐𝑡𝑖𝑜𝑛), indicating that the 𝐴𝑐𝑡𝑜𝑟 notifies the 𝑆𝑢𝑏 𝑗𝑒𝑐𝑡 that the

𝐴𝑐𝑡𝑖𝑜𝑛 will occur.

Finally, and for each of the actions defined above, there is an

associated predicate representing that the action has been executed.

For instance, when the action 𝑟𝑒𝑣𝑖𝑒𝑤 (𝐴𝑐𝑡𝑜𝑟, 𝐷𝑎𝑡𝑎) is executed then
the predicate 𝑟𝑒𝑣𝑖𝑒𝑤𝑒𝑑 (𝐴𝑐𝑡𝑜𝑟, 𝐷𝑎𝑡𝑎) is inserted into the knowledge
base — which is defined in Section 3.

2.2 Norm and Norm Instance Definitions
We now define privacy norms for SPAs based on normative systems

and contextual integrity. We start with the definition of a norm,

and then with the definition of when a norm becomes instantiated

given a state of the world, and hence becomes relevant to the state

of the world.

Definition 2.2 (Norm). We define a norm 𝑛 as a tuple

𝑛 = ⟨𝐷𝑒𝑜𝑛𝑡𝑖𝑐,𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛,𝐴𝑐𝑡𝑖𝑜𝑛, 𝐸𝑓 𝑓 𝑒𝑐𝑡, 𝛿⟩, where:
• 𝐷𝑒𝑜𝑛𝑡𝑖𝑐 represents deontic modality, namely Obligations (O),
Permissions (P) and Prohibitions(F).

• 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 is a set of literals (i.e., a predicate and its nega-

tion) that can contain variables. The condition represents the

situations in which the norm is applicable (i.e., has effect).

• The 𝐴𝑐𝑡𝑖𝑜𝑛 expresses the action regulated by the norm, i.e.

what is being permitted, etc.

• 𝐸𝑓 𝑓 𝑒𝑐𝑡 is a set of norms representing the SPA duties after

performing the 𝐴𝑐𝑡𝑖𝑜𝑛.

• 𝛿 ∈ [0, 1] is a real number representing the importance of

the norm. Norm with a higher 𝛿 value also means that it has

a higher priority in model decision making.

Example 2. A norm regulates that it is an obligation to send the
door locker logs to law enforcement agencies can be represented as:

⟨𝑂, ∅, 𝑠𝑒𝑛𝑑 (𝑠𝑝𝑎, 𝑙𝑎𝑤_𝑒𝑛𝑓 𝑜𝑟𝑐𝑒𝑚𝑒𝑛𝑡_𝑎𝑔𝑒𝑛𝑐𝑖𝑒𝑠, 𝑠𝑚𝑎𝑟𝑡_𝑑𝑜𝑜𝑟,
𝑑𝑜𝑜𝑟_𝑙𝑜𝑐𝑘𝑒𝑟_𝑙𝑜𝑔𝑠, 𝑝𝑟𝑖𝑚𝑎𝑟𝑦_𝑢𝑠𝑒𝑟, 𝑛𝑜𝑛𝑒), ∅, 𝛿⟩

Note that norms can have variables in their definition. When

their condition holds, then they are applicable and norm instances

(or instances for short) are created, according to the possible ground-

ings of the activation condition.

Definition 2.3 (Norm Instance). Given a norm 𝑛 = ⟨𝐷𝑒𝑜𝑛𝑡𝑖𝑐,
𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛,𝐴𝑐𝑡𝑖𝑜𝑛, 𝐸𝑓 𝑓 𝑒𝑐𝑡, 𝛿⟩ and a state of the world 𝑠 , we say

that the norm 𝑛 is instantiated in 𝑠 if it exists a substitution 𝜎

of variables in 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 such that 𝑠 ⊢ 𝜎 (𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛). Then, we
define 𝑖 = ⟨𝐷𝑒𝑜𝑛𝑡𝑖𝑐, 𝜎 (𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛), 𝜎 (𝐴𝑐𝑡𝑖𝑜𝑛), 𝜎 (𝐸𝑓 𝑓 𝑒𝑐𝑡), 𝛿⟩ as a
norm instance.

Note that when the condition of the norm is undefined — i.e,

when 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 is ∅, the norm is instantiated by default. Also note

that norm instances may also contain variables.

2.3 Transmission Principles
In Contextual Integrity, transmission principles are a special type

of parameter that impose conditions on the information shared or

to be shared. Some of these principles are descriptions of whether

the recipients have a reasonable purpose for getting the data, while

others include the confidentiality that prohibits the recipient from



sharing the data with others in the future, the awareness and con-

sent of the information subject, etc. In this paper, we mainly address

the five principles that are representative of previous research on

contextual integrity [3, 7, 42]: (1) if the subject of the information is
notified about an information flow; (2) if the data shared is anony-
mous; (3) if the data is kept confidential, i.e., not shared further with
others; (4) if the data is only stored as long as necessary for the purpose
it is shared; (5) if the user can later review or delete the data shared.
Nevertheless, our method could be extended to be compatible with

the presentation further kinds of principles of transmission. We

propose five templates to express the various transmission princi-

ples. Note that the templates are not actual norms but only used

for creating the norms.

Norm Template (Transmission Principle 1). As for the transmis-

sion principle ’If you are notified’, we define the following formula

to represent it. We emphasise that the owner of the information is

notified that this action will take place before the data is sent.

⟨𝐷𝑒𝑜𝑛𝑡𝑖𝑐, {𝑛𝑜𝑡𝑖 𝑓 𝑖𝑒𝑑 (𝐴𝑐𝑡𝑜𝑟, 𝑆𝑢𝑏 𝑗𝑒𝑐𝑡, 𝐴𝑐𝑡𝑖𝑜𝑛)},
𝑠𝑒𝑛𝑑 (𝐴𝑐𝑡𝑜𝑟,𝑇𝑎𝑟𝑔𝑒𝑡, 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒, 𝐷𝑎𝑡𝑎,

𝑆𝑢𝑏 𝑗𝑒𝑐𝑡, 𝑃𝑢𝑟𝑝𝑜𝑠𝑒), ∅, 𝛿⟩
(1)

Example 3. Here is the example if the user agrees to share their
sugar reading results with partner, but only if the user receives a
notification prior to the action:

⟨𝑃, {𝑛𝑜𝑡𝑖 𝑓 𝑖𝑒𝑑 (𝑠𝑝𝑎, 𝑝𝑟𝑖𝑚𝑎𝑟𝑦_𝑢𝑠𝑒𝑟, 𝑠𝑒𝑛𝑑 (𝑠𝑝𝑎, 𝑝𝑎𝑟𝑡𝑛𝑒𝑟,
ℎ𝑒𝑎𝑙𝑡ℎ𝑐𝑎𝑟𝑒, 𝑠𝑢𝑔𝑎𝑟_𝑟𝑒𝑎𝑑𝑖𝑛𝑔, 𝑝𝑟𝑖𝑚𝑎𝑟𝑦_𝑢𝑠𝑒𝑟, 𝑛𝑜𝑛𝑒))},
𝑠𝑒𝑛𝑑 (𝑠𝑝𝑎, 𝑝𝑎𝑟𝑡𝑛𝑒𝑟, ℎ𝑒𝑎𝑙𝑡ℎ𝑐𝑎𝑟𝑒, 𝑠𝑢𝑔𝑎𝑟_𝑟𝑒𝑎𝑑𝑖𝑛𝑔,

𝑝𝑟𝑖𝑚𝑎𝑟𝑦_𝑢𝑠𝑒𝑟, 𝑛𝑜𝑛𝑒), ∅, 𝛿⟩

Norm Template (Transmission Principle 2). As for the transmis-

sion principle ’If the data is anonymous’, we assume that the data

to be transmitted must be anonymised, and that precondition must

first be satisfied.

⟨𝐷𝑒𝑜𝑛𝑡𝑖𝑐, {𝑎𝑛𝑜𝑛𝑖𝑚𝑖𝑠𝑒𝑑 (𝐷𝑎𝑡𝑎)}, 𝑠𝑒𝑛𝑑 (𝐴𝑐𝑡𝑜𝑟,𝑇𝑎𝑟𝑔𝑒𝑡,
𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒, 𝐷𝑎𝑡𝑎, 𝑆𝑢𝑏 𝑗𝑒𝑐𝑡, 𝑃𝑢𝑟𝑝𝑜𝑠𝑒), ∅, 𝛿⟩ (2)

Example 4. For example, if Bob, who is the primary user, he would
like to share his shopping data to the advertisement agencies as long
as the data is anonimised.

⟨𝑃, {𝑎𝑛𝑜𝑛𝑖𝑚𝑖𝑠𝑒𝑑 (𝑠ℎ𝑜𝑝𝑝𝑖𝑛𝑔_𝑙𝑖𝑠𝑡)}, 𝑠𝑒𝑛𝑑 (𝑠𝑝𝑎, 𝑎𝑑𝑠_𝑎𝑔𝑒𝑛𝑐𝑦,
𝑠ℎ𝑜𝑝𝑝𝑖𝑛𝑔, 𝑠ℎ𝑜𝑝𝑝𝑖𝑛𝑔_𝑙𝑖𝑠𝑡, 𝑏𝑜𝑏, 𝑛𝑜𝑛𝑒), ∅, 𝛿⟩

Norm Template (Transmission Principle 3). As for the transmis-

sion principle ’If the data is kept confidential’, we assume that when

the recipient receives the data, he/she cannot forward the data to

other parties. In other words, other parties are not able to access

this data.

⟨𝐷𝑒𝑜𝑛𝑡𝑖𝑐, ∅, 𝑠𝑒𝑛𝑑 (𝐴𝑐𝑡𝑜𝑟,𝑇𝑎𝑟𝑔𝑒𝑡, 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒, 𝐷𝑎𝑡𝑎,
𝑆𝑢𝑏 𝑗𝑒𝑐𝑡, 𝑃𝑢𝑟𝑝𝑜𝑠𝑒), ⟨𝐹, ∅, 𝑠𝑒𝑛𝑑 (𝐴𝑐𝑡𝑜𝑟,𝑇𝑎𝑟𝑔𝑒𝑡,
𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒, 𝐷𝑎𝑡𝑎, 𝑆𝑢𝑏 𝑗𝑒𝑐𝑡, 𝑃𝑢𝑟𝑝𝑜𝑠𝑒), ∅, 𝛿 ′⟩, 𝛿⟩

(3)

Here, the value of 𝐴𝑐𝑡𝑜𝑟 is equivalent to the value of𝑇𝑎𝑟𝑔𝑒𝑡 , see

the example below:

Example 5. When skill receives the healthcare data, it cannot be
forwarded to other parties, hence makes sure that data can only be
shared with the authorized recipient (skill).

⟨𝑃, ∅, 𝑠𝑒𝑛𝑑 (𝑠𝑝𝑎, 𝑠𝑘𝑖𝑙𝑙, ℎ𝑒𝑎𝑙𝑡ℎ𝑐𝑎𝑟𝑒, ℎ𝑒𝑎𝑙𝑡ℎ𝑐𝑎𝑟𝑒_𝑑𝑎𝑡𝑎,
𝑝𝑟𝑖𝑚𝑎𝑟𝑦_𝑢𝑠𝑒𝑟, 𝑟𝑒𝑠𝑒𝑎𝑟𝑐ℎ), ⟨𝐹, ∅, 𝑠𝑒𝑛𝑑 (𝑠𝑘𝑖𝑙𝑙, _, ℎ𝑒𝑎𝑙𝑡ℎ𝑐𝑎𝑟𝑒,

ℎ𝑒𝑎𝑙𝑡ℎ𝑐𝑎𝑟𝑒_𝑑𝑎𝑡𝑎, 𝑝𝑟𝑖𝑚𝑎𝑟𝑦_𝑢𝑠𝑒𝑟, 𝑛𝑜𝑛𝑒), ∅, 𝛿 ′⟩, 𝛿⟩

Norm Template (Transmission Principle 4). We use the following

formula to represent the fourth transmission principle ’If the data
is stored as long as necessary for the purpose’:

⟨𝐷𝑒𝑜𝑛𝑡𝑖𝑐, ∅, 𝑠𝑒𝑛𝑑 (𝐴𝑐𝑡𝑜𝑟,𝑇𝑎𝑟𝑔𝑒𝑡, 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒, 𝐷𝑎𝑡𝑎,
𝑆𝑢𝑏 𝑗𝑒𝑐𝑡, 𝑃𝑢𝑟𝑝𝑜𝑠𝑒), ⟨𝑂, {𝑎𝑐ℎ𝑖𝑒𝑣𝑒𝑑 (𝑃𝑢𝑟𝑝𝑜𝑠𝑒)},

𝑑𝑒𝑙𝑒𝑡𝑒 (𝐴𝑐𝑡𝑜𝑟, 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒, 𝐷𝑎𝑡𝑎, 𝑆𝑢𝑏 𝑗𝑒𝑐𝑡), ∅, 𝛿 ′⟩, 𝛿⟩
(4)

Example 6. Alice agrees to share her bank information to the
assistant to help develop system, as long as the assistant deletes her
information after the purpose is achieved.

⟨𝑃, ∅, 𝑠𝑒𝑛𝑑 (𝑠𝑝𝑎, 𝑎𝑠𝑠𝑖𝑠𝑡𝑎𝑛𝑡_𝑝𝑟𝑜𝑣𝑖𝑑𝑒𝑟, 𝑓 𝑖𝑛𝑎𝑛𝑐𝑒,
𝑏𝑎𝑛𝑘_𝑎𝑐𝑐𝑜𝑢𝑛𝑡, 𝐴𝑙𝑖𝑐𝑒, 𝑠𝑦𝑠𝑡𝑒𝑚_𝑢𝑝𝑑𝑎𝑡𝑖𝑛𝑔), ⟨𝑂,

{𝑎𝑐ℎ𝑖𝑒𝑣𝑒𝑑 (𝑠𝑦𝑠𝑡𝑒𝑚_𝑢𝑝𝑑𝑎𝑡𝑖𝑛𝑔)}, 𝑑𝑒𝑙𝑒𝑡𝑒 (𝑎𝑠𝑠𝑖𝑠𝑡𝑎𝑛𝑡_𝑝𝑟𝑜𝑣𝑖𝑑𝑒𝑟,
𝑓 𝑖𝑛𝑎𝑛𝑐𝑒, 𝑏𝑎𝑛𝑘_𝑎𝑐𝑐𝑜𝑢𝑛𝑡,𝐴𝑙𝑖𝑐𝑒), ∅, 𝛿 ′⟩, 𝛿⟩.

Norm Template (Transmission Principle 5). We use the following

formula to represent the fifth transmission principle ’If you can
review/or delete the data’6:

⟨𝐷𝑒𝑜𝑛𝑡𝑖𝑐, ∅, 𝑠𝑒𝑛𝑑 (𝐴𝑐𝑡𝑜𝑟,𝑇𝑎𝑟𝑔𝑒𝑡, 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒,
𝐷𝑎𝑡𝑎, 𝑆𝑢𝑏 𝑗𝑒𝑐𝑡, 𝑃𝑢𝑟𝑝𝑜𝑠𝑒), ⟨𝑃, ∅,

𝑟𝑒𝑣𝑖𝑒𝑤 (𝐴𝑐𝑡𝑜𝑟, 𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒, 𝐷𝑎𝑡𝑎), ∅, 𝛿 ′⟩, 𝛿⟩
(5)

Example 7. We assume that Bob would like to share his fitness
data if he can review it.

⟨𝑃, ∅, 𝑠𝑒𝑛𝑑 (𝑠𝑝𝑎, 𝑓 𝑟𝑖𝑒𝑛𝑑𝑠, 𝑓 𝑖𝑡𝑛𝑒𝑠𝑠, 𝑒𝑥𝑒𝑟𝑐𝑖𝑠𝑒_𝑟𝑜𝑢𝑡𝑖𝑛𝑒,
𝐵𝑜𝑏, 𝑛𝑜𝑛𝑒), ∅), ⟨𝑃, ∅, 𝑟𝑒𝑣𝑖𝑒𝑤 (𝐵𝑜𝑏, 𝑒𝑥𝑒𝑟𝑐𝑖𝑠𝑒, 𝑒𝑥𝑒𝑟𝑐𝑖𝑠𝑒_𝑟𝑜𝑢𝑡𝑖𝑛𝑒),

∅, 𝛿 ′⟩, 𝛿⟩

3 NORMATIVE SUPERVISION MODEL
In this paper, we propose a normative supervision model that can

help SPAs reason about information sharing decisions. To this aim,

it needs to: i) manage the knowledge base of norms, and ii) use

to make decisions about action performance based on the norms.

Managing the knowledge base and ensuring that it is constantly

well-updated and operational is the foundation for providing the

SPA with the knowledge it requires to make decisions. The two

features of the model operate independently of each other, i.e. the

knowledge base is updated and runs independently of the decision-

making process. When the SPA needs to make a decision, it then

considers the knowledge it has on the knowledge base about the

applicable norms. We detail the management of the knowledge

base in Section 3.1, and present the process for making decisions

considering the knowledge base in Section 3.2.

6
For delete, just change action 𝑟𝑒𝑣𝑖𝑒𝑤 to 𝑑𝑒𝑙𝑒𝑡𝑒 .



3.1 Knowledge Base
Our supervision model assumes a Knowledge Base that contains

an explicit representation of the relevant norms and instances as

well as the feedback the SPA may gather directly from the user. We

formally define the knowledge base as follows.

Definition 3.1 (Knowledge Base). The Knowledge Base is a tuple
𝐾𝐵 = ⟨𝑁, 𝐼, 𝐸, 𝐿⟩, where 𝑁 is a set of norms, 𝐼 is a set of norm

instances, 𝐸 is a set of norms representing user feedback, and 𝐿 is a

hybrid learning and reasoning function about user feedback.

Figure 1 illustrates the structure of the knowledge base and the

basic relationship between its components. We now describe its of

the elements of the knowledge base and the relationship between

them.
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Figure 1: Knowledge Base and its management.

3.1.1 Norm Creation.
In this paper, we use 𝑁 to express the norm set, which contains

the norms used to govern the behaviour of the SPA. To avoid the

well-known cold start problem in the absence of user feedback at

the beginning, we assume that 𝑁 starts with a default set of norms.

These can be established in a variety of methods, product manufac-

turers, for example, could set certain norms manually, and users

could customise them manually before using the SPA. In order to

reduce the amount of effort needed to set the default norms in

𝑁 , one could base on user studies to elicit norms that are widely

accepted by users. For instance, there have been many previous

studies that, using contextual integrity, define a large set of situa-

tions and conduct large-scale studies of the information flows users

may find acceptable or not [2–4, 31, 47]. Given that low-level infor-

mation, previous work has shown one could easily abstract it into

more general if-then rules using unsupervised machine learning

methods, such as association rule mining, to distil general norms

accepted by the vast majority of users [2]. In this paper, as detailed

in the experimental section, we use such an approach to extract

default general norms to populate the set 𝑁 at the beginning, when

user feedback is yet to be had. Note, however, that this initial set of

default norms is updated as feedback from the user is available, as

detailed later in this section.

3.1.2 Norm Instantiation.
In each time step, the SPA updates the representation it has of

the current state 𝑠 according to its perceptions. Hence, properties

are removed and added as needed. Similarly, new properties corre-

sponding to the actions performed are added. Then, the SPA checks

the norm set to determine which of the norms apply to the current

situation; i.e., which norms are active according to the current situ-

ation. In each state, new instances are added to 𝐼 , corresponding

to the norms whose condition is meet; and existing instances are

removed from 𝐼 , corresponding to those instance whose condition

is no longer satisfied. The whole process is described in Alg. 1.

Algorithm 1 Norm instantiation

Require: Knowledge Base 𝐾𝐵

Require: World model 𝑆

Ensure: Updated 𝐾𝐵

1: while true do
2: 𝑃 := 𝑝𝑒𝑟𝑐𝑒𝑖𝑣𝑒 ()
3: 𝑠 := 𝑢𝑝𝑑𝑎𝑡𝑒 (𝑠, 𝑃 )
4: 𝐼 := ∅
5: for each ⟨𝐷𝑒𝑜𝑛𝑡𝑖𝑐,𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛,𝐴𝑐𝑡𝑖𝑜𝑛, 𝐸𝑓 𝑓 𝑒𝑐𝑡, 𝛿 ⟩ ∈ 𝑁 do
6: if ∃𝜎 : 𝑠 ⊢ 𝜎 (𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛) then
7: 𝐼 := 𝐼∪{⟨𝐷𝑒𝑜𝑛𝑡𝑖𝑐, 𝜎 (𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛), 𝜎 (𝐴𝑐𝑡𝑖𝑜𝑛), 𝜎 (𝐸𝑓 𝑓 𝑒𝑐𝑡 ), 𝛿 ⟩ }

Example 8. A norm regulates that visitors do not have access
to ANY information flow (⟨𝐹, ∅, 𝑠𝑒𝑛𝑑 (𝑠𝑝𝑎, 𝑣𝑖𝑠𝑖𝑡𝑜𝑟, _, _, _), ∅, 𝛿⟩) is in-
stantiated by default, and the corresponding instance is always stored
in set 𝐼 .

3.1.3 Norm Update.
The norm set 𝑁 is updated as feedback from the user becomes

available in 𝐸. The SPA can gather feedback from the user in a

number of ways, the simplest being to ask the user directly for

their opinion on a scenario or to confirm an information flow. Since

user feedback is an opinion on a very specific context, it can be

formalised as a fully specified norm. At the beginning, the feed-

back set is empty (𝐸 = ∅). After receiving the feedback, it can be

represented as 𝐸 = {𝑛1, 𝑛2, ..., 𝑛𝑚}. To distinguish norms created

by collecting user feedback from those already stored in the norm

set 𝑁 , we refer to norms stored in the feedback set 𝐸 as feedback
norms.

The update of the norm set 𝑁 consists of two steps. First, the

model checks regularly for new user feedback. Second, the any

new norms arising from user feedback are checked for conflicts

with norms already in 𝑁 , and any such conflicts are resolved to

adequately update 𝑁 .

Step 1. Creating new norms from user feedback. In the first step,

all the new norms in 𝐸 gathered from user feedback are considered.

In addition, any other norms that can be inferred from those in 𝐸

will also be considered using the following learning and reasoning

function:

Definition 3.2 (Function 𝐿). The function 𝐿 is a function that,

given a set of feedback norms 𝐸 = {𝑛1, 𝑛2, ..., 𝑛𝑚}, reasons about 𝐸
and generates a set of new norms 𝐿(𝐸).

The main objective of function 𝐿 is to find patterns in the user

feedback. For example, if a user allowed the SPA to share his/her

location with their partner, parents and children, this may imply

that the user generally does not mind that people living in the
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Figure 2: Decision mechanism

Algorithm 2 Norm Set Update

Require: A set of norms 𝑁

Require: A set of feedback norms 𝐸

Ensure: Updated Norm set

1: while true do
2: 𝐸′ := 𝑢𝑝𝑑𝑎𝑡𝑒𝐹𝑒𝑒𝑑𝑏𝑎𝑐𝑘 ()
3: 𝑁 ′

:= 𝐸′

4: if 𝜃 ⊢ ⊤ then
5: 𝑁 ′

:= 𝑁 ′ ∪ {𝐿 (𝐸) }
6: for each 𝑛′ ∈ 𝑁 ′ do
7: if ∃𝑛 𝑗 ∈ 𝑁 : 𝑐𝑜𝑛𝑓 𝑙𝑖𝑐𝑡 (𝑛′, 𝑛 𝑗 ) then
8: 𝑁 := (𝑁 \ {𝑛 𝑗 }) ∪ {𝑛′ }
9: else
10: 𝑁 := 𝑁 ∪ {𝑛′ }
11: for each 𝑛′ ∈ 𝑁 ′ do
12: if ∃𝑛 𝑗 ∈ 𝐸 : 𝑐𝑜𝑛𝑓 𝑙𝑖𝑐𝑡 (𝑛′, 𝑛 𝑗 ) then
13: 𝐸 := (𝐸 \ {𝑛 𝑗 }) ∪ {𝑛′ }
14: else
15: 𝐸 := 𝐸 ∪ {𝑛′ }

same house know his/her location. Therefore, we infer that this

user’s location can also be shared to his/her cousin who also lives

in the same house. In principle, this can be achieved through a

variety of methods. For instance, machine learning approaches such

as argument mining and Kalman filters can be embedded in the

model to predict over time users’ opinions on information sharing

flows that have not yet been regulated. In Section 4 we showcase

how this can be done using the templates together with examples.

Finally, 𝐿 can be executed regularly when a given condition 𝜃 . That

condition can represent that a given time interval has elapsed, a

certain amount of feedback already received, etc.

Step 2. Detecting and Resolving Conflicts. The second step is to

check whether the new norms to be added conflict with a norm

that already exists in the norm set. Conflict can be defined in many

ways, depending on the context and role of the SPA holds. Accord-

ingly, the rules for conflict detection can be strict or broad. In this

paper, we define that a conflict arises when an action is simulta-

neously prohibited and permitted/obliged, and its variables have

overlapping values.

Definition 3.3 (Norm conflict). Norms 𝑛𝑖 , 𝑛 𝑗 are in conflict,

denoted as 𝑐𝑜𝑛𝑓 𝑙𝑖𝑐𝑡 (𝑛𝑖 , 𝑛 𝑗 ) ⇐⇒ :

𝑛𝑖 = ⟨𝐷𝑒𝑜𝑛𝑡𝑖𝑐,𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛,𝐴𝑐𝑡𝑖𝑜𝑛, 𝐸𝑓 𝑓 𝑒𝑐𝑡, 𝛿⟩
𝑛 𝑗 = ⟨𝐷𝑒𝑜𝑛𝑡𝑖𝑐 ′,𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛′, 𝐴𝑐𝑡𝑖𝑜𝑛′, 𝐸 𝑓 𝑓 𝑒𝑐𝑡 ′, 𝛿⟩
𝑜𝑝𝑝𝑜𝑠𝑖𝑡𝑒 (𝐷𝑒𝑜𝑛𝑡𝑖𝑐, 𝐷𝑒𝑜𝑛𝑡𝑖𝑐 ′)
𝑒𝑞𝑢𝑎𝑙 (𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛,𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛′)
𝑒𝑞𝑢𝑎𝑙 (𝐴𝑐𝑡𝑖𝑜𝑛,𝐴𝑐𝑡𝑖𝑜𝑛′)
𝑒𝑞𝑢𝑎𝑙 (𝐸𝑓 𝑓 𝑒𝑐𝑡, 𝐸𝑓 𝑓 𝑒𝑐𝑡 ′)

That is, a conflict occurs between a prohibition and either an

obligation or a permission if the values of the other norm elements

(except 𝛿) are equal. Besides, two norms that are not in conflict with

each other can be represented as ¬𝑐𝑜𝑛𝑓 𝑙𝑖𝑐𝑡 (𝑛𝑖 , 𝑛 𝑗 ).
Taking the practical meaning of adding new feedback norms to

the norm set into consideration, they represent the latest opinions

of users on a particular flow of information, i.e, stop sharing playlist

to friends. If there is a norm stored in the norm set 𝑁 , that specifies

totally opposite meaning, i.e, friends can access to the playlist. We

will use the newest feedback norm to replace the one stored in

the 𝑁 that is conflict with it. The whole process of checking for

conflicts and resolving them is shown in Alg. 2 line 7 - 10.

In addition to updating the norm set, when collecting opinions

from users, the model should update the feedback set by checking

if there is any conflict between the new feedback norm 𝑒 ′ and
each 𝑒 stored in the feedback set. If conflict exists, the model will

replace 𝑒 with 𝑒 ′, otherwise, the model add the new feedback norm

𝑒 ′ directly to the feedback set 𝐸, thus completing the update. The

whole process of checking for conflicts and resolving them is shown

in Alg. 2 line 12 - 18.

3.2 Decision Making Mechanism
Once put into use, the model makes decisions, that is, permit or pro-
hibit the actions under consideration by the SPA based on the user

expectations/preferences. To accomplish this, the model considers

the norms that may apply given a particular state of the world. The

whole process of decision mechanism (deliberation) is shown in

Figure 2. The decision protocol is the following:

(1) Best case scenario - SPA uses a fully instantiated normwhich

is relevant to the action (Algorithm 3 line 10 - 21).

(2) Worst-case scenario - SPA applies similarity checking mech-

anism to find the most similar norm available for the action

(Algorithm 3 line 22 - 39 ).

By instantiated norms which is relevant to the action, we mean

the action defined in the norm express the same as the action

detected. See details in Alg. 3 line 1-9. The best scenario is that

the model can find instantiated norms that are relevant and can be



applied to regulate the observed action, otherwise, the model will

invoke the similarity checking mechanism.

Example 9. The action considered by the SPA is 𝑠𝑒𝑛𝑑 (𝑠𝑝𝑎, 𝑓 𝑟𝑖𝑒𝑛𝑑𝑠,
𝑓 𝑖𝑡𝑛𝑒𝑠𝑠, 𝑒𝑥𝑒𝑟𝑐𝑖𝑠𝑒_𝑟𝑜𝑢𝑡𝑖𝑛𝑒, 𝐵𝑜𝑏, 𝑛𝑜𝑛𝑒). Three instantiated norms are
found: ⟨𝑃, ∅, 𝑠𝑒𝑛𝑑 (𝑠𝑝𝑎, 𝑓 𝑟𝑖𝑒𝑛𝑑𝑠, 𝑓 𝑖𝑡𝑛𝑒𝑠𝑠, 𝑒𝑥𝑒𝑟𝑐𝑖𝑠𝑒_𝑟𝑜𝑢𝑡𝑖𝑛𝑒, 𝐵𝑜𝑏, 𝑛𝑜𝑛𝑒),
⟨𝑃, ∅, 𝑟𝑒𝑣𝑖𝑒𝑤 (𝐵𝑜𝑏, 𝑓 𝑖𝑡𝑛𝑒𝑠𝑠, 𝑒𝑥𝑒𝑟𝑐𝑖𝑠𝑒_𝑟𝑜𝑢𝑡𝑖𝑛𝑒), ∅, 𝛿 ′⟩, 𝛿⟩; ⟨𝐹, ∅, 𝑠𝑒𝑛𝑑 (𝑠𝑝𝑎,
𝑣𝑖𝑠𝑖𝑡𝑜𝑟, _, _, _), ∅, 𝛿⟩; and ⟨𝐹, ∅, 𝑠𝑒𝑛𝑑 (𝑠𝑝𝑎, 𝑓 𝑟𝑖𝑒𝑛𝑑𝑠, _, _, _), ∅, 𝛿⟩. Only
the first and last norm found are relevant to the action.

3.2.1 Best case scenario. This happens when there is at least one

instantiated norm in the set 𝐼 that is relevant to the action being

considered. If more than one such norm exists, the one that is most

compatible is chosen, i.e., the norm that is more specific to the

action at hand (lex specialis). If there are more than one norm that

are the most compatible then the most important, that is, the one

with the highest 𝛿 , prevails.

Example 10. From Example 9, two instantiated norms are relevant
to the action detected, then the model will select the norm which is
more compatible with the action (contains more similar parameters
to the action). If there are two norms with the same compatibility, the
model will apply the one with the higher importance value (𝛿). In this
case, the model will select the first norm to make the decision.

3.2.2 Worst case scenario. When the model is not able to find any

instantiated norms that is relevant to the action, it will invoke the

similarity checking mechanism using the norm set 𝑁 . The objec-

tive of this mechanism is to find a norm that captures the most

similar context to the action. In particular, we assume that there is

a similarity function 𝑠𝑖𝑚 : 𝐴𝑐𝑡𝑖𝑜𝑛×𝐴𝑐𝑡𝑖𝑜𝑛 → [0, 1] that, given two

actions, returns their similarity. In this way, given action 𝑎 under

consideration, the model would pick the norm 𝑛1 ∈ 𝑁 that has

action 𝑎1 so that there is no other norm 𝑛2 ∈ 𝑁 with action 𝑎2 and

𝑠𝑖𝑚(𝑎, 𝑎2) > 𝑠𝑖𝑚(𝑎, 𝑎1). The whole process is described in Alg. 3

line 22 - 39. Our model is agnostic to the similarity function used

for that regard. For instance, it could be based on semantic simi-

larity and/or the particular domain. In the evaluation section, we

described the similarity function used for the particular experiment

setup.

4 EVALUATION
In this section, we describe the procedure for evaluating the perfor-

mance of our model.

4.1 Experiment Setup
4.1.1 DataSet. We considered a real dataset

7
of 1,739 users’ rated

information flows in SPA regarding their acceptability [2]. Differ-

ent values of parameters, such as 15 data types, 15 recipient types,

5 transmission principles, and corresponding purposes, are used

to form these information flows using contextual integrity via vi-

gnettes. Each user evaluated an average of 220 information flows

in different contexts and identified an ‘Acceptable (i.e., to permit)’
or ‘Unacceptable (i.e., to forbid)’ decision for each case.

7
The dataset collected by [2] can be accessed via the link https://osf.io/63wsm/.

Algorithm 3 Decision Making

Require: A set of instances 𝐼

Require: A set of norms 𝑁

Require: An action𝐴𝑐𝑡𝑖𝑜𝑛 being considered

Ensure: Final decision on this action

1: 𝑚𝑜𝑠𝑡𝐶𝑜𝑚𝑝𝑎𝑡𝑖𝑏𝑙𝑒𝑠 := ∅
2: 𝑐𝑜𝑚𝑝𝑎𝑡𝑖𝑏𝑖𝑙𝑖𝑡𝑦 := ∞
3: for ⟨𝐷𝑒𝑜𝑛𝑡𝑖𝑐′,𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛′, 𝐴𝑐𝑡𝑖𝑜𝑛′, 𝐸𝑓 𝑓 𝑒𝑐𝑡 ′⟩ ∈ 𝐼 do
4: if ∃𝜎 : 𝜎 (𝐴𝑐𝑡𝑖𝑜𝑛′) = 𝐴𝑐𝑡𝑖𝑜𝑛 then
5: if |𝜎 | < 𝑐𝑜𝑚𝑝𝑎𝑡𝑖𝑏𝑖𝑙𝑖𝑡𝑦 then //If less substitutions are required

6: 𝑚𝑜𝑠𝑡𝐶𝑜𝑚𝑝𝑎𝑡𝑖𝑏𝑙𝑒𝑠 := { ⟨𝐷𝑒𝑜𝑛𝑡𝑖𝑐′,𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛′, 𝐴𝑐𝑡𝑖𝑜𝑛′, 𝐸𝑓 𝑓 𝑒𝑐𝑡 ′,
𝛿 ⟩ }

7: 𝑐𝑜𝑚𝑝𝑎𝑡𝑖𝑏𝑖𝑙𝑖𝑡𝑦 = |𝜎 |
8: if |𝜎 | = 𝑐𝑜𝑚𝑝𝑎𝑡𝑖𝑏𝑖𝑙𝑖𝑡𝑦 then
9: 𝑚𝑜𝑠𝑡𝐶𝑜𝑚𝑝𝑎𝑡𝑖𝑏𝑙𝑒𝑠 := 𝑚𝑜𝑠𝑡𝐶𝑜𝑚𝑝𝑎𝑡𝑖𝑏𝑙𝑒𝑠 ∪ {⟨𝐷𝑒𝑜𝑛𝑡𝑖𝑐′,

𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛′, 𝐴𝑐𝑡𝑖𝑜𝑛′, 𝐸𝑓 𝑓 𝑒𝑐𝑡 ′, 𝛿 ⟩ }
10: if𝑚𝑜𝑠𝑡𝐶𝑜𝑚𝑝𝑎𝑡𝑖𝑏𝑙𝑒𝑠 <> ∅ then //Best Case Scenario

11: 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛 := 𝑛𝑢𝑙𝑙

12: 𝑖𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒 := −∞
13: for ⟨𝐷𝑒𝑜𝑛𝑡𝑖𝑐′,𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛′, 𝐴𝑐𝑡𝑖𝑜𝑛′, 𝐸𝑓 𝑓 𝑒𝑐𝑡 ′, 𝛿 ⟩ ∈ 𝑚𝑜𝑠𝑡𝐶𝑜𝑚𝑝𝑎𝑡𝑖𝑏𝑙𝑒𝑠

do
14: if 𝛿 ≥ 𝑖𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒 then
15: 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛 := 𝐷𝑒𝑜𝑛𝑡𝑖𝑐′

16: 𝑖𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒 = 𝛿

17: if 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑃 then
18: 𝑝𝑒𝑟 𝑓 𝑜𝑟𝑚 (𝐴𝑐𝑡𝑖𝑜𝑛)
19: else
20: 𝑎𝑏𝑜𝑟𝑡 (𝐴𝑐𝑡𝑖𝑜𝑛)
21: else // Worst Case Scenario

22: 𝑚𝑜𝑠𝑡𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑠 := ∅
23: 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 := −∞
24: for ⟨𝐷𝑒𝑜𝑛𝑡𝑖𝑐′,𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛′, 𝐴𝑐𝑡𝑖𝑜𝑛′, 𝐸𝑓 𝑓 𝑒𝑐𝑡 ′, 𝛿 ⟩ ∈ 𝑁 do
25: if 𝑠𝑖𝑚 (𝐴𝑐𝑡𝑖𝑜𝑛,𝐴𝑐𝑡𝑖𝑜𝑛′) > 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 then
26: 𝑚𝑜𝑠𝑡𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑠 := { ⟨𝐷𝑒𝑜𝑛𝑡𝑖𝑐′,𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛′, 𝐴𝑐𝑡𝑖𝑜𝑛′, 𝐸𝑓 𝑓 𝑒𝑐𝑡 ′, 𝛿 ⟩ }
27: 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 = 𝑠𝑖𝑚 (𝐴𝑐𝑡𝑖𝑜𝑛,𝐴𝑐𝑡𝑖𝑜𝑛′)
28: if 𝑠𝑖𝑚 (𝐴𝑐𝑡𝑖𝑜𝑛,𝐴𝑐𝑡𝑖𝑜𝑛′) = 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 then
29: 𝑚𝑜𝑠𝑡𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑠 := 𝑚𝑜𝑠𝑡𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑠 ∪ {⟨𝐷𝑒𝑜𝑛𝑡𝑖𝑐′,𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛′,

𝐴𝑐𝑡𝑖𝑜𝑛′, 𝐸𝑓 𝑓 𝑒𝑐𝑡 ′, 𝛿 ⟩ }
30: 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛 := 𝑛𝑢𝑙𝑙

31: 𝑖𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒 := −∞
32: for ⟨𝐷𝑒𝑜𝑛𝑡𝑖𝑐′,𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛′, 𝐴𝑐𝑡𝑖𝑜𝑛′, 𝐸𝑓 𝑓 𝑒𝑐𝑡 ′, 𝛿 ⟩ ∈𝑚𝑜𝑠𝑡𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑠 do
33: if 𝛿 ≥ 𝑖𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒 then
34: 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛 := 𝐷𝑒𝑜𝑛𝑡𝑖𝑐′

35: 𝑖𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒 = 𝛿

36: if 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑃 then
37: 𝑝𝑒𝑟 𝑓 𝑜𝑟𝑚 (𝐴𝑐𝑡𝑖𝑜𝑛)
38: else
39: 𝑎𝑏𝑜𝑟𝑡 (𝐴𝑐𝑡𝑖𝑜𝑛)

4.1.2 Default Norm Set. The training set was used to extract de-

fault general norms to populate the set of 𝑁 when no feedback

was collected from users at the beginning. We follow the unsuper-

vised machine learning approach applied in [2], which used the

well-known Apriori algorithm to mine association rules. We use

this approach for two main reasons: 1) this large-scale user study

has demonstrated the feasibility of employing this technique, as

the norms mined are considered to be practically meaningful and

are able to represent users’ perceptions of how their information

is shared in the SPA ecosystem; 2) the Confidence value in this ap-

proach is theoretically used to measure the frequency of a particular

rule across the dataset. Therefore, we used it as the value 𝛿 for each

norm created.

4.1.3 𝐿 Function. Recall that in introducing our model, we pro-

posed a relatively broad and general solution of the hybrid learning

and reasoning function. In this experiment, we fleshed out the pro-

cess of the model executing the learning mechanism after receiving

a batch of feedback. Since the results of the user study in [2] show

that data types can be classified into three groups based on their

https://osf.io/63wsm/


sensitivity level
8
, and that recipients can be classified into three dif-

ferent types: internal recipients, external recipients and third-party

recipients
9
, we specify that the model will automatically count the

number of feedback received and compose the new norms for that

group based on the available feedback. In particular, if a group con-

tains 𝑛 data types and the model has received feedback on 𝑛−1 data,
the model will reason about the appropriate norm for the 𝑛𝑡ℎ data

type using the feedback. Besides, when deciding on the modality

to be used in a newly formed norm, we define it using the modality

that appears most frequently in that group of norms. For exam-

ple, if a user gives feedback that they do not want to share their

information with their partner, parents and roommates, the model

will automatically create a norm that prohibits sharing information

with their children.

4.1.4 Similarity Function. Regarding the similarity checking mech-

anism, we simulate data types of the same sensitivity level to be

similar. Moreover, recipients are also divided into different groups

based on their impact level10 on the information sharing flow, and

we set that recipients in the same group are more similar. As for the

rest of the parameters, we consider that their similarity depends

on how many of them are the same. This method of calculating

similarity can be summarized by the following equation.

𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 (𝐴,𝐴′) =
𝑛∑︁
𝑖=1

𝑤𝑖 × 𝑠𝑖𝑚(𝐴𝑖 , 𝐴′
𝑖 )

where 𝑠𝑖𝑚(𝐴𝑖 , 𝐴′
𝑖
) =

1 − |𝑖𝑚𝑝𝑎𝑐𝑡 (𝐴𝑖 )−𝑖𝑚𝑝𝑎𝑐𝑡 (𝐴′
𝑖 ) |

𝑟𝑎𝑛𝑔𝑒_𝑖𝑚𝑝𝑎𝑐𝑡 , 𝐴𝑖 , 𝐴
′
𝑖
∈ 𝑅𝑒𝑐𝑖𝑝𝑖𝑒𝑛𝑡

1 − |𝑠𝑒𝑛 (𝐴𝑖 )−𝑠𝑒𝑛 (𝐴′
𝑖 ) |

𝑟𝑎𝑛𝑔𝑒_𝑠𝑒𝑛 , 𝐴𝑖 , 𝐴
′
𝑖
∈ 𝐷𝑎𝑡𝑎𝑡𝑦𝑝𝑒

𝑒𝑞𝑢𝑎𝑙_𝑝𝑎𝑟𝑎
𝑠𝑢𝑚_𝑝𝑎𝑟𝑎 , 𝑜𝑡ℎ𝑒𝑟𝐴𝑖 , 𝐴

′
𝑖

In this function,𝐴 represents the action detected, and𝐴′
represents

the action described in a norm 𝑛. 𝑠𝑖𝑚 represents the similarity be-

tween two parameters, and the whole similarity between two ac-

tions depends on the similarity of the parameter pairs between

them. To be more specific, 𝑖𝑚𝑝𝑎𝑐𝑡 represents the impact level if the

parameter is recipient, while the 𝑠𝑒𝑛 express the sensitivity level of

the parameter if it is a data type. For the remaining parameters we

calculate the proportion of equal parameters to the total number of

parameters. Moreover, as different pairs of parameters have varying

degrees of influence on the decision, weights will be multiplied by

themwhen calculating the total similarity. After computing the sim-

ilarity between observed action with norms retrieved from norm

base, the model will select the one with the highest 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 value

and make the final decision.

4.1.5 Baselines and Evaluation Metrics. The performance of the

model is compared to that of standard SPAs with no supervisory

mechanism. We consider three cases: the first baseline model as-

sumes that it will make random decisions for all cases, the second

8
Sensitivity level:1: weather, playlist, sleeping hours, thermostat; 2: shopping, to do

list, location; 3: call assistant, voice recording, video call, banking; 4: email, door locker,

healthcare, smart camera. The higher the number, the higher the sensitivity.

9
Internal recipients: partner, parents, children, roommate. External recipients: visitors,

house keeper, friends. Third parties: law enforcement agencies, advertisement agencies,

service providers.

10
For instance, visitors and house keepers are in the same impact level to user percep-

tions of who can access their data.

model assumes that all detected behaviours are prohibited, and

the third model assumes that all detected behaviours are allowed.

To evaluate and compare the performance of different models, we

perform a 10-fold validation in a random 80/20 split. For NS model

we use the training dataset for default norm creation (association

rule mining). We use the accuracy as the metric.

4.2 Selecting Parameters
4.2.1 Min-support and confidence pairs. We studied the impact of

using different minimal support and confidence value pairs for the

association rule mining to create the initial norm set on model per-

formance. The results for some values are not shown in this graph,

such as the case for min-support=0.04 and min-confidence=0.85

because the model could not mine any rules at that moment, caus-

ing the issue that no values will be assigned to the norm set at the

beginning. Fig. 3 illustrates how accuracy changes with different

pairs. We selected min-support 0.01 and min-confidence 0.8 in the

main experiment because it offers the highest accuracy.

Figure 3: Accuracy with different minimal Support and Con-
fidence value

4.2.2 Feedback rate. We tested how feedback rate affects the accu-

racy of the model. We started by adding 10% of the cases from test

set as user feedback and repeated the experiment until 99% of the

cases were taken. For example, as each user answered around 220

cases, having 10% (22 cases) as the feedback means 90% cases (198

cases) per user are judged by the model. The feedback was drawn at

random from the testing set, so we ran ten sets of experiments for

each different feedback percent value before averaging the accuracy

rates. As expected, Figure 4 shows that as more cases are learned

from users, the model can provide more accurate decisions. For the

main experiment, we only provided details of the model’s perfor-

mance when approximately 25% of the feedback has been collected.

This is because, firstly, as we can see in Figure 4, the accuracy

rate increases sharply at the beginning, but then turns more stable

when around 25% of user feedback is received. After that point, the

accuracy rate increases, but not so significantly. Also, considering

that, in practice, the less interactions the more convenient for users.



0.0 0.2 0.4 0.6 0.8 1.0
Feedback Percent

0.66

0.68

0.70

0.72

0.74

0.76

0.78

0.80

Ac
cu

ra
cy

(25% cases,74.09% accuracy)

(99% cases,77.14% accuracy)

Figure 4: Accuracy changes with increasing feedback rate

Finally, interactions with users is an ongoing process, it may be

difficult to predict when the model will be able to accumulate the

user feedback.

4.3 Results
Figure 5 shows the accuracy of all the baseline methods together

with the accuracy of the NS model with the parameters selected

in the previous section. For each approach, we perform a 10-fold

validation in a random 80/20 split. The overall accuracy of the NS

model reaches is approximately 20% better than the baseline with

the best results. We also performed a dependency t-test (paired

sample t-test) to compare the differences between the NS model

and each of the baseline models. First, for NS model with the base-

line model which make random decisions, 𝑡 = −8.241 and 𝑝 = 0.001

< 0.05; Second, for NS model with the baseline model which pro-

hibit all the detected actions, 𝑡 = −19.891 and 𝑝 < 0.01; Third, for

NS model with the baseline model which permit all the detected

actions, 𝑡 = −14.6471 and 𝑝 < 0.01. We can conclude that there was

statistically significant improvements after deploying our method.

Table 1: Performance of NS model by norm origin and deci-
sion making mechanism

Use Accuracy

Feedback Norms 35.30% 77.33%

Default Norms 31.03% 73.69%

Similarity 33.67% 71.05%

Overall 74.09%

The detailed view of the NS model performance and the contri-

bution made by its components are shown in Table 1. It can be seen

that 35.30% cases were judged by instantiated norms that were cre-

ated by using the hybrid learning and reasoning mechanism on the

user’s feedback, and the accuracy is 77.33%. Furthermore, 31.03%

cases were also judged by using the relevant instantiated norms

Figure 5: Model performance compared with baselines

that were originally stored in the norm base 𝑁 (default norms) at

the beginning rather than learnt from the feedback set 𝐸. The re-

maining cases (33.67%) were cases in which no instantiated norms

were relevant to the particular situation and were therefore judged

by the similarity checking mechanism, and the accuracy obtained

is 71.05%.

5 RELATEDWORK
Privacy, data protection, and autonomous decision-making all fall

within the scope of ethical issues raised by the development of AI,

robotics, and autonomous systems [15, 16, 58], there is particular

concern that when performing tasks, automated decisions made

by the system may violate the privacy of the user (both single-

and multi-user environments), enhancing the motivation to find

ways to practically build machines that are ethically sound, and

can also reason about actions as well as decisions that meet privacy

needs [10].

Previous research [49] has identified autonomous systems as one

of the potential solutions to privacy challenges, with the benefits

far outweighing the privacy risks they may pose. These types of

privacy-enhancing systems are designed to respect privacy in the

first place, and have the ability to develop strategies for situations

where data is shared by an individual [36, 37] or a group of users

[38–40, 50, 51]. For instance, [22, 50, 51, 53] propose mechanisms

to resolve the multi-party privacy management conflicts that arise

in social media. More recently, [38–40] define and evaluate a value-

aligned and explainable agent for managing multi-user privacy

conflicts.

In terms of technologies that have been designed within the

autonomous systems field, norm-based and normative systems

have received considerable attention in recent years. These systems

have been especially used as a method to regulate agents and au-

tonomous systems to behave in ethically correct ways, preventing

users’ privacy from being violated as a result of the negative be-

haviours [11, 12, 49, 52]. In this case, privacy norms are not only



special forms of information that can be communicated and ob-

served among agents, but they also represent an integration of

knowledge by which agents can adjust their behavior to reasonably

coordinate their actions with each other. Moreover, compared to

frameworks and approaches from distributed systems that provide

means of protection through a number of machine-readable access

control policies, such as Ponder [14], SecPAL [6], and EPAL [32],

agent-oriented privacy norms are able to represent and handle so-

phisticated relationships between resources. In turn, by capturing

these relationships, privacy norms are able to prevent the trigger-

ing of a large number of policies about required resources that are

redundant or that might overlap.

Extracting privacy norms, as we have done in our experiment,

can also be done in other ways. In [56], the authors extracted the

norms from multi-agent social simulations and showed how these

norms can be used to make privacy decisions. In [57] they have

extended the approach to show that access control can also be

managed by norms. Agents in their approach can infer contextual

information from image tags and compute privacy norms on their

own, greatly reducing the burden of user participation in group

decision-making mechanisms. A different, earlier, approaches were

taken in [8], where the authors define a model based on inductive

logic programming and social identity maps for learning privacy

norms about group-sharing behaviours, and in [13], where accept-

able information sharing norms were learned based on frequencies

of topic communication.

The closest approach to ours, from an architectural perspective

is the one described in [43], where the authors adopt a neuro-

symbolic hybrid architectures for learning and reasoning about

norms. More specifically, the authors first represent the rules with

the help of I/O logic and transmit them to the neural network,

which is responsible for learning the new norms. Similarly, our

model follows this procedure of providing formal representation of

norms before learning and processing. However, we use the deontic

modality, as well as contextual parameters that can elaborately

capture the context in which the SPA works, to express the privacy

norms.

6 DISCUSSION AND CONCLUSION
SPAs lack the ability to self-monitor and manage the access rights

held by different users in various scenarios, thus frequentlymake de-

cisions that frustrate users and raise privacy concerns [9, 17, 33, 34].

Furthermore, users are unwilling to adopt access control mecha-

nisms even if they work well, just because they require too much

effort [59]. This motivated us to develop a model that can auto-

matically reason about privacy norms to decide the best course of

action according to the user’s expectations. In addition, our model

provides an explicit representation of privacy norms, considering

information flows based on the contextual integrity theory of pri-

vacy, which makes the model easy to scrutinise to understand under

which conditions and contexts the SPA will take a decision to share

or not information. As future work, we would like to explore the

best mechanisms to explain the privacy norms to users. One way to

do this would be to enable our model to reason about the Theory-of-

Mind of both individuals and groups, in different contexts [44], such

that explanations can be tailored to the users’ knowledge about pri-

vacy norms and communicated through dialogue. While our model

is interpretable and allows scrutiny, the social process by which

explanations would be made requires the design and validation

of the explanations themselves and the best method to visualize

and/or convey them [35, 40].
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