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Abstract

Let N0 = {0, 1, 2, . . . } and a = {a(j)}j∈N0 be a complex valued sequence. A one-
dimensional Hankel operatorHa is understood as an infinite matrixHa = [a(i+j)]i,j≥0 that
acts on the elements of `2(N0). In the same spirit, for any d ≥ 2, a d-dimensional Hankel
operator Ha can be realised as the action of the d-dimensional matrix Ha = [a(i+ j)]i,j∈Nd0
on `2(Nd

0), where Nd
0 = {(j1, j2, . . . , jd) : ji ∈ N0, i = 1, 2, . . . , d}. Let κ ∈ Rd

+, where
Rd

+ = {(x1, x2, . . . , xd) : xi > 0, i = 1, 2, . . . , d} and denote by “·” the usual inner
product on Rd. For γ > 0, we define a special class of d-dimensional compact Hankel
matrices Ha = [a(κ · (i+ j))]i,j∈Nd0 , where a : R+ → R is a one-dimensional function such

that a(j) ∼ j−d(log j)−γ, when j → +∞. Then the positive and negative eigenvalues of
Ha present power asymptotics of the form λ±n (Ha) ∼ C±n−γ, when n → +∞. We also
construct analogous results for d-variable integral Hankel operators that act on L2(Rd

+).
This work generalises earlier one-variable results by A. Pushnitski and D.Yafaev.
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Preface

The purpose of this thesis is to briefly describe some recent results on the spectral theory
of one-dimensional Hankel operators and ensuing, study some aspects of their multidi-
mensional version. The main part of the thesis consists of constructing and presenting
multidimensional analogues of the aforementioned one-dimensional spectral theory.

The theory of Hankel operators is a well studied branch of Mathematics that lies
at the overlap of many fields such as complex analysis and operator theory. The first
formulation of what is known today as a Hankel matrix was constructed by Herman
Hankel in 1861 ([14]). More precisely, he constructed finite matrices [aij]

n
i,j=0, where

the entries aij depend strictly on the sum of the i-th row and the j-th column, i.e.
aij = ai+j. The purpose of this construction was the investigation of determinants of
such matrices, that today are known as Hankel determinants. The Hankel determinants
appear in problems of moments (e.g. Hamburger and Stieltjes moment problems; for
a comprehensive introduction see [29]). Besides, the Hamburger and Stieltjes moment
problems and thus, Hankel determinants too, are interlinked with the theory of orthogonal
polynomials. More precisely, the existence of a sequence of orthogonal polynomials is
closely related to the positive definiteness of certain finite Hankel matrices; for more on
this subject we refer to [6]. One of the first people who made the transition from finite
Hankel matrices to infinite ones was Leopold Kronecker, who proved that the finite rank
Hankel matrices are these whose entries are Taylor coefficients of rational functions (see
[21, §1.3]). Many years later (1957), Zeev Nehari linked again the Taylor coefficients
(of bounded function on the complex unit circle) with infinite Hankel matrices. More
precisely, he gave a boundedness characterisation for Hankel matrices defined on the space
of square summable sequences ([18]). Since then, many contributions have been made to
the theory of Hankel operators with applications ranging from purely theoretical branches
of mathematical analysis to more applied fields such as control theory and probabilities.
For an integrated approach to the theory of Hankel operators, we refer to [19], [20] and
[21].

We start our presentation with the small introductory Chapter 0. There the reader
can find a brief description of our survey together with some results of A. Pushnitski
and D. Yafaev (cf. [23] and [24]) that served as motivation for this work. By clarifying
the motivation that prompts our multi-dimensional analysis, we gradually develop the
articulation of the main results and explain the most important techniques of our proofs.
Finally, Chapter 0 includes a quick presentation of the thesis’ structure, where the reader
may find a short synopsis of the next chapters.
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Chapter 0

Introduction

0.1 Background theory

0.1.1 One-dimensional operators

Let N0 = {0, 1, 2, . . . } and consider an arbitrary complex valued sequence a = {a(j)}j∈N0 .
Then a Hankel operator Ha is formally defined as the infinite matrix Ha = [a(i+ j)]i,j≥0,
whose action on the space of square summable sequences `2(N0) is described by(

Hax
)
(i) =

∑
j∈N0

a(i+ j)x(j), ∀i ∈ N0, ∀x = {x(j)}j∈N0 ∈ `2(N0).

In complete analogy, a function a : R+ → C, where R+ := (0,+∞), formally defines an
integral Hankel operator Ha, described by

(
Haf

)
(x) =

∫ +∞

0

a(x+ y)f(y) dy , ∀x ∈ R+, ∀f ∈ L2(R+).

The sequence a and the function a will be called the kernel of the Hankel operator Ha

and Ha, respectively. From now on, we denote with boldface letters the integral Hankel
operators and their kernels, so that we distinguish them from the discrete case.

In the context of this thesis we mostly deal with bounded, compact Hankel operators.
To begin with, let us focus on the case of Hankel matrices Ha. The boundedness can
be obtained if a(j) = O(j−1), when j → +∞ ([33, Theorem 3.1]), and compactness if
a(j) = o(j−1), for j → +∞ ([33, Theorem 3.2]). In fact, the cited theorems prove that
these conditions are also necessary when Ha is positive. It is essential to notice that a
boundedness-compactness threshold, in terms of the rate of decay of a, is the exponent
−1. In order to illustrate this more, we consider the following special class of kernels (for
discrete Hankel operators):

a(j) =
1

(j + 1)β
, ∀j ∈ N0, for β > 0. (1)

Then it can be verified that when β ∈ (0, 1), the respective Hankel operator Ha is un-
bounded. For β ≥ 1, Ha will be bounded and, for β > 1, will be compact. As a typical
paradigm of the importance of the exponent β = 1, we mention the Hilbert matrix
H = [ 1

i+j+1
]i,j≥0, which is a bounded, non-compact Hankel operator.

8
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H. Widom in [33] derived eigenvalue asymptotics for a special class of compact, positive
Hankel matrices. More precisely, by considering sequences of the form (1), for β > 1, he
proved that the eigenvalues of Ha, λn(Ha), decay stretched exponentially:

λn(Ha) = exp
(
−π
√

2βn+ o(
√
n)
)
, n→ +∞.

After the contributions on the subject by K. Glover, J. Lam, and J. R. Partington who
constructed a class of Hankel operators with power symptotics (cf. [10]), A. Pushnitski
and D. Yafaev noticed that there exists another whole class of compact Hankel operators
that gives power asymptotics, too. More precisely, they started with a class of Hankel
matrices which lies between the Hilbert matrix and the class that H. Widom considered.
In fact, in [23] and [24] they introduced Hankel matrices Ha = [a(i+ j)]i,j≥0, where

a(j) =
1

(j + 1) (log(j + 2))γ
, ∀j ∈ N, for γ > 0.

Furthermore, in [23] they derived explicit eigenvalue asymptotics for this class of com-
pact Hankel operators. More precisely, they showed that the positive, λ+n (Ha), and the
negative, λ−n (Ha), eigenvalues of Ha obey the asymptotic formula below:

λ+n (Ha) = 2−γC1,γn
−γ + o(n−γ) and λ−n (Ha) = o(n−γ), as n→ +∞, (2)

where

C1,γ =

[
1

π

∫
R

(
1

π cosh(πx)

) 1
γ

dx

]γ
= π1−2γB

(
1

2γ
,
1

2

)γ
(3)

and B(·, ·) is the Beta function. Their respective result for the continuous case states that
if Ha : L2(R+)→ L2(R+) is an integral Hankel operator with kernel

a(x) = x−1
(
1 + (log x)2

)− γ
2 , ∀x > 0 and for some γ > 0,

then the eigenvalue asymptotics for Ha are given by

λ+n (Ha) = C1,γn
−γ + o(n−γ) and λ−n (Ha) = o(n−γ), as n→ +∞, (4)

where the constant C1,γ is given in (3).

0.1.2 Multidimensional operators

For the discrete case, let a : Nd
0 → C be a d-dimensional sequence. Then, the action of

the corresponding Hankel operator on `2(Nd
0) is formally described by(

Hax
)
(i) =

∑
j∈Nd0

a(i+ j)x(j), ∀i ∈ Nd
0, ∀x = {x(j)}j∈Nd0 ∈ `

2(Nd
0). (5)

Respectively, a function a : Rd
+ → C, defines formally an integral Hankel operator Ha,

whose action on L2(Rd
+) is described by

(
Haf

)
(x) =

∫
Rd+

a(x + y)f(y) dy , ∀x ∈ Rd
+, ∀f ∈ L2(Rd

+). (6)
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Next we present the class of Hankel operators that we deal with throughout our survey.
For let κ be an arbitrary constant in Rd

+ and a0 : R+ → R be an arbitrary function. For
the discrete case, we define kernels a = {a(j)}j∈Nd0 of the type

a(j) = a0(κ · j), ∀j ∈ Nd
0, (7)

where “·” is the usual inner product on Rd. In the same spirit, the kernels a : Rd
+ → R of

the continuous case are described by

a(x) = a0(κ · x), ∀x ∈ Rd
+. (8)

Relations (7) and (8) define a sufficiently rich and yet amenable to existing methods class
of Hankel operators.

Now let β > 0,

a0(x) =
1

(x+ 1)β
, ∀x ∈ R+,

and a be as it is defined in (7). Then it can be verified that if β ∈ (0, d), the generated
Hankel operator Ha is unbounded. For β ≥ d, Ha is bounded and, for β > d, compact.
Thus, the threshold exponent that distinguishes boundedness from compactness is β = d.
For some examples of bounded, non-compact Hankel operators of this type, we refer to
§2.1.2.

0.2 Main results

The main results of our study comprise Theorems 3.3, 3.5 and 3.8. Here we display a
more simplified version of these two results; see Theorems 0.1 and 0.2.

For choose an arbitrary γ > 0 and define the function a0 : R+ → R, given by

a0(t) = t−d
(
1 + (log t)2

)− γ
2 , ∀t > 0. (9)

It is proved that for this class of operators we can obtain a multi-dimensional analogue of
the asymptotics (2) and (4), for the discrete and the continuous case, respectively. In fact,
we have the following theorems, for the discrete and the continuous case, respectively:

Theorem 0.1. Let γ > 0 and κ ∈ Rd
+. If a0 is the function that is defined in (9), then the

Hankel operator Ha, which is defined in (5), where a(j) = a0(κ · j), ∀j ∈ Nd
0, is compact

and its eigenvalue asymptotics are given by

λ+n (Ha) =
Cd,γ

κ1κ2 . . . κd
n−γ + o(n−γ) and λ−n (Ha) = o(n−γ), as n→ +∞, (10)

where

Cd,γ =
1

2d(d− 1)!

(∫
R

[(
F−1kd

)
(x)
] 1
γ dx

)γ
,

and kd(x) :=
(
cosh

(
x
2

))−d
, for all x ∈ R.

Notice that F−1 is the inverse Fourier transform.
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Theorem 0.2. Let κ ∈ Rd
+, γ > 0 and a0 be the function that is defined in (9). Then the

integral Hankel operator Ha, defined by (6), for a(x) = a0(κ · x), ∀x ∈ Rd
+, is a compact

operator on L2(Rd
+) and its eigenvalues obey the asymptotic law below:

λ+n (Ha) =
2γCd,γ

κ1κ2 . . . κd
n−γ + o(n−γ) and λ−n (Ha) = o(n−γ), as n→ +∞, (11)

where the constant Cd,γ is the same as in Theorem 0.1.

In Theorems 3.5 and 3.8 we obtain asymptotics similar to (10) and (11), for the discrete
and the continuous case, respectively, for a more general class of functions a0. More pre-
cisely, in the continuous case, we can assume that a0 does not present the same behaviour
at 0 and +∞. Moreover, we can even perturb by an error term, under some smoothness
conditions for it, and still obtain power asymptotics. The above generalisations of a0
could be summarised as follows:

a0(t) = b0t
−d (1 + (log t)2

)− γ
2 + g0(t), when t→ 0+,

and
a0(t) = b∞t

−d (1 + (log t)2
)− γ

2 + g∞(t), when t→ +∞,

for some positive constant b0 and b∞. As we have already mentioned, the error terms g0
and g∞ should satisfy certain smoothness conditions.

0.3 Key points of the proof

In contrast with the one-dimensional case, where the proving machinery is more or less
the same for both the discrete and the continuous case, in the multi-dimensional one there
is an essential underlying difficulty. In order to illustrate the situation, we mention that
by a change of variables one can pass, in Theorem 0.2, from the general continuous case,
namely from an arbitrary κ ∈ Rd

+, to the special case of κ = (1, 1, . . . , 1). Unfortunately,
the change of variables is obviously not possible in the discrete case. This obstacle is
overcome by a series of some technical lemmas, that constitute a major part of our work.
Despite these difficulties, eventually, we are able to obtain power spectral asymptotics for
both the discrete and the continuous case. In both the two cases, the dependence of the
leading term coefficient on κ has the same structure.

Let us cast some light on the main proof techniques that lead to the eigenvalue asymp-
totics. For sake of simplicity, we adopt the continuous case notation, but the main ideas
below are applicable to the discrete case, too. Let us display the four principal techniques
that are encountered:

� The construction of a model operator,

� reduction of the model operator to pseudo-differential operators,

� reduction to one-dimensional, weighted Hankel operators, and

� Schatten class inclusions.

The construction of the model operator (see §4.3.2) aims to give the leading term in
the eigenvalue asymptotics. More precisely, the model operator will be a Hankel operator
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which behaves “similarly” to the initial Hankel operator but whose eigenvalue asymptotics
are retrieved much easier. So let H̃ := H̃ã denote the model operator, which is described
by (6), for ã(x) = ã0(κ · x), for every x ∈ Rd

+. Here ã0 will be the Laplace transform of
a particular function σ. More precisely,

ã0(t) =

∫ +∞

0

σ(λ)e−λt dλ , ∀t > 0,

where σ is a smooth function, roughly described as follows:

σ(λ) =

{
1

(d−1)!λ
d−1 (log 1

λ

)−γ
, λ→ 0+

1
(d−1)!λ

d−1 (log λ)−γ , λ→ +∞
.

By using Laplace transform asymptotics, we conclude that ã0 behaves similarly to a0, as
t → +∞ or 0. The latter yields the aforementioned “similarity” of Ha and H̃. For the
discrete case, the model operator for κ = (1, 1, . . . , 1) is constructed in §4.2.1.2, and for
general κ in §4.2.2.2.

The derivation of the eigenvalue asymptotics of the model operator is attained after
a reduction to pseudo-differential operators; the same technique was also applied in [23]
for the one-dimensional results. The key idea for this reduction is to express the model
operator as a product of two operators, L∗L. More precisely, L maps L2(Rd

+) to L2(R+)
and is given by

(
Lf
)
(λ) =

√
σ(λ)

∫
R+

· · ·
∫
R+

e−λ
∑d
i=1 xif(x1, . . . , xd) dx1 . . . dxd , ∀f ∈ L2(Rd

+), ∀λ > 0.

Regarding its adjoint, L∗ maps L2(R+) to L2(Rd
+) and is given by

(
L∗f

)
(x1, . . . , xd) =

∫ +∞

0

√
σ(λ)f(λ)e−λ

∑d
i=1 xi dλ , ∀f ∈ L2(R+), ∀(x1, . . . , xd) ∈ Rd

+.

Then, by exploiting the unitary equivalence of the non-zero parts of L∗L and LL∗, we
prove that the spectral investigation for H̃ is equivalent to that one for LL∗; note that
this technique was applied in the approach that H. Widom made in [33], too. In the
sequel, we prove that LL∗ is unitarily equivalent to a pseudo-differential operator, whose
eigenvalue asymptotics are obtained by a Weyl-type formula.

Finally, the initial Hankel operator, Ha, can be expressed as a sum of operators,
Ha = H̃ + (Ha − H̃). Since we obtain the eigenvalue asymptotics for H̃, we aim to
prove that the spectral contribution of the operator Ha − H̃ is negligible, compared to
that one of H̃. This will be achieved by proving certain Schatten-Lorentz class inclusions
for Ha − H̃. These inclusions depend on the range of the exponent γ in (9) and are
obtained by a combination of interpolation and reduction to one-dimensional weighted
Hankel operators. This reduction is the part of the proof in the discrete case that hides
the most of the technicalities, so it is only applied for the special case of κ = (1, 1, . . . , 1).

Finally, in order to clarify this last step, we provide its key points for the continuous
case, since the reduction in the discrete case is developed in a similar way. Moreover,
notice that we also assume that κ = (1, 1, . . . , 1). This is possible, since, as we have
already explained, it takes just a simple change of variables to reduce to this case. Observe
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that the action on L2(Rd
+) of the integral Hankel operators Ha, which we deal with, is

described by

(Haf, g) =

∫
R+

· · ·
∫
R+

a0

(
d∑
i=1

(xi + yi)

)
f(y1, . . . , yd)g(x1, . . . , xd) dx1 . . . dxd dy1 . . . dyd ,

for any L2(Rd
+) functions f and g. Besides, remember that we aim to reduce the expression

above to something that resembles a one-dimensional Hankel operator. To this end, it is
enough to notice that

a0

(
d∑
i=1

(xi + yi)

)
= a0

(
d∑
i=1

xi +
d∑
i=1

yi

)
.

The latter prompts the change of variables x =
∑d

i=1 xi and y =
∑d

i=1 yi, so that x and
y lie in the one-dimensional space R+. By doing the algebra, we get that

(Haf, g) = (J∗Γ0Jf, g), ∀f, g ∈ L2(Rd
+),

where J is a partial isometry from L2(Rd
+) to L2(R+), given by

(
Jf
)
(x) =

√
(d− 1)!x−

d−1
2

∫ x

0

· · ·
∫ x−

∑d−2
i=1 xi

0

f
(
x1, . . . , xd−1, x−

d−1∑
i=1

xi
)

dx1 . . . dxd−1 ,

for every x ∈ R+, and Γ0 : L2(R+)→ L2(R+) is the weighted Hankel operator defined by

(
Γ0f

)
(x) = (d− 1)!

∫ +∞

0

x
d−1
2 a0(x+ y)y

d−1
2 f(y) dy , ∀x ∈ R+, ∀f ∈ L2(R+).

So that we see that Ha and Γ0 are unitarily equivalent (modulo null-spaces). For a
detailed presentation of the subject, we refer to §2.1.1.

0.4 Structure of the text

For the reader’s convenience, we conclude this introductory chapter by giving the structure
of the thesis. The thesis is divided into two main parts; Part I - One-dimensional
Hankel operators and Part II - Multidimensional Hankel operators.

Part I is a brief introduction to the one-dimensional theory of Hankel operators, in
order to familiarise the reader with the basic ideas. In paragraphs §1.1 and §1.2 are defined
the Hankel operators for the discrete and the continuous case, respectively. Moreover, we
present some boundedness-compactness conditions for both of the two cases. In section
§1.3 we introduce the concept of weighted Hankel operators. In section §1.4 we introduce
the notions of Schatten classes, as well as, of some other compact operator ideals. We also
present the main ideas around Besov classes. This class of functions plays an important
role in the theory of Hankel operators, since it gives extremely useful necessary and
sufficient conditions for Schatten class inclusions. Many of these results are due to V.
Peller and can be found in [21]. Finally, in the last section of this part, the reader will
find some examples of one-dimensional Hankel operators that aim to make the transition
to the multidimensional case smoother and more reasonable.
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Part II is devoted, as its title reveals, to the multidimensional analysis of Hankel op-
erators and constitutes the main part of our work. It starts with the introductory Chapter
2. There the reader will find the necessary definitions of discrete and integral multidi-
mensional Hankel operators. In parallel with paragraph §1.5, in Section 2.1 we present
the Hankel operators that constitute our main subject of research. In §2.1.1 we provide
a concrete presentation of the reduction to one-dimensional, weighted Hankel operators,
that was mentioned before, in the proving methods. The first chapter is concluded by the
construction of some examples of bounded, non-compact Hankel operators, that aim to
enlighten the importance of the dimension, in terms of compactness.

In Chapter 3 follows a presentation of the main results. Paragraph §3.1 is referred to
the discrete case and §3.2 to the continuous.

Chapter 4 comprises all the proofs of the main results. It is divided into two main
sections; Section 4.2 and Section 4.3, that consist of the proofs for the discrete and the
continuous case, respectively. Moreover, because of the difficulties that occur in the
discrete case, we furthermore split this section into two sub-sections, 4.2.1 and 4.2.2, for
the case of κ = (1, 1, . . . , 1) and for arbitrary κ ∈ Rd

+, respectively.
Finally, Chapter 5 is the last one and complements the spectral analysis of the ex-

amined operators. Since the biggest part of the thesis is devoted into finding (non-zero)
eigenvalue asymptotics for Hankel operators, the last chapter deals with the “zero” eigen-
values or better, with the null-spaces of Hankel operators.

In the Appendices the reader will find all the necessary theory that lies beyond the
scope of the thesis but it is highly interlinked with the proving methods that we use.
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One-dimensional Hankel operators
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Chapter 1

One-dimensional Hankel operators

1.1 Hankel matrices

Let J be a countable set and A be an arbitrary set. We define the space of A-valued
sequences {xj}j∈J as the space of functions

AJ := {x : J → A s.t. xj = x(j), ∀j ∈ J} .

Let N denote the set of natural numbers (i.e. N = {1, 2, . . . }) and define N0 := N ∪ {0}.
We recall that for any p > 0, the space of p-summable sequences over N0 is defined as

`p(N0) :=

x ∈ CN0 : ‖x‖p :=

(∑
n∈N0

|x(n)|p
) 1

p

< +∞

 .

For p =∞, we define the space of bounded sequences

`∞(N0) :=

{
x ∈ CN0 : ‖x‖∞ := sup

n∈N0

|x(n)| < +∞
}
.

Moreover, `2(N0) is a Hilbert space with inner product

(x, y) :=
∑
n∈N0

x(n)y(n), ∀x, y ∈ `2(N0).

Furthermore, we can define weighted `p spaces as follows. Let υ = {υ(n)}n∈N0 be a
(positive valued) sequence and, for any p ∈ (0,+∞), define the spaces

`pυ(N0) :=

x ∈ CN0 : ‖x‖`pυ :=

(∑
n∈N0

|x(n)|p υ(n)

) 1
p

< +∞

 .

Ensuing, we proceed with the definition of a Hankel matrix and subsequently, that
one of bounded a Hankel operator (matrix) on `2(N0). Let a = {a(n)}n∈N0 be a complex
valued sequence and define the infinite matrix

Ha =


a0 a1 a2 · · ·
a1 a2 a3 · · ·
a2 a3 a4 · · ·
...

...
...

. . .

 .
16
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Observe that Ha presents a special kind of symmetry, with respect to its main diagonal.
This happens because every (i, j)-entry depends on the sum i + j. Thus, Ha could be
also denoted as Ha = [a(i+ j)]i,j≥0. Now let a ∈ `2(N0) and Ha act on `2(N0) via the
following action: (

Hax
)
(i) :=

∑
j∈N0

a(i+ j)x(j), ∀i ∈ N0, ∀x ∈ `2(N0). (1.1)

Then (1.1) defines a Hankel operator and the sequence a is called kernel of Ha. Notice
that this definition makes sense, since Ha is well-defined on the dense subset of eventually
vanishing sequences. Indeed, if x ∈ CN0 , such that x(n) = 0, for every n > n0, where n0

is an arbitrary natural number, then x is obviously in `2(N0) and

‖Hax‖22 =
∑
i∈N0

∣∣∣∣∣
n0∑
j=0

a(i+ j)x(j)

∣∣∣∣∣
2

≤
∑
i∈N0

(
n0∑
j=0

|a(i+ j)| |x(j)|

)2

≤ ‖x‖22
∑
i∈N0

n0∑
j=0

|a(i+ j)|2

= ‖x‖22
n0∑
j=0

∑
i∈N0

|a(i+ j)|2

= ‖x‖22
n0∑
j=0

‖aj‖22 < +∞,

where aj = {aj(n)}n∈N0 , for every j = 0, 1, . . . , n0, with aj(n) := a(j + n), for every
n ∈ N0. Thus, if Ha can be extended to a bounded operator, we say that (1.1) defines a
bounded Hankel operator on `2(N0).

1.1.1 Boundedness and compactness

The first question arises is when a Hankel matrix gives rise to a bounded operator. The
answer is given by Nehari’s Theorem ([21, Theorem 1.1.1]) with an if and only if condition
for the kernel of Ha, a. If D is the complex open unit disk and T = ∂D, then we have the
following theorem.

Theorem 1.1 (Nehari Theorem). Let Ha = [a(i+ j)]i,j≥0 be a Hankel matrix acting

on `2(N0). Ha is bounded if and only if there exists a function φ ∈ L∞(T) such that
φ̂(n) = a(n), for every n ∈ N0.

An equivalent characterisation of a Hankel operator is given by the following theorem
([21, Theorem 1.1.2]).

Theorem 1.2. Let a = {a(n)}n∈N0 be a complex valued sequence and consider, formally,
the function

φ(z) :=
∑
n≥0

a(n)zn, ∀z ∈ D.

Then the sequence a defines a kernel of a Hankel operator Ha if and only if φ belongs to
the function space BMO(T).
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For the definition of the BMO space, see Appendix C.2. It is worth to mention that
in the case of positive bounded Hankel operators, there is a much simpler boundedness
characterisation, given in terms of the operator’s kernel ([33, Theorem 3.1]).

Theorem 1.3. Let Ha = [a(i+ j)]i,j≥0 be a Hankel matrix on `2(N0).

(i) If a(j) = O(j−1), as j → +∞, then Ha is bounded.

(ii) If Ha is positive and bounded, then a(j) = O(j−1), as j → +∞.

Having the boundedness question answered, it is natural to ask when further opera-
tor properties of Ha are satisfied, like compactness, Schatten class inclusions etc. As it
happens for boundedness, we also have a complete characterisation of compact Hankel
operators (matrices) ([21, Theorems 1.5.5 and 1.5.8]).

Theorem 1.4. Let Ha = [a(i+ j)]i,j≥0 be a bounded Hankel matrix. Then the following
are equivalent:

(i) Ha is compact.

(ii) There exists a continuous function φ : T→ C such that φ̂(n) = a(n), for all n ∈ N0.

(iii) The function

φ(z) :=
∑
n≥0

a(n)zn, ∀z ∈ D,

belongs to VMO(T).

For the definition of the VMO space, see Appendix C.2. An analogue of Theorem 1.3
exists for compactness, too (see [33, Theorem 3.2]).

Theorem 1.5. Let Ha = [a(i+ j)]i,j≥0 be a bounded Hankel operator on `2(N0).

(i) If a(j) = o(j−1), as j → +∞, then Ha is compact.

(ii) If Ha is compact and positive, then a(j) = o(j−1), as j → +∞.

We close the compactness paragraph by giving a very characteristic example of bounded,
but non-compact Hankel operator, the Hilbert matrix H. For let a = {a(j)}j∈N0 such that

a(j) =
1

1 + j
, ∀j ∈ N0.

Then a is the kernel of the following Hankel matrix:

H =


1 1

2
1
3
· · ·

1
2

1
3

1
4
· · ·

1
3

1
4

1
5
· · ·

...
...

...
. . .


It can be proved (see [21, Corollary 1.5.19]) that H is a bounded operator on `2(N0) with
‖H‖ = π. Moreover, H is not compact and its distance from compact operators (aka
essential norm) equals π, too.
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1.2 Integral Hankel operators

This section generalises the concept of Hankel matrices to integral operators. Whenever
we refer to an integral Hankel operator or its kernel, we will use boldface notation. Since
the Hankel matrices (or the discrete Hankel operators) act on `2(N0), it is natural to
expect that a Hankel (integral) operator in the continuous case acts on L2(R+), where
R+ := (0,+∞). We recall that, for any p > 0,

Lp(R+) :

{
f : R+ → C : ‖f‖p :=

(∫
R+

|f(x)|p dx

) 1
2

< +∞

}
.

Moreover, for p =∞, we define the space of essentially bounded functions on A,

L∞(R+) :=

{
f : R+ → C : ‖f‖∞ := ess sup

x>0
|f(x)| < +∞

}
,

where
ess sup

x>0
|f(x)| := inf {C ≥ 0 : |{x > 0 : |f(x)| > C}| = 0} .

Furthermore, we remind that the space L2(R+) is a Hilbert space with inner product

(f, g) =

∫
R+

f(x)g(x) dx , ∀f, g ∈ L2(R+).

For completeness, we mention that there are more Lp spaces defined on some measure
space (X, ν), like the so called weak Lp. These spaces can be considered as a sub-class of
the Lorentz spaces and they occur often in interpolation methods. For this reason, their
definition is presented in the Appendix A.

Since the action of a discrete Hankel operator is fully described by (1.1), it is natural to
define the respective continuous action via integration, instead of summation. Summing
up, for a (complex valued) function a ∈ L1

loc(R+) we define the (integral) Hankel operator
Ha : L2(R+)→ L2(R+) by

(
Haf

)
(x) =

∫
R+

a(x+ y)f(y) dy , ∀x ∈ R+, ∀f ∈ L2(R+). (1.2)

The function a will be called the kernel of Ha. Notice that (1.2) is well-defined on the
dense subset of compactly supported smooth functions. Indeed, let f ∈ C∞c (R+). If α > 0
such that supp(f) ⊂ [0, α], and Mf = maxx∈supp(f) |f(x)|, then, for every fixed x > 0,

∣∣(Haf
)
(x)
∣∣ ≤Mf

∫
R+

|a(x+ y)| dy < +∞.

1.2.1 Boundedness and compactness

If (1.2) defines an operator that can be extended to a bounded operator on the whole
L2(R+),we say that Ha is a bounded (integral) Hankel operator on L2(R+).

Similarly to the discrete case, we also have an analogue of Nehari’s theorem ([21,
Theorem 1.8.8]) as a boundedness equivalent, as well as some other boundedness and
compactness characterisations.



20 CHAPTER 1. ONE-DIMENSIONAL HANKEL OPERATORS

Theorem 1.6 (Nehari’s analogue). Let a : R+ → C be the kernel of the integral Hankel
operator Ha. Then Ha is bounded on L2(R+) if and only if there exists a function φ ∈
L∞(R) such that a = F|R+φ; where F is the Fourier transform.

Moreover, boundedness of integral Hankel operators is also connected with the BMO class
of functions, exactly as it happens in the discrete case.

Theorem 1.7 ([21], Theorem 1.8.8). Let a : R+ → C be the kernel of the integral
Hankel operator Ha. Then Ha is bounded on L2(R+) if and only if there exists a function
φ ∈ L1(R+) such that a = Fφ and φ ∈ BMO(R).

Moreover, another sufficient condition for boundedness is the kernel a to satisfy the bound-
edness relation below:

|a(x)| ≤ C

|x|
, ∀x > 0,

where C is a some positive constant. This is proved by using the Carleman operator (see
the example at the end of the paragraph). Regarding the compactness characterisations,
we have the following Theorem:

Theorem 1.8 ([21], Theorem 1.8.10). Let a ∈ L1
loc(R+) be the kernel of the integral

Hankel operator Ha. Then the following are equivalent:

(i) Ha is compact.

(ii) There exists a continuous function φ defined on R such that the limits limx→+∞ φ(x)
and limx→−∞ φ(x) are equal, and a = F|R+φ.

(iii) There exists a function φ ∈ L1(R+) such that a = Fφ and φ ∈ VMO(R).

The reader may be able to notice that if a ∈ L1(R+), then F∗a ∈ C(R) and both the
two limits limx→+∞

(
F∗a

)
(x) limx→−∞

(
F∗a

)
(x) are equal to zero. Therefore, from the

previous theorem we infer the following corollary:

Corollary 1.9. Let a ∈ L1(R+) be the kernel of the integral Hankel operator Ha. Then
Ha is compact.

We close this section by giving an analogue of the Hilbert operator; namely, a char-
acteristic example of a bounded, non-compact integral Hankel operator. For define the
function a : R+ → R

a(x) =
1

x
, ∀x > 0.

Then a gives rise (as a kernel) to the Carleman operator C : L2(R+)→ L2(R+), with

(
Cf
)
(x) =

∫ +∞

0

f(y)

x+ y
dy , ∀x > 0, ∀f ∈ L2(R+).

It can be shown (check [21, Theorem 1.8.14]), that the distance of C from compact op-
erators equals its operator norm, which is equal to π; just like it happens with Hilbert
operator.
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1.3 Weighted Hankel operators

A generalisation of the concept of Hankel operators is that one of weighted Hankel oper-
ators. These operators are defined for both the discrete and the continuous case. For the
discrete case, let ν and ξ be real constants and {a(j)}j∈N0 be a sequence such that the
operator Γν,ξa : `2(N0)→ `2(N0), with(

Γν,ξa x
)
(i) =

∑
j∈N0

(1 + i)νa(i+ j)(1 + j)ξx(j), ∀x ∈ `2(N0), ∀i ∈ N, (1.3)

is bounded. Then Γν,ξa is a bounded weighted Hankel operator on `2(N0).
Respectively, in the continuous case, if ν and ξ are real constants and a is a function

such that the operator Γa
ν,ξ : L2(R+)→ L2(R+), with

(
Γa

ν,ξf
)
(x) =

∫ +∞

0

xνa(x+ y)yξf(y) dy , ∀f ∈ L2(R+), ∀x ∈ R+, (1.4)

is bounded, then Γa
ν,ξ is a bounded weighted Hankel operator on L2(R+).

Certain boundedness and compactness conditions exist for this class of operators, as
well. Nevertheless, a dive into this theory would be beyond the scope of our survey
and therefore, is avoided. For a brief introduction to weighted (or generalised) Hankel
operators we refer to [21, §6.8]. Finally, it is worth to mention that in [11] is obtained

a certain class of weighted Hankel operators Γ
− 1

4
,− 1

4
a with power spectral asymptotics.

Furthermore, in [1] one finds a more general construction of weighted Hankel operators
on L2(R+), as well as some conditions for their boundedness, and Schatten class inclusions
(more precisely, S1 and S2).

1.4 Hankel operators and compact operator ideals

The class of Hankel operators is closely related to a special class of functions, the so co
called Besov class. Vladimir Peller has conducted a deep research, which results, roughly,
that Schatten class inclusions for Hankel operators are equivalent to Besov class inclusions
of their kernels. This paragraph aims to depict the most necessary aspects of this theory,
which will also be used in our survey.

1.4.1 Compact operator ideals

In this section we briefly explain the construction and the importance of the so called
Schatten classes, as well as of some other compact operators ideals.

When an operator is compact, one can ask further questions under this frame. A very
important one is “how much compact” our operator is. A typical property of compact
operators is that they are approximated (in operator norm) by finite rank operators.
This suggests that, under this approximation, their distance from finite rank operators
converges to zero. The faster this convergence is, the more compact the operator.

The distance of an operator from finite rank operators is measured by a quantity called
singular value. More precisely, let T be a compact (bounded) linear operator (acting on a
Hilbert space). If we denote by T ∗ its adjoint, then T ∗T is a compact, positive operator.
This implies that its eigenvalues, λn(T ∗T ), where n ∈ N, are also positive, which allows
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us to consider their square root. Thus, define the sequence of singular values of T ,
{sn(T )}n∈N, by

sn(T ) :=
√
λn(T ∗T ), ∀n ∈ N.

Notice that, due to compactness, the singular values of T are of finite multiplicity and
converge to zero (see [26, Theorem VI.15 and VI.16]). Moreover, it can be proved (see [4,
Chapter 11, §1.3]) that

sn(T ) = min
rank(K)≤n−1

‖T −K‖ , ∀n ∈ N.

Now, depending on the properties of the singular values, we can define various compact
operator ideals and we begin with Schatten classes. For let p ∈ (0,+∞]. For p = +∞,
denote by S∞ the class of all compact operators. Then, for every p ∈ (0,+∞), define the
Schatten class Sp as follows:

Sp :=

T ∈ S∞ : ‖T‖Sp :=

(∑
n∈N

sn(T )p

) 1
p

< +∞

 .

Furthermore, we define two more ideals of compact operators. More precisely, for any
p ∈ (0,+∞),

Sp,∞ :=

{
T ∈ S∞ : ‖T‖Sp,∞ := sup

n∈N
n

1
p sn(T ) < +∞

}
,

and

S0
p,∞ :=

{
T ∈ S∞ : lim

n→+∞
n

1
p sn(T ) = 0

}
.

Moreover, for any operator T , we define the singular value counting function πT : R+ → N0

by

πT (λ) :=
∑

{n∈N: sn(T )>λ}

1.

We also mention that the following relation holds true

‖T‖Sp,∞ = sup
λ>0

λπ
1
p

T (λ).

We also remind that
Sp ⊂ S0

p,∞ ⊂ Sp,∞,

with
‖ · ‖Sp,∞ ≤ ‖ · ‖Sp , ∀p > 0.

Finally in the Appendix A, the reader may find the definition of the Schatten-Lorentz
classes. These spaces arise as a natural parallel of the Lorentz spaces and they usually
occur in interpolation methods. For a complete discussion on compact operator ideals we
refer to [4, Chapter 11].

1.4.2 Besov classes of analytic functions

We distinguish two cases; Besov classes on the unit circle T and the real line R. To this
end, let v be a C∞c (R) non-negative valued function, such that supp(v) = [2−1, 2].
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1.4.2.1 Besov classes on T

In order to define the Besov classes on T, let us consider a function v in C∞c (R), such
that supp(v) = [1

2
, 2], v(1) = 1, and v([1

2
, 2]) = [0, 1]; note that v(1

2
) = v(2) = 0. Then

consider the sequence of functions {vn}n∈N0 , such that,

vn(t) = v

(
t

2n

)
, ∀t ∈ R, ∀n ∈ N0, (1.5)

and ∑
n≥0

vn(t) = 1, ∀t ≥ 1.

Ensuing, we define the polynomials

V0(z) = z + 1 + z, ∀z ∈ T, (1.6)

and, for every n ∈ N,

Vn(z) =
∑
j∈N

vn(j)zj =
2n+1∑
j=2n−1

vn(j)zj, ∀z ∈ T. (1.7)

Then we say that an analytic function f of T belongs to the Besov class Bp
q,r(T) iff

‖f‖Bpq,r :=

(∑
n∈N0

2npr‖f ∗ Vn‖rq

) 1
r

< +∞.

1.4.2.2 Besov classes on R

Respectively, we define the Besov class Bp
q,r(R) in a quite similar way. More precisely,

let v be the C∞c (R) function that was defined in the unit circle case and consider the
sequence of C∞c (R) non-negative valued functions {vn}n∈Z, such that, for any t ∈ R,

vn(t) = v

(
t

2n

)
, ∀n ∈ Z, (1.8)

and ∑
n∈Z

vn(t) = 1, ∀t ≥ 0.

Finally, define the sequence of functions {Vn}n∈Z, such that, for any x ∈ R,

Vn(x) =
(
F∗vn

)
(x), ∀n ∈ Z. (1.9)

Then we define the space Bp
q,r(R) to be

Bp
q,r(R) :=

F∗f : f ∈ L1
loc(R+) s.t. ‖F∗f‖Bpq,r :=

(∑
n∈Z

2npr‖F∗(fvn)‖rq

) 1
r

< +∞


Notice that

‖f‖Bpq,r :=

(∑
n∈Z

2npr‖f ∗ Vn‖rq

) 1
r

< +∞, ∀f ∈ Bp
q,r(R). (1.10)
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Having defined the Besov classes we can now display a useful theorem. Moreover, from
now on and for sake of simplicity, whenever we want to indicate that one quantity is less
than or equal to another one, modulo some multiplicative (positive) constant, we will use
the notation ..

Theorem 1.10 (cf. [2]). Let p ∈ (0,+∞) Then, we have the following results for functions
defined on T and R, respectively.

(i) Let a = {a(j)}j∈N0. Then

‖φ‖
B

1
p+d−1

p

.
∥∥∥Γ

d−1
2
, d−1

2
a

∥∥∥
Sp

. ‖φ‖
B

1
p+d−1

p

,

where
φ(eit) =

∑
n∈N0

a(n)e2πint, ∀t ∈ [0, 1),

and Γ
d−1
2
, d−1

2
a is defined in (1.3).

(ii) Let a ∈ L1
loc(R+). Then

‖F∗a‖
B

1
p+d−1

p

.
∥∥∥Γa

d−1
2
, d−1

2

∥∥∥
Sp

. ‖F∗a‖
B

1
p+d−1

p

,

where Γa

d−1
2
, d−1

2 is defined in (1.4).

1.5 A special class of kernels

We close our introduction to one-dimensional Hankel matrices by presenting some inter-
esting cases of kernels for both the discrete (Hankel matrices) and the continuous (integral
operators) case.

1.5.1 Discrete case

Let β > 0, γ ≥ 0 and consider the sequence a = {a(j)}j∈N0 by

a(j) =
1

(j + 1)β
(

log(j + 2)
)γ , ∀j ∈ N0. (1.11)

Depending on the values of β and γ we can deduce boundedness, compactness, Schatten
class inclusions and spectral asymptotics.

We first start with the case where γ = 0; namely, for some β > 0,

a(j) =
1

(j + 1)β
, ∀j ∈ N0. (1.12)

If β ∈ (0, 1), then Ha is not bounded. To see this, consider the sequence of sequences
{xN}N∈N ⊂ `2(N0), with

xN(n) =

{
1

n+1
, if n = 0, 1, . . . , N

0, if n > N
.
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Clearly, xN converges to x ∈ `2(N0), in the ‖·‖2-sense, when N → +∞, where

x(n) :=
1

n+ 1
, ∀n ∈ N0.

If the Hankel matrix Ha is a bounded linear operator, then ‖HaxN‖2 → ‖Hax‖2, when
N → +∞. Nonetheless, it can be checked that there exists a positive constant Cβ such
that

‖HaxN‖2 ≥ CβN
1−β
2 , for N large enough.

The latter shows that the norm ‖HaxN‖2 blows up, when N → +∞, and therefore, Ha

cannot be bounded.
If β ≥ 1, then (1.12) defines a kernel of a bounded, positive Hankel operator. In fact

we have the following theorem (see the respective discussion in [33, §3], and [29, Theorem
1.2])

Theorem 1.11. Let a = {a(j)}j∈N0 be the kernel of the bounded Hankel matrix Ha. Then
Ha is positive if and only if there exists a non-decreasing function µ : [−1, 1] → R such
that

a(j) =

∫ 1

−1
xj dµ(x) , ∀j ∈ N0.

The existence of such function µ is investigated by the so called Hamburger moment
problem ([29]). At this point, observe that if a is given by (1.12), for β ≥ 1, then

a(j) =
1

Γ(β)

∫ 1

0

xj
(

log
1

x

)β−1
dx , ∀j ∈ N0;

where Γ stands for the Gamma function. Thus, Theorems 1.3 and 1.11 imply that the
Hankel matrix Ha is a bounded, positive operator. Moreover, in [33] is proved that the
eigenvalues of these operators converge exponentially to 0. More precisely,

λn(Ha) = exp
(
−π
√

2γn+ o(
√
n)
)
, n→ +∞.

Apparently, this implies that Ha belongs to any Schatten class Sp, for p > 0.
We proceed to the more general situation where γ > 0 in (1.11). It can be readily

verified that for β ∈ (0, 1) the generated Hankel operator is unbounded. Indeed, it is
enough to observe that for any β′ ∈ (β, 1)

1

jβ′
= o

(
1

jβ(log j)γ

)
, when j → +∞,

and that, according to the discussion above, the Hankel operator that corresponds to
the kernel (j + 1)−β

′
is unbounded. For β ≥ 1, it is easily seen that a(j) = o(j−1), for

j → +∞, and therefore, Theorems 1.3 and 1.5 imply the boundedness and compactness,
respectively.

Perhaps the most interesting case of this class of Hankel operators is that one which
arises from the choice β = 1 and γ > 0; namely, from kernels of the form

a(j) =
1

(j + 1) (log(j + 2))γ
, ∀j ∈ N0. (1.13)
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This choice of kernels shows that there is a whole class of compact operators between the
Hilbert operator, which we already know that is not compact, and Hankel operators with
kernels described by (1.12) for β > 1. This observation triggered a complete investigation
of operators of this class which is presented in [23] and [24]. Before we present the
respective results, we display some necessary notation. For any real number x, we define

x± := max{0,±x}, [x] := max{n ∈ Z : n ≤ x}.

In addition, for any γ > 0, we define

M(γ) =

{
0, if γ < 1

2
,

[γ] + 1, if γ ≥ 1
2

. (1.14)

Moreover, for any sequence x = {x(j)}j∈N0 , we define the sequence of iterated differences
x(m) = {x(m)(j)}j∈N0 , by

x(0)(j) := x(j), ∀j ∈ N0; x
(m)(j) := x(m−1)(j + 1)− x(m−1)(j), ∀j ∈ N0, ∀m ∈ N.

Theorem 1.12 ([24], Theorem 2.2). Let a = {a(j)}j∈N0 be a real valued sequence such
that

a(m)(j) = O
(
j−1−m (log j)−γ

)
, when j → +∞,

for all m = 0, 1, . . . ,M(γ), where M is defined in (1.14). Then Ha is compact and its
singular values satisfy

sn(Ha) = O
(
n−γ
)
, for n→ +∞.

Theorem 1.13 ([24], Theorem 2.3). Let a = {a(j)}j∈N0 be a real valued sequence such
that

a(m)(j) = o
(
j−1−m (log j)−γ

)
, when j → +∞,

for all m = 0, 1, . . . ,M(γ). Then Ha is compact and its singular values satisfy

sn(Ha) = o
(
n−γ
)
, for n→ +∞.

Finally, for any self-adjoint operator T , we denote by {λ+n (T )}n∈N the sequence of its
positive eigenvalues and, for any n ∈ N, λ−n (T ) := λ+n (−T ). Then we have the following
theorem:

Theorem 1.14 ([23], Theorem 4.1). Let γ > 0 and a = {a(j)}j∈N0 be a sequence described
by (1.13) and define the respective Hankel operator Ha, with kernel a. Then Ha is a
compact operator and its eigenvalues satisfy the following asymptotic law:

λ±n (Ha) = C±n−γ + o(n−γ), for n→ +∞,

where

C+ = 2−γπ1−2γB

(
1

2γ
,
1

2

)γ
and C− = 0;

here B denotes the Beta function.

By the discussion above, Theorem 1.12 shows that if Ha is a Hankel operator with
kernel a = {a(j)}j∈N0 described by (1.11), for β = 1 and γ > 0, then Ha ∈ Sp, for any
p > 1

γ
and Ha ∈ S 1

γ
,∞. In addition, if β > 1 and γ is positive again, then Theorem 1.13

implies that Ha ∈ Sp, for any p > 0.
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1.5.2 Continuous case

Motivated by the work that has been presented for the discrete case, we can define Hankel
integral kernels of the following form:

a(x) = x−β 〈log x〉−γ , ∀x > 0, (1.15)

where β > 0, γ ≥ 0 and

〈x〉 :=
√

1 + x2, ∀x > 0. (1.16)

Again it is not difficult to check that in order to achieve boundedness, β should be no less
than one.

We close the continuous case of these special kernels by briefly mentioning the respec-
tive results from [23] and [24].

Theorem 1.15 ([24], Theorem 2.6). Let γ > 0 and consider an L1
loc(R+) function a such

that, for m = 0, 1, . . . ,M(γ),

|a(m)(x)| ≤ Amx
−1−m 〈log x〉−γ , ∀x > 0,

where Am is some positive constant and M(γ) is defined in (1.14). Then the singular
values of Ha present the asymptotic behaviour below:

sn(Ha) = O(n−γ), n→ +∞.

Theorem 1.16 ([24], Theorem 2.7). Let γ > 0 and consider an L1
loc(R+) function a such

that, for m = 0, 1, . . . ,M(γ),

|a(m)(x)| = o
(
x−1−m 〈log x〉−γ

)
, for x→ 0+ and x→ +∞.

Then the singular values of Ha present the asymptotic behaviour below:

sn(Ha) = o(n−γ), n→ +∞.

Theorem 1.17 ([23], Theorem 3.1). Let γ > 0 and consider the function a defined in
(1.15) for β = 1 and γ > 0. Then the corresponding Hankel operator Ha is compact and
its eigenvalues verify the asymptotic formula below:

λ±n (Ha) = C±n−γ + o
(
n−γ
)
, when n→ +∞;

where

C+ = π1−2γB

(
1

2γ
,
1

2

)γ
and C− = 0.

Therefore, it is not difficult to see that if Ha is an integral Hankel operator with kernel
a described by (1.15) for β = 1 and γ > 0, then Theorem 1.15 implies that Ha ∈ Sp, for
any p > 1

γ
and Ha ∈ S 1

γ
,∞. In addition, if β > 1 and γ ≥ 0, then Theorem 1.16 implies

that Ha ∈ Sp, for any p > 0.
Finally, it is worth to mention that we are also aware of another class of kernels which

yields a spectral behaviour similar to this of Theorem 1.15. More precisely, in [10], K.
Glover, J. Lam, and J. R. Partington have constructed a special class of integral Hankel
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operators that admit spectral asymptotics of polynomial decay. These operators have
kernel a ∈ CM(R+) such that

a(m)(t)− a(m)(s) =

∫ t

s

a(m+1)(x) dx , ∀m = 0, 1, . . . ,M,

and (·)
1
2 a(M+1) ∈ L2(R+), for some M ∈ N0. Moreover, the functions a(m)(t), for every

m = 0, 1, . . . ,M , decay to zero, when t → +∞, faster than any polynomial. Then the
positive and negative eigenvalues of the integral Hankel operator Ha are symmetric and
decay polynomially fast to 0.
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Multidimensional Hankel operators
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Chapter 2

Introduction

We begin our approach to multidimensional Hankel operators by giving the necessary
definitions and in general, the frame of our work.

Since the discrete and continuous realisations of Hankel operators in the one-dimensional
case have been clarified, it is not difficult to make multidimensional analogues. We be-
gin with the definition of multidimensional sequences and function spaces and then, we
proceed to those of multidimensional Hankel operators. For if N0 is as defined in the first
Chapter, we define the set Nd

0 as

Nd
0 :=

{
j = (j1, j2, . . . , jd) : jk ∈ N0, ∀k = 1, 2, . . . , d

}
,

where d ∈ N. Similarly, for any d ∈ N, let Rd
+ be defined as

Rd
+ :=

{
x = (x1, x2, . . . , xd) : xk ∈ R+, ∀k = 1, 2, . . . , d

}
.

Observe that, in complete analogy with the one-dimensional case, a multidimensional
(complex valued) sequence x = {x(j)}j∈Nd0 could be understood as a function x : Nd

0 → C.

Then, for any p > 0, we can define the sequence space `p(Nd
0) and the function space

Lp(Rd
+) as follows:

`p(Nd
0) :=

x = {x(j)}j∈Nd0 : ‖x‖p :=

∑
j∈Nd0

|x(j)|p
 1

p

< +∞

 ;

and

Lp(Rd
+) :=

f : Rd
+ → C : ‖f‖p :=

(∫
Rd+
|f(x)|p dx

) 1
p

< +∞

 .

Finally, for p = +∞, we define

`∞(Nd
0) :=

{
x = {x(j)}j∈Nd0 : ‖x‖∞ := sup

j∈Nd0

|x(j)| < +∞

}
,

and

L∞(Rd
+) :=

{
f : Rd

+ → C : ‖f‖∞ := ess sup
x∈Rd+

|f(x)| < +∞

}
.

30
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From now on, all the vectors of Rd will be denoted by boldface symbols. Finally, we remind
that the spaces `2(Nd

0) and L2(Rd
+) are Hilbert spaces, with inner product described by

(x, y) =
∑
j∈Nd0

x(j)y(j), ∀x = {x(j)}j∈Nd0 , y = {y(j)}j∈Nd0 ∈ `
2(Nd

0),

and

(f, g) =

∫
Rd+
f(x)g(x) dx , ∀f, g ∈ L2(Rd

+),

respectively. Finally, similarly to the discrete case, we can define the following weighted
versions. So, for a multidimensional (positive valued) sequence υ = {υ(j)}j∈Nd0 , and for
any p ∈ (0,+∞), define the spaces

`pυ(Nd
0) :=

x = {x(j)}j∈Nd0 : ‖x‖`pυ :=

∑
j∈Nd0

|x(j)|p υ(j)

 1
p

< +∞

 .

Now we are able to define the multidimensional Hankel operators. At first, notice
that, for the discrete case, a matrix representation is a much more difficult task in the
multidimensional framework. Though, relation (1.1) may give us the necessary intuition
to reach the desired definition. For let a = {a(j)}j∈Nd0 be a sequence such that enables us

to define the (bounded) operator Ha : `2(Nd
0)→ `2(Nd

0) with(
Hax

)
(i) :=

∑
j∈Nd0

a(i+ j)x(j), ∀i ∈ Nd
0, ∀x ∈ `2(Nd

0).

Then Ha is a discrete (bounded), multidimensional Hankel operator and the sequence a
will be called the kernel of Ha.

Similarly, one can define the multidimensional analogue of integral Hankel operators.
For let a ∈ L1

loc(Rd
+) and define the (bounded) operator Ha : L2(Rd

+)→ L2(Rd
+), with

(
Haf

)
(x) :=

∫
Rd+

a(x + y)f(y) dy , ∀x ∈ Rd
+, ∀f ∈ L2(Rd

+).

Then Ha will be a multidimensional (bounded) integral Hankel operator with kernel a.
Unfortunately, in the multidimensional case, it is much more difficult to construct

necessary and sufficient conditions for boundedness or compactness of Hankel operators.
Despite the attempts of various mathematicians, the existence of such conditions is un-
known to the author. Nonetheless, one may retrieve some sufficient boundedness or com-
pactness conditions, in the spirit of Theorems 1.3 (i) and 1.5 (i), which will be clarified
in the sequel.

2.1 A special class of kernels

The aim of this paragraph is to develop multidimensional analogues of kernel that have
been already presented in §1.5.

Nevertheless, by a quick look one may realise that there exists a large variety of
ways to define a multidimensional kernel. To enlighten a bit the situation, we start by
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presenting just a couple of examples for the discrete case, where analogous constructions
are achievable for the continuous case, too.

We first examine kernels that lead to a tensor product of Hankel operators. For let
{ai}di=1 be d one-dimensional sequences, with ai = {ai(j)}j∈N0 , for i = 1, 2, . . . , d. Then
define the multidimensional sequence a = {a(j)}j∈Nd0 , with

a(j) = a1(j1)a2(j2) . . . ad(jd), ∀j = (j1, j2, . . . , jd) ∈ Nd
0.

If each one of ais defines a (bounded) Hankel operator Hai on `2(N0), then a gives rise to
the tensor product Ha = ⊗di=1Hai , which is a (bounded) Hankel operator on `2(Nd

0).
After the first example, it becomes obvious how numerous examples of kernel we can

construct. Another example, could be the following. Let a0 = {a0(j)}j∈N0 be a one-
dimensional sequence and define the d-dimensional sequence a = {a(j)}j∈Nd0 , with

a(j) = a0(|j|), where |j| :=
d∑
i=1

ji, ∀j = (j1, j2, . . . , jd) ∈ Nd
0. (2.1)

Then a could be the kernel of a multidimensional Hankel operator Ha.
A natural question is whether there exist conditions similar to Theorems 1.3 (i), and

1.5 (i) which imply boundedness or compactness. To answer this question, it is not difficult
to check that a sufficient boundedness (resp. compactness) condition for a tensor product
is

ai(j) = O
(
j−1
) (

resp. o
(
j−1
))
, ∀i = 1, 2, . . . , d, when j → +∞.

On the other hand, when it comes to kernels defined by (2.1), it can be checked again
that a sufficient boundedness (resp. compactness) condition is

a0(j) = O
(
j−d
) (

resp. o
(
j−d
))
, when j → +∞.

It is now evident how the choice of kernel may affect the boundedness/compactness
conditions in the multidimensional analysis. An important characteristic of kernels defined
in (2.1) is that the dimension d is the “compactness threshold”, exactly as it happens in
the one-dimensional case. So, since we are working this paragraph in complete analogy
to §1.5, we are prompted to consider kernels of type (2.1), where

a0(j) = (j + 1)−d
(

log(j + 2)
)−γ

, ∀j ∈ N0;

for some positive γ. Obviously, the continuous analogue will be integral Hankel operators
Ha, with kernel

a(x) = a0

(
d∑
i=1

xi

)
, ∀x = (x1, x2, . . . , xd) ∈ Rd

+,

where
a0(x) = x−d 〈log x〉−γ , ∀x > 0,

where the function 〈·〉 is defined in (1.16).

2.1.1 Reduction to one-dimensional weighted Hankel operators

The purpose of this section is to provide a technique of reduction to one-dimensional
weighted Hankel operators. This reduction will prove to be very useful in the sequel for
two reasons: first, it motivates the construction of some interesting examples of bounded,
non-compact, discrete Hankel operators and second, it will be used, as we have already
mentioned in the introduction, as a necessary tool to derive our main results.
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2.1.1.1 Discrete case

By using induction in d, it is not difficult to check that

Wd(k) := |{j ∈ Nd
0 : |j| = k}| =

(
k + d− 1

d− 1

)
, ∀k ∈ N0. (2.2)

Now we define the linear bounded operator J : `2(Nd
0)→ `2(N0), given by(

Jx
)
(i) :=

(
Wd(i)

)− 1
2

∑
{j∈Nd0:|j|=i}

x(j), ∀i ∈ N0

and we can verify that, for an arbitrary Hankel operator Ha : `2(Nd
0) → `2(Nd

0), with
kernel a(i) = a0(|i|), ∀i ∈ Nd

0, where a0 is a sequence defined on N0, the following relation
holds true;

(Hax, y) = (J∗ΓJx, y), ∀x, y ∈ `2(Nd
0),

where Γ : `2(N0)→ `2(N0) is the weighted Hankel operator defined by

(Γx) (i) =
∑
j≥0

√
Wd(i)a0(i+ j)

√
Wd(j)x(j), ∀i ∈ N0, ∀x ∈ `2(N0). (2.3)

Indeed, for sake of accuracy, observe that

(Hax, y) =
∑
i,j∈Nd0

a(i+ j)x(j)y(i)

=
∑
i,j∈Nd0

a0(|i|+ |j|)x(j)y(i)

=
∑
i,j∈N0

a0(i+ j)
∑

{k∈Nd0:|k|=j}

x(k)
∑

{k∈Nd0:|k|=i}

y(k).

Besides, it is not difficult to check that the adjoint of J is given by(
J∗x

)
(i) =

(
Wd(|i|)

)− 1
2x(|i|), ∀i ∈ Nd

0, ∀x ∈ `2(N0)

and in addition, J∗ is a partial isometry. Indeed, for any x ∈ `2(N0),

‖J∗x‖22 =
∑
i∈Nd0

(
Wd(|i|)

)−1∣∣x(|i|)
∣∣2 =

∑
i≥0

|x(i)|2 = ‖x‖22 .

This indicates that also J is a partial isometry and therefore, instead of investigating the
Schatten class inclusions of Ha, we investigate those of Γ. To achieve the latter, we define
the sequence u = {u(j)}j∈N0 , with

u(j) =

(
Wd(j)

(j + 1)d−1

) 1
2

, ∀j ∈ N0,

and the diagonal matrix
U = [u(j)]j≥0.

Then we can see that

Γ = UΓ
d−1
2
, d−1

2
a0 U ,

where Γ
d−1
2
, d−1

2
a0 has been defined in (1.3). Notice that U is an invertible bounded operator

on `2(N0). The fact that U is bounded can be checked by noticing that Wd(j) ∼ jd−1

(d−1)! ,
when j → +∞. Thus, we can deduce results on the spectral behaviour of Ha by investi-

gating Γ
d−1
2
, d−1

2
a0 .
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2.1.1.2 Continuous case

Notice that, for any Hankel operator Ha : L2(Rd
+)→ L2(Rd

+), with kernel a(x1, . . . , xd) =
a0(x1 + · · ·+ xd), ∀(x1, . . . , xd) ∈ Rd

+, and for every f, g ∈ L2(Rd
+),

(Haf, g) =

∫
Rd+

∫
Rd+

a(x + y)f(y)g(x) dx dy

=

∫
R+

· · ·
∫
R+

a0

( d∑
i=1

(xi + yi)
)
f(y1, . . . , yd)g(x1, . . . , xd) dx1 . . . dxd dy1 . . . dyd

Let us make the change of variables x =
∑d

i=1 xi, y =
∑d

i=1 yi, and xi, yi remain unaltered
for i = 1, . . . , d− 1. Then

(Haf, g) =

∫
R+

∫
R+

a0(x+y)

y∫
0

y−y1∫
0

· · ·
y−

∑d−2
i=1 yi∫

0

f
(
y1, y2, . . . , yd−1, y−

d−1∑
i=1

yi
)

dy1 . . . dyd−1×

×
x∫

0

x−x1∫
0

· · ·
x−

∑d−2
i=1 xi∫

0

g
(
x1, x2, . . . , xd−1, x−

d−1∑
i=1

xi
)

dx1 . . . dxd−1 dy dx .

What precedes prompts us to define the bounded operator J : L2(Rd
+) → L2(R+), given

by the following formula:

(
Jf
)
(x) :=

√
(d− 1)!x−

d−1
2

∫ x

0

· · ·
∫ x−

∑d−2
i=1 xi

0

f
(
x1, . . . , xd−1, x−

d−1∑
i=1

xi
)

dx1 . . . dxd−1 ,

for every x ∈ R+. So that we have

(Haf, g) = (J∗Γ0Jf, g), ∀f, g ∈ L2(Rd
+),

where Γ0 : L2(R+)→ L2(R+) is the weighted Hankel operator defined by(
Γ0f

)
(x) = (d− 1)!

∫ +∞

0

x
d−1
2 a0(x+ y)y

d−1
2 f(y) dy , ∀x ∈ R+, ∀f ∈ L2(R+). (2.4)

Moreover, the adjoint of J , J∗ : L2(R+)→ L2(Rd
+), is given by

(
J∗f

)
(x1, . . . , xd) =

√
(d− 1)!

( d∑
i=1

xi
)− d−1

2 f
( d∑
i=1

xi
)
, ∀(x1, . . . , xd) ∈ Rd

+, ∀f ∈ L2(R+),

and it can be checked that it is a partial isometry. Indeed,

‖J∗f‖22 = (d− 1)!

+∞∫
0

+∞∫
0

· · ·
+∞∫
0

(
d∑
i=1

xi

)d−1 ∣∣∣∣∣f
(

d∑
i=1

xi

)∣∣∣∣∣
2

dxd . . . dx2 dx1 .

By making the following change of variables

yi = xi, ∀i = 1, 2, . . . , d− 1, and yd =
d∑
i=1

yi
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we obtain

‖J∗f‖22 = (d− 1)!

∫ +∞

0

|f(y)|2

yd−1

∫ y

0

∫ y−y1

0

· · ·
∫ y−

∑d−2
i=1

0

dyd−1 . . . dy2 dy1 dy

= (d− 1)!

∫ +∞

0

|f(y)|2

yd−1

∫ y

0

∫ y−y1

0

· · ·
∫ y−

∑d−3
i=1

0

(
y −

d−2∑
i=1

yi

)
dyd−2 . . . dy2 dy1 dy

...

=
(d− 1)!

(d− 2)!

∫ +∞

0

|f(y)|2

yd−1

∫ y

0

(y − y1)d−2 dy1 dy

= ‖f‖22 .

Therefore, J is a partial isometry, too.

2.1.2 Examples of non-compact operators

In this section, we display some examples of explicitly diagonalisable Hankel operators.
These examples show that the exponent −d is a compactness threshold indeed, since we
will construct non-compact Hankel operators Ha, with kernel a(j) = a0(|j|), where a0(n)
is O(n−d) but not o(n−d), when n → +∞. To this end, we make use of a special family
of weighted Hankel operators that are explicitly diagonalisable. This diagonalisation is
fully described in [15]. We briefly quote the needed results from the cited paper.

Theorem 2.1. Let α, β, γ be any positive real numbers with β ≤ γ and define the weighted
Hankel operator H acting on `2(N0) with entries Hi,j = w(i)h(i+ j)w(j), where

w(j) =

√
Γ(j + β)Γ(j + γ)

Γ(j + α)j!
and h(j) =

Γ(j + α)

Γ(j + β + γ)
, ∀j ∈ N0, (2.5)

where Γ denotes the Gamma function. If α + β − γ ≥ 0, then H has solely simple
continuous spectrum given by

σc(H) = [0,M(α, β, γ)],

where

M(α, β, γ) =
1

Γ(β + γ − α)
Γ

(
β + γ − α

2

)2

. (2.6)

If α+β− γ < 0, then H, besides the continuous spectrum, has also point spectrum, given
by

σp(H) = {λ0, λ1, . . . , λN(α,β,γ)},
where

N(α, β, γ) =

⌈
γ − α− β

2

⌉
− 1,

and

λk =
Γ(β + k)Γ(γ − α− k)

Γ(β + γ − α)
, ∀k = 0, 1, . . . , N(α, β, γ).

Finally, it holds true that

λ0 > λ1 > · · · > λN(α,β,γ) > M(α, β, γ).
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Returning back to the d-dimensional case, we have seen that a Hankel operator Ha

with kernel a(j) = a0(|j|), ∀j ∈ Nd
0, is unitarily equivalent, modulo null-spaces, to the

one dimensional weighted Hankel operator Γ0, as it is described in (2.3). If we denote by
Γi,j the entries of Γ0, we notice that

Γi,j = w(i)h(i+ j)w(j),

where w as described in (2.5), for arbitrarily chosen α > 0, β = α and γ = d (or β = d
and γ = α), and

h(j) =
a0(j)

Γ(d)
, ∀j ∈ N0.

Therefore, for

a0(j) =
(d− 1)!

(j + α)d
, ∀j ∈ N0,

where

(x)n :=
n−1∏
j=0

(x+ j)

is the Pochhammer symbol, we have the following:
Assume that α > 0 and M be as defined in (2.6).

� If α ∈ (0, d
2
), then σ(Ha) = σc(Ha) ∪ σp(Ha), where σp is given in Theorem 2.1

� If α ∈ [d
2
, d], then σ(Ha) = σc(Ha) = [0,M(α, α, d)].

� Finally, if α > d, we have that σ(Ha) = σc(Ha) = [0,M(α, d, α)] = [0,M(α, α, d)].



Chapter 3

Main results

In this section we display our main results. Having already explained our interest in kernels
(discrete or continuous) that depend on the sum of their arguments, we can extend our
area of interest a bit more.

Regarding the discrete case, we can also assume that the sequence a0 that generates
the kernel a of the Hankel matrix Ha admits an error term g, so that

a0(j) = j−d (log j)−γ + g(j), ∀j ≥ 2.

Moreover, notice that a(j) was defined to be equal to a0(|j|), for all j ∈ Nd
0. Notice that

|j| = j · 1, where 1 := (1, 1, . . . , 1) ∈ Rd
+,

and “·” denotes the usual inner product. This observation raises the question whether we
can interpret a0 as a real valued function on R+ and define kernels a of the form

a(j) = a0(κ · j), ∀j ∈ Nd
0,

where κ ∈ Rd
+. Then the case a(j) = a0(|j|) would be just a simple sub-case of this

generalised version of kernels. Of course the same discussion can be developed for integral
kernels, as well.

3.1 Discrete case

3.1.1 The special case of κ = 1

Lemma 3.1. Let γ > 0 and {a0(j)}j∈N0 be a sequence of complex numbers such that it
satisfies

a
(m)
0 (j) = O

(
j−d−m(log j)−γ

)
, j → +∞, (3.1)

for every m = 0, 1, . . . ,M(γ), where M(γ) is defined in (1.14). Then the singular values
of the corresponding Hankel operator Ha, where a(j) = a0(|j|), for all j ∈ Nd

0, satisfy the
following estimate

sn(Ha) = O(n−γ), n→ +∞. (3.2)

In addition, there exists a positive constant Cγ = C(γ) such that

‖Ha‖Sp,∞ ≤ Cγ sup
j≥0

(j + 1)d+m
(

log(j + 2)
)γ|a0(j)|, (3.3)

where p = 1
γ

.
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Lemma 3.2. Let {a0(j)}j∈N0 be a sequence of complex numbers such that

a
(m)
0 (j) = o

(
j−d−m(log j)−γ

)
, j → +∞, ∀m = 0, 1, . . . ,M(γ), (3.4)

where γ > 0 and M(γ) is defined in (1.14). Then the corresponding Hankel operator
Ha, where a(j) = a0(|j|), for all j ∈ Nd

0, is compact and its singular values satisfy the
following estimate

sn(Ha) = o(n−γ), n→ +∞.

Theorem 3.3. Let γ > 0 and a0 be a real valued sequence of N0, such that

a0(j) = j−d(log j)−γ + g(j),

where the error sequence g(j) satisfies condition (3.4). If Ha is the Hankel operator, as-
sociated with the sequence a(j) = a0 (|j|) , ∀j ∈ Nd

0, then it is compact and its eigenvalues
satisfy the following asymptotic law

λ±n (Ha) = C±d,γn
−γ + o(n−γ), n→ +∞, (3.5)

where

C+
d,γ =

1

2d(d− 1)!

∫
R

(
F−1kd

) 1
γ (x) dx

γ

and C−d,γ = 0, (3.6)

where

kd(x) :=
1

coshd
(
x
2

) , ∀x ∈ R.

3.1.2 The case of arbitrary κ ∈ Rd
+

We proceed to the presentation of the general case, where κ is an arbitrary constant in
Rd

+. For any γ > 0, define

M0(γ) =


[γ] + 1, γ > 1

2, 1
2
≤ γ ≤ 1

0, γ ∈
(
0, 1

2

) , (3.7)

As it happens in the special case of κ = 1 with M(γ) (see (1.14)), M0(γ) indicates the
sufficient smoothness conditions that are required so that we obtain certain Schatten
class inclusions. Observe that for the case of κ = 1, when γ ∈ (1

2
, 1), it is sufficient to

require smoothness of order one, in contrast with the general case, where a higher order
is required.

Lemma 3.4. Let γ > 0, κ ∈ Rd
+, and a0 be a real valued function such that

a
(m)
0 (t) = O

(
t−d−m| log t|−γ

)
, t→ +∞, (3.8)

for every m = 0, 1, . . . ,M0, where M0 is defined in (3.7). Consider the Hankel operator
Ha : `2(Nd

0) → `2(Nd
0), with kernel a(j) = a0(κ · j), ∀j ∈ Nd

0. Then Ha belongs to any
Schatten class Sp, for p > 1

γ
.
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Theorem 3.5. Let γ > 0, κ = (κ1, κ2, . . . , κd) ∈ Rd
+ and a0 be a real valued function such

that
a0(t) = t−d(log t)−γ + g(t),

where the error term g satisfies

g(m)(t) = O
(
t−d−m| log t|−γ−ε

)
, t→ +∞, (3.9)

for every m = 0, 1, . . . ,M0, where M0 is defined in (3.7) and ε an arbitrary positive
constant. Consider the Hankel operator Ha : `2(Nd

0) → `2(Nd
0), with kernel a(j) =

a0(κ · j), ∀j ∈ Nd
0. Then Ha is a compact Hankel operator whose eigenvalue asymptotic

behaviour is described by the following formula:

λ±n (Ha) =
C±d,γ

κ1κ2 . . . κd
n−γ + o(n−γ), n→ +∞,

where the constants C±d,γ are defined in (3.6).

At this point it’s good to have a few remarks. As it was highlighted in the introductory
Chapter 0, the discrete case for general κ ∈ Rd

+, in contrast with the special case of κ = 1
or the continuous case, hides some underlying difficulties. The way we try to overcome this
kind of technicalities manifests itself from the very start with Lemma 3.4. This lemma is
a substitute of Lemmas 3.1 and 3.2. The major difference is that the two aforementioned
lemmas result inclusion in the S 1

γ
,∞ and S0

1
γ
,∞ class, respectively. On the other hand,

Lemma 3.4 gives only Schatten class inclusions for p > 1
γ
. Besides, observe that the

smoothness condition for Lemma 3.4 is a bit stricter. For notice that for γ ∈ [1
2
, 1] we

demand smoothness of degree 2, in contrast with Lemmas 3.1 and 3.2, where the respective
degree was 1.

Finally, by a similar comparison between Theorems 3.3 and 3.5 we observe that, even
if the eigenvalue asymptotics are actually alike, the preconditions differ. Particularly,
notice that the error term in (3.9) is required to decay faster than the special case for
κ = 1 (compare with condition (3.4)). More precisely, the condition (3.9) is a sub-case of
the respective condition (3.4) for the special case of κ = 1.

3.2 Continuous case

In what follows, we remind that the function 〈·〉 is defined in (1.16).

Lemma 3.6. Let γ > 0 and a0 be a real valued function in CM(R+) such that

a0
(m)(t) = O

(
t−d−m 〈log t〉−γ

)
, when t→ 0+ and t→ +∞, (3.10)

for m = 0, 1, · · · ,M , where M = M(γ), as it is defined in (1.14). Then the Hankel
operator Ha : L2(Rd

+) → L2(Rd
+), where a(x1, x2, . . . , xd) = a0(x1 + x2 + · · · + xd), has

singular values that obey the following asymptotic formula:

sn(Ha) = O(n−γ), n→ +∞.

In addition, there exists a positive constant Cγ = C(γ) such that

‖Ha‖Sp,∞ ≤ Cγ

M∑
m=0

sup
t>0

td+m 〈log t〉γ |a0
(m)(t)|, (3.11)

where p = 1
γ

.
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Lemma 3.7. Let γ > 0 and a0 be a real valued function in CM(R+) such that

|a0
(m)(t)| = o

(
t−d−m 〈log t〉−γ

)
, when t→ 0 and t→ +∞, (3.12)

for every m = 0, 1, . . . ,M , where M = M(γ), as it is defined in (1.14). Then

sn(Ha) = o(n−γ), n→ +∞. (3.13)

Theorem 3.8. Let b0 and b∞ be two non-negative numbers. Moreover, let γ > 0 and a0

be a real valued function in L1
loc(R+) which belongs to CM(R+), in case that γ ≥ 1

2
; where

M = M(γ) is defined in (1.14). Assume that

dm

dtm
(
a0(t)− b0t−d| log t|−γ

)
= o

(
t−d−m 〈log t〉−γ

)
, t→ 0+, (3.14)

and
dm

dtm
(
a0(t)− b∞t−d| log t|−γ

)
= o

(
t−d−m 〈log t〉−γ

)
, t→ +∞, (3.15)

for all m = 0, 1, . . . ,M . Moreover, let κ = (κ1, . . . , κd) ∈ Rd
+. Then the Hankel operator

Ha, with kernel a(x) = a0(κ · x), for all x ∈ Rd
+, is compact and its eigenvalues obey the

following asymptotic law:

λ±n (Ha) =
C±d,γ

κ1κ2 . . . κd
n−γ + o(n−γ), n→ +∞, (3.16)

where

C+
d,γ =

1

2d(d− 1)!

(
b

1
γ

0 + b
1
γ
∞

)γ∫
R

(
F−1kd

) 1
γ (x) dx

γ

, and C−d,γ = 0, (3.17)

and kd(x) =
(
cosh

(
x
2

))−d
, ∀x ∈ R.



Chapter 4

Proofs

4.1 Outline

Our main goal is to find eigenvalue asymptotics for a given Hankel operator Ha (see
Theorems 3.3, 3.5 and 3.8). Note that we have adopted the discrete case notation, but
the same basic ideas can be applied for the continuous case, too. As it has been already
illustrated in the introductory Chapter 0, the proving method relies on four basic ideas:

(i) The construction of a model operator,

(ii) reduction of the model operator to pseudo-differential operators,

(iii) reduction to one-dimensional weighted Hankel operators, and

(iv) Schatten class inclusions.

The model operator will be a Hankel operator, denoted by H̃, whose kernel behaves
“similarly” to the kernel of Ha, a. H̃ will be responsible for the main contribution in
the eigenvalue asymptotics. Its asymptotics will be obtained after a reduction to pseudo-
differential operators. More precisely, H̃ will be expressed as a sum H̃ = S + E, where
S is unitarily equivalent to a pseudo-differential operator and E belongs to any Schatten
class Sp, for p > 0. The latter is proved in Lemmas 4.17 and 4.23, for the discrete and
the continuous case, respectively. Notice that in Lemma 4.23, the operator E is just the
identically zero operator.

Following the discussion above, the reduction to pseudo-differential operators is the
technique that leads to the conclusion that S is unitarily equivalent (modulo null-spaces)
to a pseudo-differential operator. This is a technique that was also applied by H. Widom
in [33], as well as, by A. Pushnitski and D. Yafaev in [23]. In fact, we are going to prove
that S can be expressed as a product of two operators, S = L∗wLw and use the following
lemma (cf. [4, §8.1, Theorem 4]):

Lemma 4.1. Let T be a linear bounded operator, defined on a Hilbert space. Then the
non-zero parts of T ∗T and TT ∗ are unitarily equivalent.

Then S will be unitarily equivalent (modulo null-spaces) to LwL
∗
w. The latter will be

proved to be a pseudo-differential operator of the form Mβα(D)Mβ, whose eigenvalue
asymptotics can be computed.

In order to order to obtain the eigenvalue asymptotics for Ha, we aim to express Ha

as Ha = H̃ + (Ha − H̃) and prove that the spectral contribution of the Hankel operator
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Ha − H̃ is negligible, compared to that one of H̃. Then the eigenvalue asymptotics will
be obtained by using K. Fan’s lemma (see [12, Chapter II, §5, Theorem 2.3]):

Lemma 4.2 (K. Fan). Let S and T be two compact, self-adjoint operators on a Hilbert
space. If

λ±n (S) = K±n−γ + o(n−γ), and sn(T ) = o(n−γ), n→ +∞,

then
λ±n (S + T ) = K±n−γ + o(n−γ),

for any positive constants K±.

Finally, the Schatten class inclusions are used to prove that the spectral contribution
of Ha − H̃ is indeed negligible. In fact, we prove that, under certain assumptions, the
operator Ha− H̃ belongs to a specific compact operator ideal. These assumptions, for the
discrete case, are examined by Lemmas 3.2, when κ = 1, and 3.4, for arbitrary κ ∈ Rd

+.
For the continuous case, the assumptions are given by Lemma 3.7.

4.2 Discrete case

4.2.1 The special case of κ = 1

In order to prove Lemma 3.1 we need to split the range of γ into two parts; (0, 1
2
) and

[1
2
,+∞). This choice is suggested by some interpolation methods which yield the asymp-

totic behaviour when γ ∈ (0, 1
2
). The remaining case is approached via weighted Hankel

operators and interpolation, as well.

4.2.1.1 Proof of Lemmas 3.1 and 3.2

In order to deal with the case when γ ∈ (0, 1
2
), we need the following Lemma:

Lemma 4.3. Let υ = {υ(j)}j∈Nd0 be a positive valued sequence and suppose that there
exist some positive constants M2 and M∞ such that

‖Ha‖S2
≤M2

∥∥∥a
υ

∥∥∥
`2υ

(4.1)

and
‖Ha‖ ≤M∞

∥∥∥a
υ

∥∥∥
`∞
, (4.2)

for every sequence a defined on Nd
0, where Ha is the Hankel operator with kernel a. Then,

for every p ∈ (2,+∞), there exists a positive constant Mp such that

‖Ha‖Sp,∞ ≤Mp

∥∥∥a
υ

∥∥∥
`p,∞υ

.

Proof. Suppose that for a sequence a on Nd
0 and p ∈ (2,+∞), a

υ
∈ `p,∞υ . Then

∑
{j∈Nd0:| a(j)υ(j) |>λ}

υ(j) ≤

(∥∥ a
υ

∥∥
`p,∞υ

λ

)p

, ∀λ > 0.
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For an arbitrary λ > 0, let us define the sequences xλ and yλ as follows:

xλ(j) =


a(j)
υ(j)

, if
∣∣∣ a(j)υ(j)

∣∣∣ ≤ λ
2M∞

0, otherwise

and

yλ(j) =


a(j)
υ(j)

, if
∣∣∣ a(j)υ(j)

∣∣∣ > λ
2M∞

0, otherwise

,

for every j ∈ Nd
0. Then

πHa(λ) ≤ πHυxλ

(
λ

2

)
+ πHυyλ

(
λ

2

)
.

The sequence of singular values {sn(Hυxλ)}n∈N is decreasing so that

sn(Hυxλ) ≤ s1(Hυxλ) = ‖Hυxλ‖ ≤M∞
λ

2M∞
=
λ

2
, ∀n ∈ N,

where the last inequality comes after (4.2). Consequently, πHυxλ (λ
2
) = 0 and

πHa(λ) ≤ πHυyλ

(
λ

2

)
. (4.3)

Besides, yλ ∈ `2υ. In order to see this we make use of the following formula:

‖yλ‖2`2υ = 2

∫ +∞

0

s
∑

{j∈Nd0:|yλ(j)|>s}
υ(j) ds ;

see [13]. Thus, we obtain

‖yλ‖2`2υ = 2
∑

{j∈Nd0:| a(j)υ(j) |> λ
2M∞}

υ(j)

∫ λ
2M∞

0

s ds+ 2

∫ +∞

λ
2M∞

s
∑

{j∈Nd0:| a(j)υ(j) |>s}
υ(j) ds

≤ 2
∥∥∥a
υ

∥∥∥p
`p,∞υ

λ−p(2M∞)p
∫ λ

2M∞

0

s ds+ 2
∥∥∥a
υ

∥∥∥p
`p,∞υ

∫ +∞

λ
2M∞

s1−p ds

=
∥∥∥a
υ

∥∥∥p
`p,∞υ

λ2−p(2M∞)p−2 +
2

p− 2

∥∥∥a
υ

∥∥∥p
`p,∞υ

λ2−p(2M∞)p−2

=
p

p− 2

∥∥∥a
υ

∥∥∥p
`p,∞υ

λ2−p(2M∞)p−2 < +∞,

(4.4)

so yλ ∈ `2υ. Moreover, assumption (4.1) gives

‖Hυyλ‖S2,∞ ≤ ‖Hυyλ‖S2 ≤M2‖yλ‖`2υ .

Therefore, a combination of (4.3) and (4.4) results

πHa(λ) ≤ πHυyλ

(
λ

2

)
≤ 22λ−2‖Hυyλ‖2S2,∞

≤ 22λ−2M2
2‖yλ‖2`2υ

≤ λ−p
2ppM2

2M
p−2
∞

p− 2

∥∥∥a
υ

∥∥∥p
`p,∞υ

.

(4.5)



44 CHAPTER 4. PROOFS

Now we set

Mp :=

(
2ppM2

2M
p−2
∞

p− 2

) 1
p

and we notice that relation (4.5) does not depend on the choice of λ. Thus, after multi-
plying by λp both the two sides of (4.5) and taking supremum, we conclude that

‖Ha‖Sp,∞ ≤Mp

∥∥∥a
υ

∥∥∥
`p,∞υ

.

Regarding the case when γ ≥ 1
2
, we need to reduce the problem to the one dimensional

case. This is achieved via a reduction to one-dimensional weighted Hankel operators and
this procedure is fully described in §2.1.1. There we saw that Ha is unitarily equivalent
(modulo null-spaces) to Γ (see (2.3)). We also observed that we can deduce Schatten class

inclusions for Γ from those of Γ
d−1
2
, d−1

2
a0 (see (1.3)). In order to obtain the aforementioned

inclusions for Γ
d−1
2
, d−1

2
a0 , we will need the following lemma.

Lemma 4.4. Define the measure space

(M, µ) :=
⊕
n∈N0

(T, 2nm) ,

where m is the Lebesgue measure on T. Let φ be an analytic function in D, described by

φ(z) =
∑
n∈N0

a0(n)zn, ∀z ∈ D.

Let p ∈ (0,+∞), and q ∈ (0,+∞]. If
⊕

n∈N0
2n(d−1)φ ∗ Vn ∈ Lp,q(M, µ), where the

polynomials Vn are defined in (1.6) and (1.7), then the weighted Hankel operator Γ
d−1
2
, d−1

2
a0

belongs to the Schatten-Lorentz class Sp,q.

Proof. We consider the space B
1
p
+d−1

p,q of all analytic functions f of D such that⊕
n∈N0

2n(d−1)f ∗ Vn ∈ Lp,q(M, µ).

The claim is equivalent to the fact that the mapping f 7→ Γ
d−1
2
, d−1

2

f̂
is a bounded linear

operator from B
1
p
+d−1

p,q to Sp,q. Notice that, according to Theorem 1.10, the mapping f 7→
Γ
d−1
2
, d−1

2

f̂
represents a bounded linear operator from B

1
p
+d−1

p to Sp ⊂ S∞, ∀p ∈ (0,+∞).

Furthermore, by using the real interpolation method and the reiteration theorem (see
Appendix A), it can be proved (cf. [16, (11)]) that, for every p0 ∈ (0,+∞), θ ∈ (0, 1) and
q ∈ (0,+∞],

(Sp0 ,S∞)θ,q = Sp,q, where p =
p0

1− θ
.

Thus, in order to prove the initial statement, it remains to prove that, for every p0, p1 ∈
(0,+∞), θ ∈ (0, 1) and q ∈ (0,+∞],(

B
1
p0

+d−1
p0 , B

1
p1

+d−1
p1

)
θ,q

= B
1
p
+d−1

p,q , where
1

p
=

1− θ
p0

+
θ

p1
.
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To this end, we make use of the retract argument (see Appendix A). First notice that for
every p0, p1 ∈ (0,+∞), θ ∈ (0, 1) and q ∈ (0,+∞],(

Lp0(M, µ), Lp1(M, µ)
)
θ,q

= Lp,q(M, µ), where
1

p
=

1− θ
p0

+
θ

p1
;

(cf. [3, Theorem 5.3.1]). Let Hol(D) be the space of the holomorphic functions on D and
define the linear operator

J f =
⊕
n∈N0

2n(d−1)f ∗ Vn, ∀f ∈ Hol(D),

where the polynomials Vn are defined in (1.6) and (1.7). Then, by the definition of the

Besov space B
1
p
+d−1

p , J is an isometry from B
1
p
+d−1

p to Lp(M, µ). In addition, we define
the polynomials

Ṽ0(z) = V0(z) + V1(z), ∀z ∈ T,

and, for every n ∈ N,

Ṽn(z) = Vn−1(z) + Vn(z) + Vn+1(z), ∀z ∈ T.

Notice that Vn ∗ Ṽn = Vn, for every n ∈ N0. Now we define the linear operator

K
⊕
n∈N0

fn =
∑
n∈N0

2−n(d−1)fn ∗ Ṽn, ∀
⊕
n∈N0

fn ∈ Lp(M, µ),

which is bounded from Lp(M, µ) to B
1
p
+d−1

p . To see this, it is enough to check that∑
n∈N0

2n[1+p(d−1)]
∥∥ ∑
m∈N0

2−m(d−1)fm ∗ Ṽm ∗ Vn
∥∥p
p
< +∞, ∀

⊕
n∈N0

fn ∈ Lp(M, µ). (4.6)

Now notice that ∑
m∈N0

fm ∗ Ṽm ∗ V0 = f0 ∗ V0 (4.7)

and, for every n ∈ N,∑
m∈N0

fm ∗ Ṽm ∗ Vn = fn−1 ∗ Ṽn−1 ∗ Vn + fn ∗ Vn ∗ Vn + fn+1 ∗ Ṽn+1 ∗ Vn

= fn−1 ∗ Ṽn−1 ∗ Vn + fn ∗ Vn + fn+1 ∗ Ṽn+1 ∗ Vn.

Thus, for every n ∈ N,∥∥ ∑
m∈N0

2−m(d−1)fm ∗ Ṽm ∗ Vn
∥∥p
p
. ‖2−(n−1)(d−1)fn−1 ∗ Ṽn−1 ∗ Vn‖pp + ‖2−n(d−1)fn ∗ Vn‖pp+

+ ‖2−(n+1)(d−1)fn+1 ∗ Ṽn+1 ∗ Vn‖pp. (4.8)

Now we split the remaining of the proof into two cases: p ∈ (1,+∞), and p ∈ (0, 1].
Assume first that p ∈ (1,+∞). Moreover the function v (see §1.4.2.1) belongs to C∞c (R) ⊂
S(R), where S(R) is the Schwartz class on R. Therefore, for any m,n ∈ N0,

sup
x∈R
|x|m|v(n)(x)| < +∞. (4.9)
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Thus, according to Theorem B.1, v ∈ Mp(R). Furthermore, according to Theorem B.2,
vn|Z ∈ Mp(T), with ‖vn|Z‖Mp(T) ≤ ‖v‖Mp(R), for every n ∈ N, where the functions vn are

defined in (1.5). Consequently, there exists a positive constant Cp, such that

‖f ∗ Vn‖p ≤ Cp‖f‖p, ∀f ∈ Lp(T), ∀n ∈ N. (4.10)

For n = 0, notice that(
f ∗ V0

)
(z) = f̂(−1)z + f̂(0) + f̂(1)z, ∀z ∈ T,

and ∣∣(f ∗ V0)(z)
∣∣p ≤ 3p

(∫ 1

0

∣∣f(e2πθ)
∣∣ dθ)p , ∀z ∈ T.

Thus, by applying Hölder’s inequality and integrating over T, we obtain

‖f ∗ V0‖p . ‖f‖p , ∀f ∈ L
p(T). (4.11)

Thus, a combination of (4.10) and (4.11), yields that there exists a positive constant Mp

such that
‖f ∗ Vn‖p ≤Mp‖f‖p, ∀f ∈ Lp(T), ∀n ≥ 0. (4.12)

Moreover, by (4.12) we get∑
n∈N

2n[1+p(d−1)]‖2−(n−1)(d−1)fn−1 ∗ Ṽn−1 ∗ Vn‖pp =
∑
n∈N0

2(n+1)[1+p(d−1)]‖2−n(d−1)fn ∗ Ṽn ∗ Vn+1‖pp

.
∑
n∈N0

2n[1+p(d−1)]‖2−n(d−1)fn‖pp,

and similarly,∑
n∈N

2n[1+p(d−1)]‖2−(n+1)(d−1)fn+1 ∗ Ṽn+1 ∗ Vn‖pp .
∑
n∈N0

2n[1+p(d−1)]‖2−n(d−1)fn‖pp.

Therefore, by applying (4.7), (4.8), and (4.12) we finally get that∑
n∈N0

2n[1+p(d−1)]
∥∥ ∑
m∈N0

2−m(d−1)fm ∗ Ṽm ∗ Vn
∥∥p
p

= ‖f0 ∗ V0‖pp+

+
∑
n∈N

2n[1+p(d−1)]
∥∥ ∑
m∈N0

2−m(d−1)fm ∗ Ṽm ∗ Vn
∥∥p
p
,

where the RHS is bounded from above (modulo multiplicative constants) by

‖f0‖pp +
∑
n∈N0

2n[1+p(d−1)]‖2−n(d−1)fn‖pp .
∑
n∈N0

2n[1+p(d−1)]‖2−n(d−1)fn‖pp

=
∥∥⊕
n∈N0

fn
∥∥p
p
,

which actually proves (4.6). Finally, we have that, for any analytic function f ,

KJ f =
∑
n∈N0

fn ∗ Vn ∗ Ṽn

=
∑
n∈N0

fn ∗ Vn = f,
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so the proof for p > 1 is complete.
Now let p ∈ (0, 1] and we again want to prove (4.6). To this end, we need to show

that the sequence {Vn}n∈N0 defines a uniformly bounded sequence of Mp(T) multipliers.
Moreover, notice that, since we only deal with bounded operators, it makes sense to
restrict our investigation on multipliers of the Hardy space Hp(T). This happens because
the kernel of a weighted Hankel operator could be assumed analytic (cf. [2, Theorem
A]). Therefore, due to Theorem B.3, it is enough to prove that v defines a multiplier on
Hp(R). Observe that this will also prove that V0 ∈Mp(T), as it is explained below.
Let R and L be the right and the left shift, respectively, on Hp(T). The operator
R is actually multiplication by the function z and L = P+z; where z ∈ T, and P+

denotes the analytic projection. Moreover, notice that L is bounded on the subspace
{f =

∑
n∈N ane

in· ∈ Hp(T)}. The action of V0, as a multiplier, on Hp(T) could be
described as (

V0f
)
(z) = a0 + a1z, ∀z ∈ T, (4.13)

and every f(z) =
∑

n≥0 anz
n, or equivalently,(

V0f
)
(z) =

(
L v|ZRf

)
(z) +

(
v|Zf

)
(z), ∀z ∈ T, (4.14)

where v|Z denotes the action of the sequence {v(j)}j∈N as a multiplier onHp(T). Therefore,
(4.14) indicates that if v|Z defines a multiplier on Hp(T), V0 defines a bounded operator
on Hp(T), whose action is described in (4.13).
Thus, as we mentioned, it only remains to prove that v defines a multiplier on Hp(R).
To this end, we only need to verify that v satisfies conditions (i) and (ii) of Theorem
C.1. Notice that Theorem C.1 gives a sufficient condition in order a function defined
on (0,+∞) to be a multiplier and therefore, the case of v0 needs a slightly different
manipulation, since 0 ∈ supp(v0). In order to prove that v satisfies indeed conditions (i)
and (ii) of Theorem C.1, we choose some k ∈ N such that k−1 < p, and a positive number
R. Ensuing, notice that v ∈ C∞c (R+), so it is bounded (by 1) and also, it satisfies (4.9).
Now, for every l = 1, . . . , k, define

Cl,l := sup
x∈R+

xl|v(l)(x)|

and notice that Cl,l < +∞, for all l = 1, . . . , k. Then it is easy to verify that∫ 2R

R

|v(l)(t)|2 dt ≤
C2
l,l

2l − 1
(1− 2−2l+1)R−2l+1, ∀l = 1, . . . , k.

Now define the following quantities

Al :=
C2
l,l

2l − 1
(1− 2−2l+1), ∀l = 1, . . . , k, and A := max

1≤l≤k
{1, Al},

so that

|v(t)| ≤ A, ∀t ∈ R+, and

∫ 2R

R

|v(l)(t)|2 dt ≤ AR−2l+1, ∀l = 1, . . . , k, ∀R > 0,

and conditions (i) and (ii) of Theorem C.1 are satisfied, Q.E.D.

Apart from Lemma 4.4, in order to handle the case when γ ≥ 1
2
, we need the following

lemma (cf. [24, Lemma 4.6]).
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Lemma 4.5. Assume that γ ≥ 1
2

and let Mγ := M(γ) be as defined in (1.14). Moreover,
let {a0(j)}j∈N0 be a real valued sequence which satisfies (3.1) and consider the function

φ(z) =
∑
j∈N0

a0(j)z
j, ∀z ∈ T.

If Vn are as defined in (1.7), then, for every q > 1
Mγ

and every n ∈ N such that 2n−1 ≥Mγ,

‖φ ∗ Vn‖∞ ≤
2n+1∑
j=2n−1

|a0(j)|, (4.15)

and

2n ‖φ ∗ Vn‖qq ≤ Cq

 Mγ∑
m=0

2n+1∑
j=2n−1−Mγ

(1 + j)m
∣∣∣a(m)

0 (j)
∣∣∣
q

, (4.16)

for some positive constant Cq, depending only on q.

Now we are ready to proceed with the proof of Lemma 3.1.

Proof of Lemma 3.1. Recall (cf. §1.4.1) that the estimate (3.2) is equivalent to Ha ∈ Sp,∞,
where p = 1

γ
; so, we aim to prove that Ha ∈ Sp,∞. First we deal with the case where

γ ∈ (0, 1
2
). Observe that

‖Ha‖2S2
=
∑
i,j∈Nd0

|a(i+ j)|2

=
∑
i1,j1≥0

∑
i2,j2≥0

· · ·
∑
id,jd≥0

|a(i1 + j1, i2 + j2, . . . , id + jd)|2

=
∑

j1,j2,...,jd≥0

(j1 + 1)(j2 + 1) . . . (jd + 1)|a(j1, j2, . . . , jd)|2

≤
∑
j∈Nd0

(|j|+ 1)d|a(j)|2

=
∑
j∈Nd0

(|j|+ 1)2d|a(j)|2(|j|+ 1)−d.

The latter suggests that ‖Ha‖S2 ≤ ‖ aυ‖`2υ , where υ is given by

υ(j) =
1

(|j|+ 1)d
, ∀j ∈ Nd

0.

For the same υ, if a
υ
∈ `∞(Nd

0), then

|a(j)| ≤
‖ a
υ
‖`∞

(|j|+ 1)d

≤
‖ a
υ
‖`∞

(j1 + 1)(j2 + 1) . . . (jd + 1)
, ∀j ∈ Nd

0.
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Thus,

|(Hax, y)| ≤
∑
i,j∈Nd0

|a(i+ j)| |x(j)| |y(i)|

≤
∥∥∥a
υ

∥∥∥
`∞

∑
i1,...,id,j1,...,jd≥0

|x(j)| |y(i)|
(i1 + j1 + 1) . . . (id + jd + 1)

≤ πd
∥∥∥a
υ

∥∥∥
`∞
‖x‖ ‖y‖ , ∀x, y ∈ `2(Nd

0),

where the last inequality comes by the boundedness of the tensor product of d Hilbert
matrices and thus, ‖Ha‖ ≤ πd‖ a

υ
‖`∞ . In other words, we have shown that there are

constants M2 = 1 and M∞ = πd such that

‖Ha‖S2 ≤M2

∥∥∥a
υ

∥∥∥
`2υ

and
‖Ha‖ ≤M∞

∥∥∥a
υ

∥∥∥
`∞
,

so that Lemma 4.3 is applicable and consequently, for every p ∈ (2,+∞), there exists a
positive constant Mp such that

‖Ha‖Sp,∞ ≤Mp

∥∥∥a
υ

∥∥∥
`p,∞υ

.

Now it remains to show that if a0 satisfies (3.1), then a
υ
∈ `p,∞υ , for every p = 1

γ
∈ (2,+∞).

For λ > 0, {
j ∈ Nd

0 :
|a(j)|
υ(j)

> λ

}
=
{
j ∈ Nd

0 : (|j|+ 1)d|a0(|j|)| > λ
}

⊂
{
j ∈ Nd

0 : log(|j|+ 2) <

(
A0

λ

)p}
,

where A0 := supj≥0(j + 1)d
(

log(j + 2)
)γ|a0(j)|. Therefore,∑

{j∈Nd0: |a(j)|υ(j)
>λ}

1

(|j|+ 1)d
.

∑
{j∈Nd0: log(|j|+2)<(A0

λ )
p}

1

(|j|+ 2)d

=
∑

{j∈N0: log(j+2)<(A0
λ )

p}

Wd(j)

(j + 2)d

.
∑

{j∈N0: log(j+2)<(A0
λ )

p}

(j + 2)d−1

(j + 2)d

.
∫

{log(x+2)<(A0
λ )

p}

1

x+ 2
dx ,

where Wd(j) was defined in (2.2). Thus, there exists some positive constant C such that

λp
∑

{j∈Nd0: |a(j)|υ(j)
>λ}

1

(|j|+ 1)d
≤ (CA0)

p,
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which implies, by taking supremum over positive λs, that∥∥∥a
υ

∥∥∥
`p,∞υ
≤ CA0.

From the last relation and Lemma 4.3, we conclude that

‖Ha‖Sp,∞ ≤Mp

∥∥∥a
υ

∥∥∥
`p,∞υ
≤MpCA0,

so that relation (3.3) comes true, by setting Cγ = MpC.
Now assume that γ ≥ 1

2
and let φ be given by

φ(z) =
∑
j∈N0

a0(j)z
j, ∀z ∈ T.

According to the discussion that precedes Lemma 4.4 and the Lemma itself, it is enough
to show that

⊕
n≥0 2n(d−1)φ ∗ Vn ∈ Lp,∞(M, µ) or in other words, that

sup
s>0

sp
∑
n∈N0

2n
∣∣{t ∈ [−π, π) : |2n(d−1)(φ ∗ Vn)(eit)| > s}

∣∣ < +∞. (4.17)

For every non-negative integer n and any positive number s, set

En(s) := {t ∈ [−π, π) : |2n(d−1)(φ ∗ Vn)(eit)| > s}.

Our goal is to find an estimate for |En(s)| which proves the finiteness of (4.17). First of
all, we notice that En(s) = ∅, for every s ≥ ‖2n(d−1)φ ∗ Vn‖∞. An application of (4.15)

gives that En(s) = ∅, for every s ≥ 2n(d−1)
∑2n+1

j=2n−1 |a0(j)|. Let

Am := sup
j≥0

∣∣a(m)
0

∣∣(j + 1)d+m
(

log(j + 2)
)γ
, ∀m ≥ 0.

Therefore, condition (3.1) implies that En(s) = ∅ when

s ≥ 2n(d−1)A0

2n+1∑
j=2n−1

(j + 1)−d
(

log(j + 2)
)−γ

.

Besides, for every n ≥ 3 we have

2n+1∑
j=2n−1

(j + 1)−d
(

log(j + 2)
)−γ ≤ ∫ 2n+1

2n−1−1
(t+ 1)−d

(
log(t+ 2)

)−γ
dt

≤
∫ 2n+1

2n−1−1
t−d(log t)−γ dt

.
∫ 2n+1

2n−1

t−d(log t)−γ dt

.
∫ n+1

n−1
2−s(d−1)s−γ ds (change of variables s = log2 t)

≤ 21−(n−1)(d−1)(n− 1)−γ

. 2−n(d−1)n−γ,
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so that in general, we have that

2n+1∑
j=2n−1

(j + 1)−d
(

log(j + 2)
)−γ ≤ C2−n(d−1) 〈n〉−γ , ∀n ≥ 0,

for some positive constant C. Now let q be an arbitrary number in ( 1
Mγ
, p), where p = γ−1.

Then, without loss of generality, we may assume that C = Cq, where Cq appears in (4.16).

Therefore, En(s) = ∅, for every n ≥ 0 such that 〈n〉 ≥ N(s), where N(s) := (CqA0

s
)p,

∀s > 0. Besides, by following exactly the same steps, it can be shown that

2n+1∑
j=2n−1−Mγ

(j + 1)m|a(m)
0 (j)| . Am2−n(d−1) 〈n〉−γ , ∀m = 1, 2, . . . ,Mγ.

Thus, relation (4.16) gives that, for every q ∈ ( 1
Mγ
, p) and n ∈ N0 such that Mγ ≤ 2n−1,

2n‖φ ∗ Vn‖qq . CqA
q2−n(d−1)q 〈n〉−γq ,

where A :=
∑Mγ

m=0Am. Now notice that, for any positive q,

sq|En(s)| ≤ 2n(d−1)q‖φ ∗ Vn‖qq,∀n ∈ N0.

Therefore, by putting all these together, we see that, for every q ∈ ( 1
Mγ
, p) and s > 0,

sp
∑
n∈N0

2n|En(s)| = sp−q

sq ∑
〈n〉≤N(s)

2n|En(s)|


≤ sp−q

∑
〈n〉≤N(s)

2n2n(d−1)q‖φ ∗ Vn‖qq

. sp−qCqA
q
∑

〈n〉≤N(s)

2n(d−1)q2−n(d−1)q 〈n〉−γq

. CqA
qsp−qN(s)1−γq, (since γq =

q

p
and q < p).

Finally, notice that sp−qN1−γq(s) = sp−q(CqA0)
p−qs−(p−q) = (CqA0)

p−q, so there is a posi-
tive constant K, independent of s, such that

sp
∑
n∈N0

2n|En(s)| ≤ KpAp, ∀s > 0.

The latter proves the validity of (4.17) (by taking supremum over all positive s). Besides,
it is also equivalent to

‖φ‖
B

1
p+d−1

p,∞
≤ KA.

Finally, by Lemma 4.4, we know that there is a positive constant Kγ such that

‖Γ
d−1
2
, d−1

2
a0 ‖Sp,∞ ≤ Kγ‖φ‖

B
1
p+d−1

p,∞
.

Therefore, by combining the last two relations,

‖Γ
d−1
2
, d−1

2
a0 ‖Sp,∞ ≤ KγKA.
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Finally, as it has been already mentioned, due to reduction of Ha to one-dimensional
weighted Hankel operators,

‖Ha‖Sp,∞ = ‖Γ‖Sp,∞ . ‖Γ
d−1
2
, d−1

2
a0 ‖Sp,∞ ,

where Γ is given by (2.3). Therefore, there exists a constant C > 0, such that

‖Ha‖Sp,∞ ≤ CKγKA,

which gives us relation (3.3), with Cγ = CKγK.

Proof of Lemma 3.2. By the definition of S0
p,∞ (cf. §1.4.1), it is enough to show that

Ha ∈ S0
p,∞, for p = 1

γ
. The ideal S0

p,∞ is the ‖·‖Sp,∞-closure of finite rank operators. So,

it is enough to approximate Ha by finite rank operators in the ‖·‖Sp,∞ quasi-norm. For
consider the cut-off function

χ(t) =

{
1, t ∈ [0, 1]

0, t ≥ 2,

such that χ ∈ C∞(R+) and χ(R+) ⊂ [0, 1]. In addition, for every N ∈ N, define the
sequence hN0 (j) = a0(j)

(
1 − χ( j

N
)
)
, ∀j ∈ N0, and let ΓN be the Hankel operator with

kernel hN(j) = hN0 (|j|), ∀j ∈ Nd
0. In other words, ΓN = Ha − HN , where HN is a finite

rank Hankel operator, with kernel equal to a0(|j|)χ( |j|
N

), for every j ∈ Nd
0. Then, by using

the Leibniz rule,

(
hN0
)(m)

(j) =
m∑
n=0

(
m

n

)
a
(m−n)
0 (j + n)

(
1− χ

)(n)
(
j

N
), ∀j ∈ N0.

Therefore, for every j ≥ 2,∣∣∣(hN0 )(m)
(j)jd+m(log j)γ

∣∣∣ ≤ m∑
n=0

(
m

n

) ∣∣∣a(m−n)0 (j + n)
∣∣∣ jd+m−n(log j)γjn

(
1− χ

)(n)
(
j

N
)

Then the RHS is less than or equal to

m∑
n=0

(
m

n

) ∣∣∣a(m−n)0 (j + n)
∣∣∣ (j + n)d+m−n(log(j + n))γjn

(
1− χ

)(n)
(
j

N
).

So that, for every j ≥ 2,

∣∣∣(hN0 )(m)
(j)jd+m(log j)γ

∣∣∣ ≤ m∑
n=0

(
m

n

) ∣∣∣a(m−n)0 (j + n)
∣∣∣×

× (j + n)d+m−n(log(j + n))γjn
∣∣∣∣(1− χ)(n)( jN )

∣∣∣∣ . (4.18)

Moreover, observe that, for any n ∈ N,

tn
(
1− χ

)(n)( t
N

)
= (−1)n

( t
N

)n
χ(n)

( t
N

)
, ∀t ∈ (N, 2N),

and

tn
(
1− χ

)(n)( t
N

)
= 0, ∀t ∈ (0, N) ∪ (2N,+∞).
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As a result, for every n ∈ N0,

sup
t>0

∣∣∣∣tn(1− χ)(n)( tN )
∣∣∣∣ ≤ 2n max

t∈[1,2]

∣∣χ(n)(t)
∣∣ , ∀N ∈ N.

By considering K := max0≤n≤M(γ){2n maxt∈[1,2]
∣∣χ(n)(t)

∣∣}, (4.18) yields, that for every
j ≥ 2,∣∣∣(hN0 )(m)

(j)
∣∣∣ jd+m(log j)γ ≤ K

m∑
n=0

(
m

n

) ∣∣∣a(m−n)0 (j + n)
∣∣∣×

× (j + n)d+m−n(log(j + n))γ. (4.19)

Under the assumption (3.4) for a0, we see that, for any N ∈ N, hN0 satisfies assumption
(3.1) of Lemma 3.1. Consequently, ΓN satisfies relation (3.3). Thus, there exists a constant
Cγ such that

‖Ha −HN‖Sp,∞ ≤ Cγ sup
j∈N0

∣∣(hN0 )m(j)
∣∣ (j + 1)d+m

(
log(j + 2)

)γ
, ∀m = 0, 1, . . . ,M(γ).

Then (4.19) implies that

‖Ha −HN‖Sp,∞ .
M(γ)∑
m=0

m∑
n=0

(
m

n

)
sup
j>N

∣∣∣a(m−n)0 (j + n)
∣∣∣ (j + n)d+m−n(log(j + n))γ,

where the sum in the RHS converges to zero, as N → +∞, due to assumption (3.4).

4.2.1.2 The model operator and the proof of Theorem 3.3

In order to prove Theorem 3.3, as we have already mentioned, we need to introduce a
model Hankel operator H̃ which will play a dominant role in the investigation of the
spectral properties of Ha. For consider a positive valued function χ0 ∈ C∞(R+) such that

χ0(t) =


1, 0 < t ≤ 1

2

0, t ≥ 3
4

, (4.20)

and χ0(R+) = [0, 1]. Determine the function

w(t) =
1

(d− 1)!
td−1| log t|−γχ0(t), ∀t > 0. (4.21)

Moreover, consider the sequence

ã0(j) =
(
Lw
)
(j), ∀j ∈ N0, (4.22)

where L denotes the Laplace transform; namely,(
Lw
)
(t) =

∫ +∞

0

w(λ)e−λt dλ , ∀t ≥ 0.

Ensuing, we correspond to ã0 the Hankel operator H̃ := Hã. Our goal is to find an
asymptotic formula for the sequence ã0 and the eigenvalues of H̃, but first, we need
to give a necessary lemma, which will play an important role to obtain the asymptotic
behaviour of ã0 (cf. [23, Lemma 3.3 and 3.4]).
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Lemma 4.6.

(i) Let

In(t) =

∫ λ0

0

| log λ|−γλne−λt dλ ,

where γ > 0, n ∈ N0 and λ0 ∈ (0, 1). Then

In(t) = n! t−1−n| log t|−γ
(
1 +O(| log t|−1)

)
, t→ +∞.

(ii) Let

In(t) =

∫ ∞
λ∞

| log λ|−γλne−λt dλ ,

where γ > 0, n ∈ N0 and λ∞ > 1. Then

In(t) = n! t−1−n| log t|−γ
(
1 +O(| log t|−1)

)
, t→ 0+.

Lemma 4.7. Let w be the function that was described in (4.21) and

ã0(t) =
(
Lw
)
(t), ∀t ≥ 0.

Then ã0 satisfies the following formula:

ã0(t) = t−d| log t|−γ + g̃(t), ∀t > 0,

where the error kernel g̃ is a C∞(R+) function which presents the following asymptotic
behaviour:

g̃(m)(t) = O
(
t−d−m(log t)−γ−1

)
, t→ +∞, (4.23)

for all m ∈ N0.

Proof. We can express g̃ as

g̃(t) =
1

(d− 1)!

+∞∫
0

λd−1| log λ|−γχ0(λ)e−λt dλ− t−d| log t|−γ, ∀t > 0,

and notice that g̃ ∈ C∞(R+). More precisely, for every m ∈ N and any t > 1,

g̃(m)(t) =
(−1)m

(d− 1)!

+∞∫
0

λd+m−1| log λ|−γχ0(λ)e−λt dλ−

−
m∑
n=0

(
m

n

)(
dnt−d

dtn

)(
dm−n(log t)−γ

dtm−n

)
. (4.24)

Moreover, for every m ∈ N0 and any t > 0,

+∞∫
0

λd+m−1| log λ|−γχ0(λ)e−λt dλ =

1
2∫

0

λd+m−1| log λ|−γe−λt dλ+
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+

3
4∫

1
2

λd+m−1| log λ|−γe−λtχ0(λ) dλ .

Notice that the second integral converges to zero exponentially fast when t→ +∞. Thus
Lemma 4.6 yields

+∞∫
0

λd+m−1| log λ|−γχ0(λ)e−λt dλ = (d+m−1)!t−d−m(log t)−γ
(
1 +O

(
(log t)−1

))
, (4.25)

when t→ +∞. Besides, notice that, for every k ∈ N,

dk

dtk
(log t)−γ = O

(
t−k(log t)−γ−1

)
, t→ +∞.

Thus, it is easily verified that,

m∑
n=0

(
m

n

)(
dnt−d

dtn

)(
dm−n(log t)−γ

dtm−n

)
=

(−1)m

(d− 1)!
(d+m− 1)!t−d−m(log t)−γ+

+O
(
t−d−m(log t)−γ−1

)
, when t→ +∞. (4.26)

Then by putting (4.25) and (4.26) back to (4.24), we obtain (4.23).

Lemma 4.8. Let w be as it has been defined in (4.21) and consider the sequence {ã0(j)}j∈N0,
where ã0(j) is defined in (4.22). Then

ã0(j) = j−d| log j|−γ + g̃(j), ∀j ∈ N0, (4.27)

where the error sequence {g̃(j)}j∈N0 satisfies the smoothness condition presented in (3.4).

Proof. Firstly, (4.27) holds clearly true by Lemma 4.7. Regarding the smoothness condi-
tion for error term, it is enough to notice (by using induction) that

g̃(m)(j) =

∫ 1

0

∫ 1

0

· · ·
∫ 1

0

g(m)(j + t1 + t2 + · · ·+ tm) dtm . . . dt2 dt1 .

Then the desired smoothness condition is obtained immediately by Lemma 4.7.

Lemma 4.9. Let ã0 be the sequence described in (4.22) and H̃ = Hã be the corresponding
Hankel operator. Then H̃ is compact and we have the following asymptotic formula for
its eigenvalues

λ±n (H̃) = C±n−γ + o(n−γ), n→ +∞,
where the constants C± are described in (3.6).

Proof. The result will arise immediately as a sub-case of Lemma 4.17.

Proof of Theorem 3.3. Let ã0 be the sequence which generates the model operator H̃,
and notice that Ha = H̃ + (Ha − H̃). Then the eigenvalue asymptotics of H̃ are given
by Lemma 4.9 and they are of type (3.5). Thus, in order to prove that Ha has the same
asymptotics, according to Lemma 4.2, it is enough to prove that

sn(Ha − H̃) = o(n−γ), for n→ +∞. (4.28)
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In order to prove this, we need to apply Lemma 3.2. For notice that Ha − H̃ is a Hankel
operator with kernel

(
a− ã

)
(j) =

(
a0 − ã0

)
(|j|), for all j ∈ Nd

0. Thus, by combining the
smoothness conditions for the error terms g and g̃ (see Lemma 4.8), we observe that(

a0 − ã0
)
(j) = o

(
j−d−m(log j)−γ

)
, j → +∞.

Then Lemma 3.2 implies indeed (4.28).

4.2.2 The general case of an arbitrary κ ∈ Rd
+

4.2.2.1 Proof of Lemma 3.4

Like in the “simple” case before, in order to prove Lemma 3.4 we need to split again the
range of γ; this time into three cases: γ ∈ (0, 1

2
), γ ∈ [1

2
, 1] and γ > 1. Thus, there will be

need for a set of three lemmas which will help us with the proof.

Lemma 4.10. Let κ = (κ1, . . . , κd) ∈ Rd
+. For any function f : R+ → R, define

Sf (x) := sup{td|f(t)|, κ−x ≤ t ≤ κ+x}, ∀x > 0, (4.29)

where
κ− := min{κ1, . . . , κd}, κ+ := max{κ1, . . . , κd}. (4.30)

In addition, for any p ∈ [1,∞], define the spaces

Xp =
{
f ∈ L∞(R) : {Sf (n)}n∈N ∈ `p1

n

(N)
}
,

endowed with the norm
‖f‖p := ‖Sf‖`p1

n

, ∀f ∈ Xp.

Then

(X2, X∞)[θ] = Xpθ , where
1

pθ
=

1− θ
2

, θ ∈ (0, 1).

Proof. We begin our proof with a remark. Notice that Xp are understood as normed
spaces under the convention of identifying the functions that are equal on the intervals
In := [κ−n, κ+n], for all n ∈ N.

The proof is based on the complex interpolation method, which is briefly described in
the Appendix A. Observe that here, instead of the spaces X0, X1, which is the notation
that was introduced in the Appendix, we interpolate between X2 and X∞. First observe
that X2 and X∞ are complete. Indeed, if {f j}j∈N ⊂ X2 is a ‖·‖2-Cauchy sequence, then
it can be checked that {f j}j∈N is Cauchy, with respect to the supremum norm, in every
of Ins. Let fn := limj→+∞ f

j
|In , for all n ∈ N. Then it can be checked that {f j}j∈N

converges in the ‖·‖2 sense to a function f that is identical to fn on every interval In.
Same reasoning could be applied on X∞, too.

Our goal is to prove that ‖·‖(θ) = ‖·‖pθ . We first prove that ‖·‖(θ) ≤ ‖·‖pθ . For let

f ∈ Xpθ . Assume, without loss of generality, that ‖f‖pθ = 1 (otherwise work with f
‖f‖pθ

)

and define the function F : S → X (where X = X2 +X∞ and S a closed strip defined in
the Appendix), with

F (z) = (·)−d
∣∣∣(·)d f(·)

∣∣∣ pθ2 (1−z)
eiArgf(·), ∀z ∈ S,



4.2. DISCRETE CASE 57

where Arg stands for the principal argument of a complex number. Then notice that, for
any y ∈ R,

t2d
∣∣(F (iy)

)
(t)
∣∣2 =

(
td |f(t)|

)pθ , ∀t > 0.

Consequently,
(
SF (iy)(n)

)2
= (Sf (n))2, for every n ∈ N, and therefore, ‖F (iy)‖2 =

‖f‖pθ = 1. Similarly, notice that, for any y ∈ R,

td
∣∣(F (1 + iy)

)
(t)
∣∣ = 1, ∀t > 0,

so that ‖F (1 + iy)‖∞ = ‖F (iy)‖2 = 1, for all y ∈ R. Thus, |||F ||| = 1 = ‖f‖pθ . Since
F (θ) = f ,

‖f‖(θ) = ‖F (θ)‖(θ) = inf
{g∈F (X2,X∞): g(θ)=f}

|||g||| ≤ |||F ||| = ‖f‖pθ .

Conversely, let f ∈ Xpθ and we prove that ‖f‖pθ ≤ ‖f‖(θ). Observe that

‖f‖(θ) = inf
{F∈F (X2,X∞): F (θ)=f}

|||F |||

thus, it is enough to prove that

‖F (θ)‖pθ ≤ |||F |||, ∀F ∈ F (X2, X∞) : F (θ) = f. (4.31)

The idea is to prove that F (θ) acts as a linear functional on the space Xqθ , where p−1θ +
q−1θ = 1. For let F ∈ F (X2, X∞) such that F (θ) = f , g ∈ Xqθ and define the function

G(z) = (·)−d
∣∣∣(·)d g(·)

∣∣∣qθ( 1−z
2

+z)
eiArgg(·), ∀z ∈ S.

For every n ∈ N choose an element tn ∈ In and consider the complex valued function
Λ : S → C, described by

Λ(z) =
∑
n∈N

1

n
t2dn
[(
G(z)

)
(tn)

] [(
F (z)

)
(tn)

]
, ∀z ∈ S.

Then, since F : S → X is analytic on S◦ and bounded (as an X-valued function), the
Hadamard’s three lines theorem (together with the maximum principle) implies that:

|Λ(θ)| ≤ sup
y∈R
{|Λ(iy)|, |Λ(1 + iy)|} . (4.32)

Moreover, notice that

|Λ(iy)| ≤
∑
n∈N

1

n
SG(iy)(n)SF (iy)(n) ≤ ‖G(iy)‖2 ‖F (iy)‖2 , ∀y ∈ R.

Substituting iy with 1 + iy gives

|Λ(1 + iy)| ≤ ‖G(1 + iy)‖1 ‖F (1 + iy)‖∞ , ∀y ∈ R.

Thus, going back to (4.32), we get

|Λ(θ)| ≤ sup
y∈R
{‖G(iy)‖2 ‖F (iy)‖2 , ‖G(1 + iy)‖1 ‖F (1 + iy)‖∞}

≤
(

sup
y∈R
{‖G(iy)‖2 , ‖G(1 + iy)‖1}

)(
sup
y∈R
{‖F (iy)‖2 , ‖F (1 + iy)‖∞}

)
= |||G||||||F |||
≤ ‖g‖qθ |||F |||;
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or equivalently, ∣∣∣∣∣∑
n∈N

1

n
t2dn g(tn)f(tn)

∣∣∣∣∣ ≤ ‖g‖qθ |||F |||, ∀g ∈ Xqθ (4.33)

and this relation holds true for any choice of tn ∈ In. Besides, for every n ∈ N, there
exists a sequence {tnj }j∈N ⊂ In, such that limj→+∞ f(tnj ) = supt∈In |f(t)|. In addition, we
can define the function

g(t) = f(t)
(
td|f(t)|

)pθ−2 , ∀t > 0,

which can be checked that belongs to Xqθ . Then (4.33) yields that

‖f‖pθ ≤ |||F |||,

which proves (4.31).

Lemma 4.11. Let p ∈ [2,+∞), κ ∈ Rd
+ and Hh : `2(Nd

0)→ `2(Nd
0) be a Hankel operator

with kernel h(j) = h0(κ·j), for some real valued function h0 defined on R+. If the sequence
{Sh0(n)}n∈N belongs to `p1

n

(N), then the operator Hh belongs to Sp.

Proof. It is easy to check that

‖Hh‖22 =
∑
i,j∈Nd0

|h(i+ j)|2

≤
∑

i1,...,id∈N0

(i1 + · · ·+ id + 1)d|h(i1, . . . , id)|2

=
∑

i1,...,id∈N0

(i1 + · · ·+ id + 1)d|h0((i1, . . . , id) · κ)|2.

Notice that
κ−1 · t ≤ κ · t ≤ κ+1 · t, ∀t ∈ Rd

+.

Let us assume that h0(0) = 0. This convention makes sense because alternations of the
kernel of Hh at the point (0, 0, . . . , 0) are just perturbations by rank 1 operators and as a
result, the spectral asymptotic analysis remains unaffected. Then

‖Hh‖22 ≤
∑

i1,...,id∈N0

(i1 + · · ·+ id + 1)d|h0((i1, . . . , id) · κ)|2

≤
∑
n∈N0

Wd(n)(n+ 1)d sup
t∈[κ−n,κ+n]

|h0(t)|2

.
∑
n∈N

n2d−1 sup
t∈[κ−n,κ+n]

|h0(t)|2,

(4.34)

where Wd is defined in (2.2). Now notice that, for every t ∈ [κ−n, κ+n],

n2d−1|h0(t)|2 ≤
t2d−1

κ2d−1−
|h0(t)|2 =

1

κ2d−1−
t−1
(
td|h0(t)|

)2
.

So, we see that

n2d−1 sup
t∈[κ−n,κ+n]

|h0(t)|2 ≤
1

κ2d−

Sh0(n)2

n
, ∀n ∈ N,
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and eventually,

‖Hh‖22 .
∑
n∈N

Sh0(n)2

n
.

In other words, this means that if the sequence {Sh0(n)}n∈N belongs to `21
n

(N), then

Hh ∈ S2. In addition, we see that, for any x and y in `2(Nd
0),

| (Hhx, y) | ≤
∑
i,j∈Nd0

|h0 (κ · (i+ j))| |x(j)| |y(i)| .

Let i, j ∈ Nd
0, with i = (i1, . . . , id) and j = (j1, . . . , jd), and notice that, for every t ∈

[κ−1 · (i+ j), κ+1 · (i+ j)],

|h0(t)| =
|h0(t)|

(i1 + j1 + 1) . . . (id + jd + 1)

d∏
k=1

(ik + jk + 1)

≤ (1 · (i+ j) + 1)d
|h0(t)|

(i1 + j1 + 1) . . . (id + jd + 1)
.

By assuming again that h0(0) = 0, we see that

|h0(t)| . (1 · (i+ j))d
|h0(t)|

(i1 + j1 + 1) . . . (id + jd + 1)

≤ td

κd−

|h0(t)|
(i1 + j1 + 1) . . . (id + jd + 1)

≤ 1

κd−

Sh0(1 · (i+ j))

(i1 + j1 + 1) . . . (id + jd + 1)

≤ 1

κd−
sup
n∈N

Sh0(n)
1

(i1 + j1 + 1) . . . (id + jd + 1)
, ∀t ∈ [κ−1 · (i+ j), κ+1 · (i+ j)].

Therefore,
|(Hhx, y)| . sup

n∈N
Sh0(n)(H|x|, |y|),

where H is the tensor product of d Hilbert matrices on `2(Nd
0), |x|(i) := |x(i)|, and

|y|(i) := |y(i)|, ∀i ∈ Nd
0. Thus, the boundedness of Hilbert operator implies that if the

sequence {Sh0(n)}n∈N belongs to `∞1
n

(N), then Hh ∈ B, where B is the set of bounded

operators. In other words, we have shown that the linear operator T : h 7→ Hh is bounded
from X2 to S2 and from X∞ to B, where the spaces Xp, for p ∈ [2,∞], have been defined
in the previous Lemma. Then, since (see [25, “Appendix to IX.4 - Abstract interpolation”,
Proposition 8])

(S2,B)[θ] = Spθ , where
1

pθ
=

1− θ
2

, θ ∈ (0, 1),

the retract argument and the previous Lemma give that T is bounded from Xp to Sp, for
any p > 2, too. Therefore, if {Sh0(n)}n∈N ∈ `p1

n

(N), then Hh belongs to Sp, indeed.

Lemma 4.12. Let p ∈ [1, 2] and Hh : `2(Nd
0) → `2(Nd

0) be a Hankel operator with kernel
h(j) = h0(κ · j), for some real valued function h0 defined on R+, and κ = (κ1, . . . , κd) ∈
Rd

+. Then Hh belongs to the Schatten class Sp, whenever F−1h0 belongs to the Besov class
Bd

1,p(R).
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Proof. Consider the sequence of intervals {[2n−1, 2n+1]}n∈N0
. For every n ∈ N, define

m0(n) := min{m ∈ N0 : nκ− ≤ 2m+1},

and
m1(n) := min{m ∈ N0 : nκ+ ≤ 2m+1},

where κ− and κ+ are defined in (4.30). If we assume that n > 2
κ−

, we can say that

m0(n) = dlog2(nκ−)e − 1, m1(n) = dlog2(nκ+)e − 1,

where d·e denotes the ceiling function. Therefore,

[κ−n, κ+n] ⊂ [2m0(n)−1, 2m1(n)+1] =

m1(n)⋃
m=m0(n)

[2m−1, 2m+1], ∀n ∈ N. (4.35)

Then, by repeating some of the arguments that were presented in Lemma 4.11 and as-
suming that h0(t) is zero for small enough values of t, relation (4.34) gives

‖Hh‖22 .
∑
n∈N

n2d−1 sup
t∈[κ−n,κ+n]

|h0(t)|2

≤
∑
n∈N

n2d−1

 m1(n)∑
m=m0(n)

sup
t∈[2m−1,2m+1]

|h0(t)|

2

.

Observe that the assumption of h0 being zero for small enough values of t does not cause
any change in the spectral asymptotic analysis, since this is translated into perturbations
of Hh by finite rank operators. Next, notice that

m1(n)−m0(n) = dlog2(nκ+)e − dlog2(nκ−)e

≤ dlog2

κ+
κ−
e

≤ log2

2κ+
κ−

.

Thus, relation (4.35) yields

‖Hh‖22 ≤ log2

4κ+
κ−

∑
n∈N

m1(n)∑
m=m0(n)

n2d−1 sup
t∈[2m−1,2m+1]

|h0(t)|2

.
∑
n∈N

m1(n)∑
m=m0(n)

2(2d−1)m1(n) sup
t∈[2m−1,2m+1]

|h0(t)|2.

(4.36)

Now let m ∈ N0. If the interval [2m−1, 2m+1] is appeared in the previous relation, then
there exists a large enough natural number n such that m ∈ {m0(n), . . . ,m1(n)}. By
the definition of m0(n), we get that κ−n ≤ 2m+1. This suggests that every interval
[2m−1, 2m+1] in (4.36) is used at most max{1, 2m+1dκ−1− e} times. Moreover, (4.35) helps
us to verify that, for every large enough natural number n,

2(2d−1)m1(n) ≤
(

2κ+
κ−

)2d−1

2(2d−1)m, ∀m = m0(n), . . . ,m1(n).
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Thus, going back to (4.36),

‖Hh‖22 .
∑
m∈N0

(
2κ+
κ−

)2d−1

2(2d−1)m2m+1 max{1, dκ−1− e} sup
t∈[2m−1,2m+1]

|h0(t)|2

.
∑
m∈N0

22dm sup
t∈[2m−1,2m+1]

|h0(t)|2

=
∑
m∈Z

22dm sup
t∈[2m−1,2m+1]

|h0(t)|2,

(4.37)

where the last equality holds since h0 has been assumed to vanish for t small enough.
Now let {vn}n∈Z be the sequence of smooth functions described in (1.8). Then h0(t) =∑

n∈Z h0n(t), where h0n(t) = h0(t)vn(t). More precisely,

h0(t) =
m+1∑
j=m−1

h0j(t) =
m+1∑
j=m−1

F
[(
F−1h0

)
∗ Vj

]
(t), ∀t ∈ [2m−1, 2m+1].

Notice that, for any j ∈ Z,∣∣F [(F−1h0) ∗ Vj] (t)
∣∣ ≤ ∥∥(F−1h0) ∗ Vj∥∥1 , ∀t > 0,

so that

sup
t∈[2m−1,2m+1]

|h0(t)|2 ≤ 3
m+1∑
j=m−1

∥∥(F−1h0) ∗ Vj∥∥21 , ∀m ∈ Z.

Thus, going back to (4.37) results

‖Hh‖22 .
∑
m∈Z

22dm sup
t∈[2m−1,2m+1]

|h0(t)|2

≤ 3
∑
m∈Z

22dm

m+1∑
j=m−1

∥∥(F−1h0) ∗ Vj∥∥21
.
∑
m∈Z

22dm
∥∥(F−1h0) ∗ Vj∥∥21 =

∥∥F−1h0∥∥2Bd1,2 .
The latter suggests that if F−1h0 belongs to the Besov class Bd

1,2(R+), then Hh ∈ S2.
This observation prompts us to aim for interpolation between the Besov classes Bd

1,2(R+)
and Bd

1,1(R+). So we want to prove that if F−1h0 ∈ Bd
1,1, then Hh ∈ S1.

Since h0(t) =
∑

n∈N0
h0n(t), we can write Hh =

∑
n∈N0

Hn, where Hn is the Hankel
operator corresponding to the kernel hn(j) = h0n(κ · j), ∀j ∈ N0. In addition, since
supph0n ⊂ [2n−1, 2n+1], we can interpret Hn as a finite matrix acting on {0, 1, . . . , Nn}d,
where Nn := d2n+1κ−1− e.
We now proceed to estimating the trace norm of Hn. Since

h0n(κ · j) =

∫
R

(
F−1h0n

)
(x)e−2πix(κ·j) dx , ∀j ∈ Nd

0,

the matrix [Hn]j,k could be represented as∫
R

(
F−1h0n

)
(x)e−2πix(κ·j)e−2πix(κ·k) dx , j, k ∈ {0, 1, . . . , Nn}d.
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It is enough to estimate the trace norm of the rank one matrices [e−2πix(κ·j)e−2πix(κ·k)]j,k.
Notice that since these matrices are rank one operators, their trace norm equals the oper-
ator norm which is bounded, according to Schur test, by

∑
j∈{0,...,Nn}2 1 = Nd

n. Therefore,

‖Hn‖1 ≤ Nd
n‖F−1h0n‖1 and consequently,

‖Hh‖1 ≤
∑
n∈N0

‖Hn‖1

≤
∑
n∈N0

Nd
n

∥∥F−1h0n∥∥1
≤ 2d

κ−

∑
n∈N0

2dn
∥∥F−1h0n∥∥1 =

2d

κ−

∥∥F−1h0∥∥Bd1,1 .
Now notice that

(S1,S2)θ,p = Sp and
(
Bd

1,1, B
d
1,2

)
θ,p

= Bd
1,p, where

1

p
= 1− θ +

θ

2
;

see [3, §7.3 and Theorem 6.4.5], respectively. Therefore, by interpolation, we get that
Hh ∈ Sp, whenever F−1h0 ∈ Bd

1,p, ∀p ∈ [1, 2]. In order to verify this, it is enough to note
that the linear mapping η0 7→ Fη0 =: h0 7→ Hh is bounded from Bd

1,1 to S1 and from Bd
1,2

to S2.

Lemma 4.13. Let p ∈ (0, 1) and Hh : `2(Nd
0) → `2(Nd

0) be a Hankel operator with
kernel h(j) = h0(κ · j), for some real valued function h0 defined in L∞(R+), and κ =
(κ1, . . . , κd) ∈ Rd

+. Then Hh belongs to the Schatten class Sp, whenever F−1h0 belongs to

the Besov class B
d−1+ 1

p
p,p (R).

Proof. Let us consider again the decomposition {[2n−1, 2n+1]}n∈N0
. Then as we saw before,

Hh =
∑

n∈N0
Hn, where Hn is the Hankel operator corresponding to the kernel hn(j) =

h0n(κ · j), ∀j ∈ N0. Since p ∈ (0, 1), instead of the usual triangle inequality we have
that ‖Hh‖pp ≤

∑
n∈N0
‖Hn‖pp, so it is enough to study the p-norm of Hn. We can still

interpret Hn as a finite matrix acting on {0, 1, . . . , Nn}d, where Nn := d2n+1κ−1− e and κ−
is defined in (4.30). Unlike Lemma 4.12, an integral representation does not help here.
Instead, notice that h0n ∈ L2([0, Nn]) and consider the orthonormal basis of L2([0, Nn]),
{
√
N−1n e2πi

m
Nn
·}m∈Z. Then

h0n(x) =
1

Nn

∑
m∈Z

∫
R
h0n(y)e−2πi

m
Nn

y dy e2πi
m
Nn

x

=
1

Nn

∑
m∈Z

ĥ0n(mN−1n )e2πi
m
Nn

x, ∀x ∈ [0, Nn],

and

h0n(κ · (j + k)) =
1

Nn

∑
m∈Z

ĥ0n(mN−1n )e2πi
m
Nn

κ·je2πi
m
Nn

κ·k, ∀j, k ∈ {0, 1, . . . , Nn}d.

Therefore, by applying again the modified triangle inequality ‖A + B‖pp ≤ ‖A‖pp + ‖B‖pp,
we see that it is enough to bound the p-norm of the rank one operator represented by the
matrix [

e2πi
m
Nn

κ·je2πi
m
Nn

κ·k
]
j,k∈{0,1,...,Nn}d

.



4.2. DISCRETE CASE 63

Since the matrix above is of rank one, its p-norm equals the operator norm, which is
bounded (Schur test) by Nd

n. Thus,

‖Hn‖pp ≤ N−pn
∑
m∈Z

|ĥ0n(mN−1n )|pNdp
n , ∀n ∈ N0. (4.38)

Finally, let us define the function h0nNn (x) := h0n(xNn), ∀x ∈ [0, 1]. Then supp(h0nNn ) ⊂
[−1, 1] and h0nNn ∈ L

2(R), so the Paley-Wiener Theorem implies that Fh0nNn is of expo-
nential type 1. Thus, the Polya-Plancherel inequality gives that∑

m∈Z

∣∣(Fh0nNn)(m)
∣∣p . ∥∥Fh0nNn∥∥pLp(R) , ∀n ∈ N0; (4.39)

for the respective theory, see Appendix B. Now notice that
(
Fh0nNn

)
(x) = N−1n ĥ0n(N−1n x),

∀x ∈ R and thus, substituting in (4.39), yields∑
m∈Z

|ĥ0n(mN−1n )|p . ‖ĥ0n(·N−1n )‖pp = Nn‖ĥ0n‖pp.

Moreover, notice that, for any function f : R→ R,

f̂(−x) =
(
F−1f

)
(x), ∀x ∈ R and ‖f(·)‖Lp(R) = ‖f(−·)‖Lp(R) , ∀p > 0;

provided that the expressions above make sense. Therefore, (4.38) eventually gives that
for every index n ≥ 0,

‖Hn‖pp . N (d−1)p
n Nn‖ĥ0n‖pp

' 2np(d−1+
1
p
)‖ĥ0n‖pp (by substituting Nn := d2n+1κ−1− e)

= 2np(d−1+
1
p
)
∥∥F−1h0n∥∥pp .

The latter implies that

‖Hh‖pp .
∑
n∈N0

2np(d−1+
1
p
)
∥∥F−1h0n∥∥pp =

∑
n∈N0

2np(d−1+
1
p
)
∥∥(F−1h0) ∗ Vn∥∥pp .

If we assume that h0(t) is zero for small enough values of t (same justification as in Lemma
4.12), the right hand side equals ‖F−1h0‖p

B
d−1+ 1

p
pp

, so we get the desired result.

Lemma 4.14 ([24], Lemma 3.5). Let γ ≥ 1
2

and M as defined in (3.7). In addition, let
f : R+ → R be a C2(R+) function such that

f (m)(t) = O
(
t−d−m (log t)−γ

)
, when t→ +∞, for m = 0, 1, . . . ,M.

For every n ∈ Z, define fn := fvn, where vn are defined in (1.8). Then, for any q > 1
M

,

2n
∥∥F−1fn∥∥qq .

(
M∑
m=0

∫ 2n+1

2n−1

xm|f (m)(x)| dx

)q

, ∀n ∈ Z.
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Proof of Lemma 3.4. We divide the proof into three steps according to the range of γ,
indicated in (3.7).

Let γ ∈ (0, 1/2). According to Lemma 4.11, it is enough to prove that {Sa0(n)}n∈N
belongs to `pn−1(N), for all p > 1

γ
, where Sa0 (for a0 = f) is defined in (4.29). Notice

that for every function a0 described by (3.8), we have that S0(n) . (log n)−γ, ∀n ∈ N.
Moreover, the series

∑
n∈N S

p
a0

(n)n−1 converges for every p > 1/γ. Therefore, {Sa0(n)}n∈N
belongs, indeed, to `pn−1(N), for all p > 1

γ
.

Let γ ∈ [1
2
, 1] and a0 be as described in (3.8). Then, for M = 2, Lemma 4.14 gives

2n
∥∥F−1a0n∥∥1 . 2∑

m=0

∫ 2n+1

2n−1

xm|a(m)
0 (x)| dx

.
2∑

m=0

∫ 2n+1

2n−1

x−d| log x|−γ dx

.
2∑

m=0

2−(d−1)nn−γ, ∀n ∈ N0.

Therefore, ∥∥F−1a0∥∥pBd1,p . ∑
n∈N0

22npd2−2npdn−pγ,

and the series in the right hand side converges if and only if p > 1/γ. Consequently,
Lemma 4.12 results that Ha ∈ Sp, ∀p > 1/γ.

Let γ > 1 and a0 be as described in (3.8). By repeating the arguments that were
presented right before, it is not difficult to see that, for M = [γ] + 1,

2n
∥∥F−1a0n∥∥pp . 2−(d−1)npn−γp,

for every index n sufficiently large. Thus,∥∥F−1a0∥∥p
B
d−1+ 1

p
pp

.
∑
n∈N0

n−γp,

where the latter series converges whenever p > 1
γ
. Thus, Lemma 4.13 gives that Ha ∈ Sp,

for all p > 1
γ
.

4.2.2.2 The model operator and the proof of Theorem 3.5

As we did in the particular case of κ = 1, the proof of Theorem 3.5 will be obtained with
the help of a suitable model operator. To construct this operator, we consider again the
function χ0 as it has been defined in (4.20) and also,

w(t) =
1

(d− 1)!
td−1| log t|−γχ0(t), ∀t > 0, (4.40)

where γ is the same real number that was defined in Theorem 3.5. Now consider the real
valued function

ã0(t) = (Lw)(t), ∀t > 0,
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where L denotes the Laplace transform. Ensuing, for κ = (κ1, . . . , κd) ∈ Rd
+ we define the

Hankel operator H̃ : `2(Nd
0)→ `2(Nd

0) such that(
H̃x
)
(n) =

∑
j∈Nd0

ã0
(
κ · (n+ j)

)
x(j), ∀n ∈ Nd

0, ∀x ∈ `2(Nd
0), (4.41)

where “·” denotes the usual inner product. For sake of accuracy, notice that ã0 is in fact
defined only on R+, while formula (4.41) suggests that it attains a value at 0. This a
convention that is made, since alternations of the kernel of H̃ at the point (0, 0, . . . , 0) are
just perturbations by rank 1 operators and as a result, the spectral asymptotic analysis
remains unaffected.

Lemma 4.15. Let d ∈ N, {κi}di=1 ⊂ R+ and define the function

v(λ) =
d∏
i=1

1

1− e−λκi
, ∀λ > 0.

Then

v(λ) =
1

κ1 . . . κd
λ−d + v1(λ), ∀λ > 0, (4.42)

where v1 is a meromorphic function. Moreover 0 is its only pole in R, of order d− 1.

Proof. Notice that, for any α > 0,

1− e−αλ = λgα(λ),

where gα(λ) is an entire function, such that gα(0) = α. Then, by setting gi := gκi , for
i = 1, . . . , d,

d∏
i=1

(
1− e−λκi

)
=

d∏
i=1

(
λgi(λ)

)
= λd

d∏
i=1

(
κi +O(λ)

)
, λ→ 0+.

Then,

v(λ) = λ−d
d∏
i=1

(
κi +O(λ)

)−1
, λ→ 0+,

and, by combining with (4.42), we get

v1(λ) =
1

λd
∏d

i=1 κi

(
1∏d

i=1

(
1 + κ−1i O(λ)

) − 1

)

=
1

λd
∏d

i=1 κi

(
1

1 +O(λ)
− 1

)
=

1

λd−1
∏d

i=1 κi
O(1), λ→ 0+.

Finally, notice that all the involved error terms in the above calculations represent func-
tions that are analytic on R+. Thus, v1 has indeed a pole of order d− 1 at 0.
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Lemma 4.16. Let w be a bounded, compactly supported function on R+ and set b− =
min{x ∈ supp(w)} and b+ = max{x ∈ supp(w)}. In addition, let φ be a complex valued
function, which is defined analytically on a neighbourhood V of [2b−, 2b+]. Then the
integral Hankel operator Γ : L2(R+)→ L2(R+), with

(
Γf
)
(x) =

∫ +∞

0

w(x)φ(x+ y)w(y)f(y) dy , ∀x ∈ R+, ∀f ∈ L2(R+),

belongs to the Schatten class Sp, for all p > 0.

Proof. By the analyticity of φ on V , for every x ∈ V ∩ R, there exists a positive number
rx, such that (x− rx, x+ rx) ⊂ V and

φ(z) =
∑
n∈N0

φ(n)(x)

n!
(z − x)n, ∀z ∈ D(x; rx).

Then, due to the compactness of [2b−, 2b+], there exists m ∈ N, such that {xi}mi=1 ⊂
[2b−, 2b+] and

[2b−, 2b+] ⊂
m⋃
i=1

(xi − ri, xi + ri), where ri := rxi .

In the sequel, we choose a partition Q = {y0 = b−, y1, . . . , yk = b+} of [b−, b+] with
|yi+1 − yi| = δ, for i = 0, 1, . . . , k − 1, where δ is chosen such that for every i, j ∈
{0, 1, . . . , k − 1}, there exists l = l(i, j) ∈ {1, 2, . . . ,m} such that

[zi + zj − δ, zi + zj + δ] ⊂
(
xl −

rl
2
, xl +

rl
2

)
, (4.43)

where

zi :=
yi+1 + yi

2
, ∀i = 0, 1, . . . , k − 1. (4.44)

Then, for every l = l(i, j), as it is defined by (4.43), and every N ∈ N, define the
polynomials

plN (z) :=
N∑
n=0

φ(n)(xl)

n!
(z − xl)n, ∀z ∈ C.

Then, the Cauchy integral formula for the Taylor coefficients gives that, for every Rl ∈
(0, rl), ∣∣∣∣φ(n)(xi)

n!

∣∣∣∣ ≤ R−nl max
|z−xl|=Rl

|φ(z)|, ∀n ∈ N0.

Thus, for any 0 < ρl < Rl < rl,∣∣φ(z)− plN−1
(z)
∣∣ ≤ max

|z−xl|=Rl
|φ(z)|

∑
n≥N

(
ρl
Rl

)n
= max
|z−xl|=Rl

|φ(z)|
(
ρl
Rl

)N
Rl

Rl − ρl
, ∀z ∈ D(xl; ρl).

So, if ρl = rl
2

and Rl = 3ρl
2

, we get

∣∣φ(z)− plN−1
(z)
∣∣ ≤ 3 max

|z−xl|=
3rl
4

|φ(z)|
(

2

3

)N
, ∀z ∈ D

(
xl;

rl
2

)
. (4.45)
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In addition observe that for

wi := wχ[yi,yi+1], ∀i = 0, 1, . . . , k − 1,

and (
Γijf

)
(x) :=

∫ +∞

0

wi(x)φ(x+ y)wj(y)f(y) dy , ∀x > 0, ∀f ∈ L2(R+),

where i, j ∈ {0, 1, . . . , k − 1}, we have that

Γ =
k−1∑
i,j

Γij.

Besides, the N -th singular value of Γ denotes its distance from operators of rank at most
N − 1. Therefore, if l = l(i, j), as it is defined by (4.43), and(

PlN−1
f
)
(x) :=

∫ +∞

0

wi(x)plN−1
(x+ y)wj(y)f(y) dy , ∀x > 0, ∀f ∈ L2(R+),

then

sN(Γ) ≤

∥∥∥∥∥
k−1∑
i,j=0

(
Γij − PlN−1

)∥∥∥∥∥ ≤
∥∥∥∥∥
k−1∑
i,j=0

(
Γij − PlN−1

)∥∥∥∥∥
2

≤
k−1∑
i,j=0

∥∥Γij − PlN−1

∥∥
2
,

where ‖·‖2 is the Hilbert-Schmidt norm. Thus, for any p > 0,

spN(Γ) .
k−1∑
i,j=0

∥∥Γij − PlN−1

∥∥p
2
, ∀N ∈ N. (4.46)

If
Mw := max

x∈supp(w)
|w(x)|,

then, for any i, j ∈ {0, 1, . . . , k − 1},∥∥Γij − PlN−1

∥∥2
2
≤M4

w

∫∫
[yi,yi+1]×[yj ,yj+1]

∣∣φ(x+ y)− plN−1
(x+ y)

∣∣2 dy dx .

Besides, for any (x, y) ∈ [yi, yi+1] × [yj, yj+1], x + y ∈ [zi + zj − δ, zi + zj + δ], where zi
is defined in (4.44) and δ = yi+1 − yi, for all i = 0, 1, . . . , k − 1. But then, (4.43) implies
that x+ y ∈ (xl − rl

2
, xl + rl

2
) ⊂ D(xl;

xl
2

). Thus, if

Mφ := max
1≤l≤m

{
max

|z−xl|=
3rl
4

|φ(z)|,

}
relation (4.45) yields that∥∥Γij − PlN−1

∥∥
2
≤ 3δM2

wMφ

(
2

3

)N
, ∀N ∈ N.

Therefore, ∑
N∈N

∥∥Γij − PlN−1

∥∥p
2
.
∑
N∈N

(
2

3

)pN
< +∞, ∀p > 0.

Finally, by applying this to (4.46) we get that Γ ∈ Sp, for all p > 0.
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Lemma 4.17. The model operator H̃ is unitarily equivalent to the sum Ψ + E, where
E ∈ Sp, for any p > 0, and Ψ is a pseudo-differential operator of the form Mβα(D)Mβ,
where

α(x) =


0, x→ +∞

1

2d(d−1)!
∏d
i=1 κi
|x|−γ

(
1 + o(1)

)
, x→ −∞

, (4.47)

and

β =

√
F−1

(
cosh

( ·
2

))−d
. (4.48)

Proof. First of all, notice that β is not ill-defined, since F−1
(
cosh

( ·
2

))−d
is positive on

R. Indeed, it is enough to observe that F−1
(
cosh

( ·
2

))−1
= 2π (cosh(2π2·))−1, which is a

positive function. Then the result is obtained by noticing that the convolution of positive
functions is positive.

The result arises by showing that H̃ can be written as a product of two operators
LwwLw. L∗wLw will be unitarily equivalent to LwL

∗
w and the latter to Ψ. To see this, let

x, y ∈ `2(Nd
0). Then

(H̃x, y) =
∑
i,j∈Nd0

ã(i+ j)x(j)y(i)

=
∑
i,j∈Nd0

ã0
(
κ · (i+ j)

)
x(j)y(i)

=
∑
i,j∈Nd0

∫ +∞

0

e−t
(
κ·(i+j)

)
w(t) dt x(j)y(i)

= (Lwx, Lwy).

The latter implies that H̃ = L∗wLw, where Lw : `2(Nd
0)→ L2(R+) with(

Lwx
)
(t) =

√
w(t)

∑
j∈Nd0

e−t(κ·j)x(j), ∀t > 0, ∀x ∈ `2(Nd
0).

Moreover, for any x ∈ `2(Nd
0) and any f ∈ L2(R+), we have

(Lwx, f) =

∫ +∞

0

f(t)
√
w(t)

∑
j∈Nd0

e−t(κ·j)x(j) dt

=
∑
j∈Nd0

x(j)

∫ +∞

0

f(t)
√
w(t)e−t(κ·j) dt

and consequently, L∗w : L2(R+)→ `2(Nd
0) with(

L∗wf
)
(j) =

(
L
√
wf
)
(κ · j), ∀j ∈ Nd

0, ∀f ∈ L2(R+).

Then, according to Lemma 4.1, the non-zero parts of H̃ and Sw := LwL
∗
w are unitarily

equivalent. We also need to find a precise formula for Sw. To this end, let f ∈ L2(R+).
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Then (
Swf

)
(t) =

√
w(t)

∑
j∈Nd0

e−t(κ·j)
(
L∗wf

)
(j)

=
√
w(t)

∑
j∈Nd0

∫ +∞

0

f(s)
√
w(s)e−(t+s)κ·j ds

=

∫ +∞

0

√
w(t)

f(s)∏d
i=1 (1− e−(s+t)κi)

√
w(s) ds , ∀t ∈ R+.

Observe that, according to Lemma 4.15,

1∏d
i=1 (1− e−(s+t)κi)

=

(
d∏
i=1

1

κi

)
1

(s+ t)d
+ v1(s+ t), ∀s, t ∈ R+,

where v1 is a meromorphic function with pole of order d − 1 at 0. Thus, Sw = S + E,
where

(Sf)(t) =

(
d∏
i=1

1

κi

)∫ +∞

0

√
w(t)

f(s)

(t+ s)d

√
w(s) ds , ∀t > 0, ∀f ∈ L2(R+),

and (
Ef
)
(t) =

∫ +∞

0

√
w(t)v1(t+ s)

√
w(s)f(s) ds , ∀t > 0, ∀f ∈ L2(R+).

Now, with the help of the unitary transformation U : L2(R+)→ L2(R), where(
Uf
)
(x) = e

x
2 f(ex), (4.49)

we can see that
(∏d

i=1 κi

)
S = U∗M

1
2
α0TM

1
2
α0U , where

α0(x) = 2−de−(d−1)xw(ex), ∀x ∈ R, (4.50)

and T : L2(R)→ L2(R), with(
Tf
)
(x) =

∫
R

1

coshd
(
x−y
2

)f(y) dy , ∀f ∈ L2(R), ∀x ∈ R.

Notice that Tf =
(
cosh

( ·
2

))−d ∗ f , so that T = FM2
βF∗, where β is given by (4.48). As

a result we have the following chain of unitary equivalences:(
d∏
i=1

κi

)
S = U∗M

1
2
α0TM

1
2
α0U

∼M
1
2
α0TM

1
2
α0

=M
1
2
α0FM2

βF∗M
1
2
α0

∼ F∗M
1
2
α0FM2

βF∗M
1
2
α0F

= α0(D)
1
2M2

βα0(D)
1
2

∼Mβα0(D)Mβ,
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where the last equivalence is obtained by Lemma 4.1 and the rest of them by the unitary

character of U and F . Therefore, by defining α :=
(∏d

i=1
1
κi

)
α0, where α0 was definied

in (4.50), we see that S is unitarily equivalent (modulo null-spaces) to Ψ =Mβα(D)Mβ.
Then, it remains to notice that α is indeed described by (4.47).

Finally, it remains to prove that E ∈ Sp, for any p > 0. To this end, notice that
Lemma 4.15 suggests that v1 is analytic on R \ {0}, with a pole of order d− 1 at 0. Thus,

v1(t) =
d−1∑
j=1

c−j
tj

+ v1,an(t), ∀t 6= 0,

where v1,an is analytic, and c−j are real constants. According to Lemma 4.16, the integral

operator with kernel
√
w(λ)v1,an(λ + µ)

√
w(µ) belongs to every Schatten class. Indeed,

this is an immediate consequence of the continuity of w and the compactness of its support
(supp(w) = [0, 3

4
]), where w is defined in (4.40), and the analyticity of v1,an. Finally, it

is not difficult to see that, for j = 1, 2, . . . , d − 1, the integral operator with kernel√
w(λ)(λ + µ)−j

√
w(µ) is unitarily equivalent to U∗M1/2

αj TjM
1/2
αj U , where U is defined

in (4.49), Tj is an integral operator acting on L2(R) with kernel cosh−j
( ·
2

)
, and

αj(x) = 2−je−(j−1)xw(ex), ∀x ∈ R.

Since multiplication by t| log t|γ′−γχ0(t), for any γ′ > 0, does not affect the Schatten class
inclusions, we can assume that w(t) = 1

j!
tj−1| log t|−γ′ near 0. Then notice that

αj(x) =


0, x→ +∞

1
2jj!
|x|−γ′ , x→ −∞

.

Therefore, by applying Lemma D.1, we see that

λ±n (M1/2
αj
T1M1/2

αj
) = O(n−γ

′
), n→ +∞.

Since γ′ is arbitrary, this indicates that the operatorM1/2
αj T1M

1/2
αj belongs to any Schatten

class. Finally, notice that E ∼
∑d−1

j=1 c−jM
1/2
αj T1M

1/2
αj and thus, E belongs to all Sp,

indeed.

Lemma 4.18. The model operator H̃ is compact and for its eigenvalues we have the
following asymptotic formula

λ±n (H̃) =
C±

κ1 . . . κd
n−γ + o

(
n−γ
)
, n→ +∞, (4.51)

where the constants C± are described in (3.6).

Proof. In Lemma 4.17 was proved that H̃ ∼ Ψ + E, where Ψ is a compact pseudo-
differential operator of the form Ψ = Mβα(D)Mβ, with α and β being given by (4.47)
and (4.48), respectively, and E ∈ Sp, for any p > 0. Therefore, H̃ is a sum of two compact
operators so that H̃ ∈ S∞. Finally, Ψ satisfies the conditions of Lemma D.1. Indeed, α
is already given by (4.47) in the desired form and regarding β, by differentiating, we can

see that
(
cosh

( ·
2

))−d ∈ S(R) and consequently, β2 ∈ S(R). As a result, condition (D.6)
is satisfied, too. Therefore, Lemma D.1 results that the eigenvalue asymptotics for Ψ are
described by (4.51). To see that this is the case for H̃, too, it is enough to apply Lemma
4.2. For it only needs to notice that, since E ∈ Sp, for any p > 0, sn(E) = o(n−γ), when
n→ +∞.
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Proof of Theorem 3.5. We aim to apply Lemma 4.2. For consider the model operator
H̃ that is described in (4.41) and express Ha as the sum Ha = H̃ + (Ha − H̃). Notice
that Ha − H̃ is a Hankel operator acting on `2(Nd

0) with kernel
(
g − g̃

)
(κ · j), for all

j ∈ Nd
0. In addition, Lemma 4.7 and (3.9) give that condition (3.9) holds true for g − g̃,

too. Therefore, according to Proposition 3.4, g − g̃ produces a Hankel operator in any
Schatten class Sq, for q > 1

γ+ε
, and consequently, it belongs to S 1

γ
, too. As a result, its

eigenvalues decay faster than n−γ as n → +∞. Thus, Lemma 4.2 implies the desired
formulae.

4.3 Continuous case

4.3.1 Proofs of Lemmas 3.6 and 3.7

In order to prove Lemma 3.6 we need to split the range of γ into two parts; (0, 1
2
) and

[1
2
,+∞). This choice is suggested by some interpolation methods which yield the asymp-

totic behaviour when γ ∈ (0, 1
2
). The remaining case is approached via weighted Hankel

operators and interpolation, as well.

Lemma 4.19. Consider a function υ : Rd
+ → R+ and suppose that there exist some

positive constants M2 and M∞ such that

‖Ha‖S2 ≤M2

∥∥∥a

υ

∥∥∥
L2
v

and

‖Ha‖ ≤M∞

∥∥∥a

υ

∥∥∥
L∞

, (4.52)

for every function a defined on Rd
+, where Ha is the Hankel operator with kernel a. Then,

for every p ∈ (2,+∞), there exists a positive constant Mp such that

‖Ha‖Sp,∞ ≤Mp

∥∥∥a

υ

∥∥∥
Lp,∞υ

.

Proof. Suppose that for a function a on Rd
+ and p ∈ (2,+∞), a

υ
∈ Lp,∞υ (Rd

+). Then

∫
{x∈Rd+: |f(x)|>λ}

υ(x) dx ≤

(∥∥a
υ

∥∥
Lp,∞υ

λ

)p

, ∀λ > 0.

For an arbitrary λ > 0, let us define the functions fλ and gλ as follows:

fλ(x) =


a(x)
υ(x)

, if
∣∣∣a(x)υ(x)

∣∣∣ ≤ λ
2M∞

0, otherwise

and

gλ(x) =


a(x)
υ(x)

, if
∣∣∣a(x)υ(x)

∣∣∣ > λ
2M∞

0, otherwise

,
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for every x ∈ Rd
+. Then

πHa(λ) ≤ πHυfλ

(
λ

2

)
+ πHυgλ

(
λ

2

)
.

The sequence of singular values {sn(Hυfλ)}n∈N is decreasing so that

sn(Hυfλ) ≤ s1(Hυfλ) = ‖Hυfλ‖ ≤M∞
λ

2M∞
=
λ

2
, ∀n ∈ N,

where the last inequality comes after (4.52). Consequently, πHυfλ
(λ
2
) = 0 and

πHa(λ) ≤ πHυgλ

(
λ

2

)
. (4.53)

Besides, gλ ∈ L2
υ(Rd

+). In order to see this we make use of the following formula:

‖gλ‖2L2
υ

= 2

∫ +∞

0

s

∫
{x∈Rd+: |gλ(x)|>s}

υ(x) dx ds ;

see [13]. Thus, we obtain

‖gλ‖2L2
υ

= 2

∫
{x∈Rd+: | a(x)υ(x) |> λ

2M∞}

υ(x) dx

∫ λ
2M∞

0

s ds+ 2

∫ +∞

λ
2M∞

s

∫
{x∈Rd+: | a(x)υ(x) |>s}

υ(x) dx ds

≤ 2
∥∥∥a

υ

∥∥∥p
Lp,∞υ

λ−p(2M∞)p
∫ λ

2M∞

0

s ds+ 2
∥∥∥a

υ

∥∥∥p
Lp,∞υ

∫ +∞

λ
2M∞

s1−p ds

=
∥∥∥a

υ

∥∥∥p
Lp,∞υ

λ2−p(2M∞)p−2 +
2

p− 2

∥∥∥a

υ

∥∥∥p
Lp,∞υ

λ2−p(2M∞)p−2

=
p

p− 2

∥∥∥a

υ

∥∥∥p
Lp,∞υ

λ2−p(2M∞)p−2 < +∞,

(4.54)

so gλ ∈ L2
υ(Rd

+). Moreover, assumption (4.52) gives

‖Hυgλ‖S2,∞ ≤ ‖Hυgλ‖S2 ≤M2‖gλ‖L2
υ
.

Therefore, a combination of (4.53) and (4.54) results

πHa(λ) ≤ πHυgλ

(
λ

2

)
≤ 22λ−2‖Hυgλ‖2S2,∞

≤ 22λ−2M2
2‖gλ‖2L2

υ

≤ λ−p
2ppM2

2M
p−2
∞

p− 2

∥∥∥a

υ

∥∥∥p
Lp,∞υ

.

(4.55)

Now we set

Mp :=

(
2ppM2

2M
p−2
∞

p− 2

) 1
p
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and we notice that relation (4.55) does not depend on the choice of λ. Thus, after
multiplying by λp both the two sides of (4.55) and taking supremum, we conclude that

‖Ha‖Sp,∞ ≤Mp

∥∥∥a

υ

∥∥∥
Lp,∞υ

.

In order to prove the case for γ ≥ 1
2
, we work in a way similar to that one of the discrete

case. This means that we are going to make use of the reduction to one-dimensional
weighted Hankel operators. In §2.1.1 we saw that Ha is unitarily equivalent (modulo
null-spaces) to Γ0 (see (2.4)), which allows us to deduce the spectral behaviour of Ha

from that of Γ0. To achieve the latter, we will need the following lemma.

Lemma 4.20. Define the measure space

(M, µ) :=
⊕
n∈Z

(R, 2nm) , (4.56)

where m is the Lebesgue measure on R. Let φ be an analytic function on R, p ∈ (0,+∞),
and q ∈ (0,+∞]. If

⊕
n∈Z 2n(d−1)φ ∗ Vn ∈ Lp,q(M, µ), then the weighted Hankel operator

Γ
d−1
2
,d−1

2

φ̂
belongs to Sp,q, where φ̂ = Fφ.

Proof. Like in the discrete case, we define the space

B
1
p
+d−1

p,q (R+) :=

{
f ∈ Hol(C+) :

⊕
n∈Z

2n(d−1)f ∗ Vn ∈ Lp,q(M, µ)

}

and we aim to prove that the mapping f 7→ Γ
d−1
2
, d−1

2

f̂
is a bounded linear operator from

B
1
p
+d−1

p,q (R+) to Sp,q. According to Theorem 1.10, the mapping f 7→ Γ
d−1
2
, d−1

2

f̂
represents

a bounded linear operator from B
1
p
+d−1

p to Sp, ∀p ∈ (0,+∞). Furthermore, by using the
real interpolation method and the reiteration theorem it can be proved that, for every
p0, p1 ∈ (0,+∞), θ ∈ (0, 1) and q ∈ (0,+∞],

(Sp0 ,Sp1)θ,q = Sp,q, where p = (1− θ)p0 + θp1.

Thus, in order to prove the initial statement, it remains to prove that, for every p0, p1 ∈
(0,+∞), θ ∈ (0, 1) and q ∈ (0,+∞],(

B
1
p0

+d−1
p0 , B

1
p1

+d−1
p1

)
θ,q

= B
1
p
+d−1

p,q

where p = (1− θ)p0 + θp1. To this end, we make use again of the retract argument. For
let

J f =
⊕
n∈Z

2n(d−1)f ∗ Vn, ∀f ∈ B
1
p
+d−1

p .

Then, by the definition of the Besov space B
1
p
+d−1

p (see 1.10), J is an isometry from

B
1
p
+d−1

p to Lp(M, µ), where (M, µ) is defined in (4.56). In addition, for every n ∈ Z, we
define the polynomials

Ṽn(x) = Vn−1(x) + Vn(x) + Vn+1(x), ∀x ∈ R+,
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where Vn are described in (1.9). Notice that Vn ∗ Ṽn = Vn, for every n ∈ Z. Now we define
the linear operator

K
⊕
n∈Z

fn =
∑
n∈N0

2−n(d−1)fn ∗ Ṽn, ∀
⊕
n∈Z

fn ∈ Lp(M, µ),

which is bounded from Lp(M, µ) to B
1
p
+d−1

p . To see this, it is enough to check that∑
n∈Z

2n[1+p(d−1)]
∥∥∑
m∈Z

2−m(d−1)fm ∗ Ṽm ∗ Vn
∥∥p
p
< +∞, ∀

⊕
n∈Z

fn ∈ Lp(M, µ). (4.57)

Observe that for every n ∈ Z,∑
m∈Z

fm ∗ Ṽm ∗ Vn = fn−1 ∗ Ṽn−1 ∗ Vn + fn ∗ Vn ∗ Vn + fn+1 ∗ Ṽn+1 ∗ Vn

= fn−1 ∗ Ṽn−1 ∗ Vn + fn ∗ Vn + fn+1 ∗ Ṽn+1 ∗ Vn.

Thus, for every n ∈ Z,∥∥∑
m∈Z

2−m(d−1)fm ∗ Ṽm ∗ Vn
∥∥p
p
. ‖2−(n−1)(d−1)fn−1 ∗ Ṽn−1 ∗ Vn‖pp + ‖2−n(d−1)fn ∗ Vn‖pp+

+ ‖2−(n+1)(d−1)fn+1 ∗ Ṽn+1 ∗ Vn‖pp. (4.58)

Now we split the remaining of the proof into two cases: p ∈ (1,+∞), and p ∈ (0, 1].
Assume first that p ∈ (1,+∞). Moreover the function v (see (1.8)) belongs to C∞c (R) ⊂
S(R), where S(R) is the Schwartz class on R. Therefore, for any m,n ∈ N0,

sup
x∈R
|x|m|v(n)(x)| < +∞.

Thus, according to Theorem B.1, v ∈ Mp(R). Furthermore, Theorem B.2 yields that
vn ∈Mp(R), with ‖vn‖Mp(R) = ‖v‖Mp(R), ∀n ∈ Z. Consequently,

‖f ∗ Vn‖p ≤ ‖v‖Mp(R)‖f‖p, ∀f ∈ Lp(R), ∀n ∈ Z. (4.59)

Moreover, by (4.59) we get∑
n∈Z

2n[1+p(d−1)]‖2−(n−1)(d−1)fn−1 ∗ Ṽn−1 ∗ Vn‖pp =
∑
n∈Z

2(n+1)[1+p(d−1)]‖2−n(d−1)fn ∗ Ṽn ∗ Vn+1‖pp

.
∑
n∈Z

2n[1+p(d−1)]‖2−n(d−1)fn‖pp,

and similarly,∑
n∈Z

2n[1+p(d−1)]‖2−(n+1)(d−1)fn+1 ∗ Ṽn+1 ∗ Vn‖pp .
∑
n∈Z

2n[1+p(d−1)]‖2−n(d−1)fn‖pp.

Therefore, by applying (4.58), and (4.59) we finally get∑
n∈Z

2n[1+p(d−1)]
∥∥∑
m∈Z

2−m(d−1)fm ∗ Ṽm ∗ Vn
∥∥p
p
.
∑
n∈Z

2n[1+p(d−1)]‖2−n(d−1)fn‖pp

=
∥∥⊕
n∈Z

fn
∥∥p
p
,



4.3. CONTINUOUS CASE 75

which actually proves (4.57). Finally, we have that

KJ f =
∑
n∈Z

fn ∗ Vn ∗ Ṽn

=
∑
n∈Z

fn ∗ Vn = f, ∀f ∈ B
1
p
+d−1

p ,

so, according to the retract argument, the proof for p > 1 is complete.
Now let p ∈ (0, 1] and we again want to prove (4.57). To this end, we need to show

that the sequence {Vn}n∈Z defines a uniformly bounded sequence of Mp(R) multipliers.
Moreover, notice that, since we only deal with bounded operators, it makes sense to
restrict again our investigation on multipliers of the Hardy space Hp(R). Therefore, due
to Theorem B.2, it is enough to prove that v defines a multiplier on Hp(R). To this end,
we only need to verify that v satisfies conditions (i) and (ii) of Theorem C.1, which is
already done in the proof of Lemma 4.4.

Lemma 4.21. Let γ ≥ 1
2

and a0 be a complex valued function in CM(R+) which satisfies
relation (3.10). Then

i) ‖2n(d−1)(F−1a0) ∗ Vn‖∞ ≤
∫ 2n+1

2n−1 |2n(d−1)a0(x)| dx and,

ii) 2n‖2n(d−1)(F−1a0) ∗ Vn‖qq ≤ Cq

(∑M
m=0

∫ 2n+1

2n−1 x
m|2n(d−1)a0

(m)(x)| dx
)q

, ∀q > 1
M

,

for every n ∈ Z, where Cq is a positive constant that depends only on q.

Proof. The proof of this lemma is obtained by repeating the proof of [24, Lemma 3.5]
with ȟn = 2n(d−1)(F−1a0) ∗ Vn.

Proof of Lemma 3.6. Firstly, we prove the case for γ ∈ (0, 1
2
). If we set γ = 1

p
, essentially,

we want to prove that Ha ∈ Sp,∞. This will be done by proving that there are some
positive constants M2 and M∞ such that

‖Ha‖S2 ≤M2

∥∥∥a

υ

∥∥∥
L2
υ

and
‖Ha‖ ≤M∞

∥∥∥a

υ

∥∥∥
L∞

,

where

υ(x) =

(
d∑
j=1

xj

)−d
, ∀x ∈ Rd

+.

Then Lemma 4.19 implies the desired result. We know that

‖Ha‖2S2
=

∫∫
Rd+

|a(x + y)|2 dx dy .

As a result,

‖Ha‖2S2
=

∫ +∞

0

· · ·
∫ +∞

0

|a(x1 + y1, . . . , xd + yd)|2 dx1 . . . dxd dy1 . . . dyd

=

∫ +∞

0

· · ·
∫ +∞

0

∫ z1

0

· · ·
∫ zd

0

|a(z1, . . . , zd)|2 dz1 . . . dzd dx′1 . . . dx
′
d

,
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where the last line comes by making the change of variables x′j = xj and zj = xj + yj,
∀j = 1, . . . , d. Thus,

‖Ha‖2S2
=

∫ +∞

0

· · ·
∫ +∞

0

d∏
j=1

xj|a(x1, . . . , xd)|2 dx1 . . . dxd

≤
∫ +∞

0

· · ·
∫ +∞

0

( d∑
j=1

xj
)d|a(x1, . . . , xd)|2 dx1 . . . dxd =

∥∥∥a

υ

∥∥∥2
L2
υ

so that M2 = 1. Moreover, if a
υ
∈ L∞(Rd

+), then

|a(x)| ≤
∥∥a
υ

∥∥
∞

(x1 + · · ·+ xd)d

≤
∥∥a
υ

∥∥
∞

x1 . . . xd
, ∀x = (x1, . . . , xd) ∈ Rd

+,

and

|(Haf, g)| ≤
∫∫
Rd+

|a(x + y)| |f(y)| |g(x)| dy dx

≤
∥∥∥a

υ

∥∥∥
∞

∫ +∞

0

· · ·
∫ +∞

0

|f(y1, . . . , yd)| |g(x1, . . . , xd)|
(x1 + y1) . . . (xd + yd)

dx1 . . . dxd dy1 . . . dyd

≤ πd
∥∥∥a

υ

∥∥∥
∞
‖f‖2 ‖g‖2 , ∀f, g ∈ L

2(Rd
+),

where the last inequality follows by the boundedness of Carleman operator. More pre-
cisely, the last integral is the inner product

(⊗d
j=1 C f, g

)
, where C denotes the Carleman

operator. Moreover, the last computation shows that M∞ = πd. Finally, in order to use
Lemma 4.19 and get the desired result, it remains to prove that if a0 satisfies relation
(3.10), then a

υ
∈ Lp,∞v . For λ > 0,

{
x ∈ Rd

+ :
|a(x)|
υ(x)

> λ

}
=

{
x ∈ Rd

+ :
( d∑
j=1

xj
)d |a0(x1 + x2)| > λ

}

⊂

x ∈ Rd
+ : A0

〈
log
( d∑
j=1

xj
)〉− 1

p

> λ


=

{
x ∈ Rd

+ :

〈
log
( d∑
j=1

xj
)〉

<

(
A0

λ

)p}
,

where A0 := supt>0 t
2 〈log t〉γ |a0(t)|. Therefore,∫

· · ·
∫

{x∈Rd+:
|a(x)|
υ(x)

>λ}

dx1 . . . dxd
(x1 + · · ·+ xd)d

≤
∫
· · ·
∫

{x∈Rd+: 〈log(x1+···+xd)〉<(A0
λ )

p}

dx1 . . . dxd
(x1 + · · ·+ xd)d

. (4.60)
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Set x′1 = x1, x
′
2 = x2, . . . , x

′
d−1 = xd−1, and x = x1 + · · ·+ xd. Then (4.60) gives∫

· · ·
∫

{x∈Rd+:
|a(x)|
υ(x)

>λ}

dx1 . . . dxd
(x1 + · · ·+ xd)d

≤
∫
· · ·
∫

{x∈Rd+: 〈log(x1+···+xd)〉<(A0
λ )

p}

dx1 . . . dxd
(x1 + · · ·+ xd)d

≤
∫
Aλ

∫ x

0

dx1

∫ x

0

dx2· · ·
∫ x

0

dxd−1
dx

xd

=

∫
Aλ

dx

x
,

where

Aλ :=

{
x ∈ R+ : 〈log x〉 <

(
A0

λ

)p}
.

Besides, if we set A−λ := Aλ ∩ (0, 1), A+
λ := Aλ ∩ [1,+∞), and x0(λ) := λ−p

√
A2p

0 − λ2p

(provided that λ ∈ (0, A0)), then it can be verified that A−λ = (e−x0(λ), 1) and A+
λ =

[1, ex0(λ)), so that Aλ = (e−x0(λ), ex0(λ)). As a result,∫
· · ·
∫

{x∈Rd+:
|a(x)|
υ(x)

>λ}

dx1 . . . dxd
(x1 + · · ·+ xd)d

≤ 2x0(λ) ≤ 2λ−pAp0.

Thus,

λp
∫∫

{x∈R2
+:
|a(x)|
υ(x)

>λ}

dx1 dx2
(x1 + x2)2

≤ 2Ap0,

and taking supremum over λ ∈ (0, A0) implies that∥∥∥a

υ

∥∥∥
Lp,∞υ
≤ 2

1
pA0.

From the last relation and by using Lemma 4.19, we conclude that there exists a positive
constant Mp, such that

‖Ha‖Sp,∞ ≤Mp

∥∥∥a

υ

∥∥∥
Lp,∞υ
≤ 2γMpA0,

so that relation (3.11) comes true, by setting Cγ = 2γMp.
Now assume that γ ≥ 1

2
and let p = 1

γ
. According to the discussion that precedes

Lemma 4.20 and the Lemma itself, in order to prove that Ha ∈ Sp,∞, it is enough to
show that

⊕
n∈Z 2n(d−1)(F−1a0) ∗ Vn ∈ Lp,∞(M, µ), where the measure space (M, µ) is

described in Lemma 4.20. Equivalently, we need to show that

sup
s>0

sp
∑
n∈Z

2n
∣∣{x ∈ R : |2n(d−1)

(
(F−1a0) ∗ Vn

)
(x)| > s}

∣∣ < +∞. (4.61)

For every n ∈ Z and s > 0, set

En(s) :=
{
x ∈ R : |2n(d−1)

(
(F−1a0) ∗ Vn

)
(x)| > s

}
.

Then, for any q > 0,

sq|En(s)| ≤ ‖2n(d−1)
(
(F−1a0) ∗ Vn

)
‖qq, ∀s > 0.
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Thus, for any q > 0,

sp
∑
n∈Z

2n|En(s)| = sp−q
∑
n∈Z

2nsq|En(s)|

≤ sp−q
∑
n∈Z

2n‖2n(d−1)
(
(F−1a0) ∗ Vn

)
‖qq, ∀s > 0.

Moreover, Lemma 4.21 gives that, for any q ∈ (M−1, p), where M is defined in (1.14),

sp
∑
n∈Z

2n|En(s)| ≤ Cqs
p−q
∑
n∈Z

(
M∑
m=0

∫ 2n+1

2n−1

xm|2n(d−1)a0
(m)(x)| dx

)q

, ∀s > 0. (4.62)

Moreover, for every m = 0, 1, . . . ,M , let Am be such that

|a0
(m)(t)| ≤ Amt

−d−m 〈log t〉−γ , ∀t > 0.

Then, for all n ∈ Z and m = 0, 1, . . . ,M ,∫ 2n+1

2n−1

xm|2n(d−1)a0
(m)(x)| dx ≤ 2n(d−1)Am

∫ 2n+1

2n−1

x−d 〈log x〉−γ dx

= 2n(d−1)Am log 2

∫ n+1

n−1
2−(d−1)t 〈t log 2〉−γ dt , for t = log2 x

. 2n(d−1)Am

∫ n+1

n−1
2−(d−1)t 〈t〉−γ dt

. Am 〈n〉−γ .

So there exists a positive constant C such that∫ 2n+1

2n−1

xm|2n(d−1)a0
(m)(x)| dx ≤ CAm 〈n〉−γ , ∀n ∈ Z, ∀m = 0, 1, . . . ,M,

and, for A :=
∑M

m=0Am, (4.62) gives that, for any q ∈ (M−1, p),

sp
∑
n∈Z

2n|En(s)| ≤ AqC ′qs
p−q
∑
n∈Z

〈n〉−γq , ∀s > 0. (4.63)

In addition, notice that, for any s ≥ ‖2n(d−1)
(
(F−1a0)∗Vn

)
‖∞, En(s) = ∅. Consequently,

by using the results of Lemma 4.21, we infer that if En(s) 6= ∅, then

s <

∫ 2n+1

2n−1

|2n(d−1)a0(x)| dx

≤ 2n(d−1)A0

∫ 2n+1

2n−1

x−d 〈log x〉−γ dx

. A0 〈n〉−γ , n ∈ Z.

So, if En(s) 6= ∅, then

〈n〉 ≤
(
CA0

s

)p
=: N(s),
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for some positive constant C. Thus, returning back to (4.63) gives

sp
∑
n∈Z

2n|En(s)| ≤ AqC ′qs
p−q
∑
n∈Z

〈n〉−γq

= AqC ′qs
p−q

∑
〈n〉≤N(s)

〈n〉−γq

. Aqsp−q
1

1− γq
N(s)1−γq

and, by substituting N(s), we finally see that there exists a positive constant C ′, inde-
pendent of s, such that

sp
∑
n∈Z

2n|En(s)| ≤ C ′Aq, ∀s > 0,

which indicates that (4.61) is finite. More precisely, we see that

sup
s>0

sp
∑
n∈Z

2n
∣∣{x ∈ R : |2n(d−1)

(
(F−1a0) ∗ Vn

)
(x)| > s}

∣∣ ≤ C ′Aq, ∀q ∈ (M−1, p);

thus taking the limit q → p gives∥∥∥∥∥⊕
n∈Z

2n(d−1)
(
(F−1a0) ∗ Vn

)∥∥∥∥∥
Lp,∞(M,µ)

≤ C ′
1
pA. (4.64)

Finally, an application of Lemma 4.20 combined with (4.64) gives immediately (3.11).

Proof of Lemma 3.7. Essentially, we want to prove that Ha ∈ S0
p,∞, where p = γ−1. To

this end, it is enough to approximate Ha in Sp,∞ by a sequence of S0
p,∞ operators which

satisfy (3.13), since S0
p,∞ is a closed subspace of Sp,∞. Notice that, for any γ > 0, there

exists γ′ > γ such that M(γ′) = M(γ). In addition, if we assume that a0(t) equals zero
for all small and large values of t, then Lemma 3.6 implies that sn(Ha) = O(n−γ

′
) and

thus, sn(Ha) = o(n−γ), when n→ +∞.
Now let χ0 and χ∞ be two smooth cut-off functions, defined as follows:

χ0(t) =

{
1, t ∈ (0, 1

4
]

0, t ≥ 1
2

, and χ∞(t) =

{
0, t ∈ (0, 2]

1, t ≥ 4
.

We also define the sequence of functions {ζN}N∈N, with ζN(t) = χ0(
t
N

)χ∞(Nt), for all
t > 0. Then notice that

ζN(t) =

{
0, t ∈ (0, 2

N
] ∪ [N

2
,+∞)

1, t ∈ [ 4
N
, N

4
]

.

In the sequel, for every N ∈ N, we define the Hankel operators HN with kernel(
a0ζN

)
(x1 + x2 + · · ·+ xd), ∀(x1, x2, . . . , xd) ∈ Rd

+.

Observe that a0ζN equals zero for all small and large values of t, so, by our initial discus-
sion, HN ∈ S0

p,∞. Now it remains to prove that

lim
N→+∞

‖Ha −HN‖Sp,∞ = 0.
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According to Lemma 3.6, it is enough to prove that

lim
N→+∞

sup
t>0

td+m 〈log t〉γ
∣∣∣[a0 (1− ζN)](m) (t)

∣∣∣ = 0, ∀m = 0, 1, . . . ,M(γ). (4.65)

Notice that, for any m = 0, 1, . . . ,M(γ),

[
a0(t)

(
1− ζN(t)

)](m)
=

m∑
k=0

(
m

k

)
a0

(k)(t)
(
1− ζN(t)

)(m−k)
, ∀t > 0,

and

td+m 〈log t〉γ
∣∣∣[a0 (1− ζN)](m) (t)

∣∣∣ ≤ m∑
k=0

(
m

k

) ∣∣a0
(k)(t)

∣∣ td+k 〈log t〉γ ×

× tm−k
∣∣∣(1− ζN(t)

)(m−k)∣∣∣ , ∀t > 0. (4.66)

Moreover, we choose N ≥ 4. Then for any t ∈ (0, 2
N

] ∪ [ 4
N
, N

4
] ∪ [N

2
,+∞), it can be easily

seen that
tk
∣∣∣(1− ζN(t)

)(k)∣∣∣ < +∞, ∀k = 1, 2, . . . ,m. (4.67)

In addition, for any k = 1, 2, . . . ,m, and any t ∈ ( 2
N
, 4
N

) ∪ (N
4
, N

2
),

tk
d

dtk
(1− ζN) (t) = (−1)k

k∑
j=0

(
k

j

)( t
N

)j
χ
(j)
0

( t
N

)
(Nt)k−j χ(k−j)

∞ (Nt). (4.68)

When k = 0, 1−ζN is always bounded by 1. Moreover, notice that, since we have assumed
that N ≥ 4,

χ0

( t
N

)
= 1, ∀t ∈ (

2

N
,

4

N
), and χ∞(Nt) = 1, ∀t ∈ (

N

4
,
N

2
). (4.69)

Therefore, (4.68) becomes

tk
d

dtk
(1− ζN) (t) = (−1)k

[
χ0

( t
n

)
(Nt)kχ(k)

∞ (Nt) +
( t
N

)k
χ
(k)
0

( t
N

)
χ∞(Nt)

]
,

for any t ∈ ( 2
N
, 4
N

) ∪ (N
4
, N

2
). Thus, (4.69) implies that, for any k = 1, 2, . . . ,m,

tk
∣∣∣∣ d

dtk
(1− ζN) (t)

∣∣∣∣ ≤ 4k max
t∈[2,4]

∣∣χ(k)
∞ (t)

∣∣ , ∀t ∈ ( 2

N
,

4

N

)
, (4.70)

and

tk
∣∣∣∣ d

dtk
(1− ζN) (t)

∣∣∣∣ ≤ 2−k max
t∈[ 1

4
, 1
2
]

∣∣∣χ(k)
0 (t)

∣∣∣ , ∀t ∈ (N
4
,
N

2

)
. (4.71)

As a result, relations (4.67), (4.70) and (4.71) yield that, for every m = 0, 1, . . . ,M(γ),
and every N ≥ 4,

sup
t>0

tm−k|
(
1− ζN(t)

)(m−k)| < +∞, for every k = 0, 1, . . . ,m.

Finally, observe that hypothesis (3.12) implies that, for any k = 0, 1, . . . ,m,

|a0
(k)(t)|td+k 〈log t〉γ → 0, when t→ 0+ or t→ +∞.

Therefore, the last two relations combined with (4.66), easily prove (4.65).
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4.3.2 The model operator and the proof of Theorem 3.8

Like we did in the discrete case, in order to prove Theorem 3.8, we need to introduce
a model Hankel operator H̃, which eventually, will give the spectral asymptotics of the
Hankel operator that is defined in Theorem 3.8. To this end, let b0, b∞ be two non-
negative constants, γ > 0, and χ0, χ∞ be two real valued functions in C∞(R+) defined
as follows:

χ0(t) =

{
1, t ∈ (0, 1

4
]

0, t ≥ 1
2

, and χ∞(t) =

{
0, t ∈ (0, 2]

1, t ≥ 4
. (4.72)

We now define the function σ as

σ(t) =
b∞

(d− 1)!
td−1| log t|−γχ0(t) +

b0
(d− 1)!

td−1| log t|−γχ∞(t), ∀t > 0. (4.73)

Lemma 4.22. Let γ > 0 and σ as described in (4.73) and denote by ã0 the Laplace
transform of σ, Lσ. Then

ã0(t) = t−d| log t|−γ (b0χ0(t) + b∞χ∞(t)) + g̃(t), ∀t > 0,

where the error kernel g̃ ∈ C∞(R+) satisfies

|g̃(m)(t)| ≤ Cmt
−d−m 〈log t〉−γ−1 , ∀t > 0, ∀m ∈ N0. (4.74)

Proof. First assume that b0 = 0 and b∞ = 1. Then

g̃(t) =
1

(d− 1)!

∫ +∞

0

λd−1| log λ|−γχ0(λ)e−λt dλ− t−d| log t|−γχ∞(t), ∀t > 0.

First of all, it can be easily seen that g̃ ∈ C∞(R+). Therefore, relation (4.74) holds true
in any compact interval of R+. Moreover, by the way χ0 and χ∞ have been defined, we
can easily see that g̃(m)(t) = O(1), when t → 0+, for any m ∈ N0, so that (4.74) holds
again. It now remains to prove that (4.74) also stays true when t → +∞, since then a
combination of these three cases will give the validity of (4.74) for any positive t. Indeed,

g̃(t) =
1

(d− 1)!

1
4∫

0

λd−1| log λ|−γe−λt dλ+

+
1

(d− 1)!

1
2∫

1
4

λd−1| log λ|−γe−λtχ0(λ) dλ− t−d| log t|−γ, ∀t ≥ 4.

It is easy to see that both the three terms, in the expression above, are C∞(R+) functions
of t and all the derivatives of the second integral decay exponentially fast as t → +∞.
Therefore, the derivatives of this integral satisfy (4.74). Finally, by using Lemma 4.6,
notice that

dm

dtm

(∫ 1
4

0

λd−1| log λ|−γe−λt dλ− t−d| log t|−γ
)

=



82 CHAPTER 4. PROOFS

= (−1)m


1
4∫

0

λm+d−1| log λ|−γe−λt dλ− (m+ d− 1)!t−d−m| log t|−γ

+

+
m∑
k=1

(
m

k

)(
t−d
)(m−k) [

(log t)−γ
](k)

,

and the RHS is equal to

t−d−mO(| log t|−γ−1) +
m∑
k=1

t−d−mO(| log t|−γ−1) = t−d−mO(| log t|−γ−1), t→ +∞.

Thus, (4.74) is satisfied. A similar approach proves that the (4.74) holds valid when
b∞ = 0 and b0 = 1. A combination of these two cases gives eventually that (4.74) holds
true for any b0, b∞ ≥ 0.

Lemma 4.23. Let γ > 0 and σ as described in (4.73). Denote by ã0 the Laplace transform
of σ, Lσ, and consider the Hankel operator H̃ : L2(Rd

+)→ L2(Rd
+), with

(
H̃f
)
(x1, . . . , xd) =

+∞∫
0

+∞∫
0

ã0

( d∑
i=1

(xi + yi)
)
f(y1, . . . , yd) dy1 . . . dyd , ∀f ∈ L2(Rd

+).

Then H̃ is unitarily equivalent to the pseudo-differential operator Ψ = Mβα(D)Mβ,
where

α(x) =


b0

2d(d−1)!x
−γ(1 + o(1)

)
, x→ +∞

b∞
2d(d−1)! |x|

−γ(1 + o(1)
)
, x→ −∞

, (4.75)

and

β =

√
F−1

(
cosh

( ·
2

))−d
(4.76)

Proof. First, notice that β in (4.76) is well-defined. The square root is allowed since

F−1
(
cosh

( ·
2

))−d
is positive on R. Indeed, it is enough to observe that F−1

(
cosh

( ·
2

))−1
=

2π (cosh(2π2·))−1, which is a positive function. Then the result is obtained by noticing
that the convolution of positive functions is positive.

Now let f, g ∈ L2(Rd
+), then

(
H̃f, g

)
=

+∞∫
0

∫
R+

· · ·
∫
R+

√
σ(λ)e−λ

∑d
i=1 yif(y1, . . . , yd) dy1 . . . dyd

×
×

∫
R+

· · ·
∫
R+

√
σ(λ)e−λ

∑d
i=1 xig(x1, . . . , xd) dx1 . . . dxd

 dλ .

So, if L : L2(Rd
+)→ L2(R+), such that(

Lf
)
(λ) =

√
σ(λ)

∫
R+

· · ·
∫
R+

e−λ
∑d
i=1 xif(x1, . . . , xd) dx1 . . . dxd , ∀f ∈ L2(Rd

+), ∀λ > 0,
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then H̃ = L∗L. Then, if we set S := LL∗, Lemma 4.1 implies that the non-zero parts of
H̃ and S are equivalent. Notice that, for any f ∈ L2(Rd

+) and g ∈ L2(R+),

(
Lf, g

)
=

∫
R+

· · ·
∫
R+

f(x1, . . . , xd)

+∞∫
0

√
σ(λ)e−λ

∑d
i=1 xig(λ) dλ dx1 . . . dxd ,

and consequently,(
L∗g
)
(x1, . . . , xd) =

(
L
√
σg
)
(x1 + · · ·+ xd), ∀g ∈ L2(R+), ∀(x1, . . . , xd) ∈ Rd

+.

Therefore, for any f ∈ L2(R+) and λ > 0,

(
Sf
)
(λ) =

√
σ(λ)

∫
R+

· · ·
∫
R+

+∞∫
0

√
σ(µ)f(µ)e−µ

∑d
i=1 xie−λ

∑d
i=1 xi dµ dx1 . . . dxd .

Notice that ∫ +∞

0

e−(λ+µ)x dx =
1

λ+ µ
,

so (
Sf
)
(λ) =

∫ +∞

0

√
σ(λ)

f(µ)

(λ+ µ)d

√
σ(µ) dµ .

Now, with the help of the unitary transformation U : L2(R+)→ L2(R), where(
Uf
)
(x) = e

x
2 f(ex),

we can see that S = U∗M
1
2
αTM

1
2
αU , where

α(x) = 2−de−(d−1)xσ(ex), ∀x ∈ R, (4.77)

and T : L2(R)→ L2(R), with

(
Tf
)
(x) =

∫
R

1

coshd
(
x−y
2

)f(y) dy , ∀f ∈ L2(R), ∀x ∈ R.

Ensuing, let β be as defined in (4.76). Then Fβ2 =
(
cosh

( ·
2

))−d
and as a result, S is

unitarily equivalent to the pseudo-differential operator Mβα(D)Mβ. Finally, it is not
difficult to see that α, as it is defined in (4.77), satisfies indeed (4.75).

Lemma 4.24 (Eigenvalue asymptotics of the model operator). Let H̃ be the model oper-
ator, as it is also described in Lemma 4.23. Then H̃ is compact and its eigenvalues follow
the asymptotic formula below:

λ±n (H̃) = C±n−γ + o(n−γ), n→ +∞, (4.78)

where the constant C± is given by (3.17).
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Proof. In Lemma 4.23 we saw that H̃ is unitarily equivalent (modulo null-spaces) to a
compact pseudo-differential operator Ψ =Mβα(D)Mβ, where α and β are described by
(4.75) and (4.76), respectively. Thus, it only remains to retrieve the eigenvalue asymp-
totics of Ψ. This will be achieved by using Lemma D.1.

We start by proving that the conditions of Lemma D.1 are satisfied. Indeed, α is
already given by (4.75) in the right form. Finally, by differentiating, we can see that(
cosh

( ·
2

))−d ∈ S(R) and consequently, β2 ∈ S(R), too. As a result, all the conditions
of Lemma D.1 are satisfied and therefore, the eigenvalue asymptotics of Ψ are given by
(D.7), for A(+∞) = b0

2d(d−1)! and A(−∞) = b∞
2d(d−1)! . Therefore, the eigenvalue asymptotic

formula for H̃ is described by (4.78).

Proof of Theorem 3.8. The proof is based on an application of Lemma 4.2, but first we
need to reduce to the case of κ = 1, where 1 = (1, 1, . . . , 1). Indeed, For f ∈ L2(Rd

+),(
Haf

)
(x) =

∫
Rd+

a(x + y)f(y) dy

=

∫
R+

· · ·
∫
R+

a0

(
κ · (x1 + y1, . . . , xd + yd)

)
f(y1, . . . , yd) dy1 . . . dyd

= (κ1 . . . κd)
−1
∫
R+

· · ·
∫
R+

a0

( d∑
i=1

(κixi + y′i)
)
f
(y′1
κ1
, . . . ,

y′d
κd

)
dy′1 . . . dy

′
d ,

(4.79)

by making the change of variables y′i = κiyi, for i = 1, . . . , d. Now we define the operator
T : L2(Rd

+)→ L2(Rd
+) by

(
Tf
)
(x1, . . . , xd) :=

1
√
κ1 . . . κd

f

(
x1
κ1
, . . .

xd
κd

)
, ∀f ∈ L2(Rd

+), ∀(x1, . . . , xd) ∈ Rd
+,

and we notice that it is an isometric isomorphism. Getting back to (4.79) and setting
x′i = κixi, for i = 1, . . . , d, we have:

√
κ1 . . . κd

(
Haf

)(x′1
κ1
, . . . ,

x′d
κd

)
=

∫
R+

· · ·
∫
R+

a0

( d∑
i=1

(x′i + y′i)
)(
Tf
)
(y′1, . . . , y

′
d) dy′1 . . . dy

′
d

and equivalently,

κ1 . . . κd
(
THaf

)
(x1, . . . , xd) =

(
H1Tf

)
(x1, . . . , xd), ∀f ∈ L2(Rd

+), ∀(x1, . . . , xd) ∈ R2
+.

where H1 is the integral Hankel operator with kernel

a1(x) := a0(x1 + x2 + · · ·+ xd), ∀x = (x1, x2, . . . , xd) ∈ Rd
+.

Thus,

Ha ∼
1

κ1 . . . κd
H1 (4.80)

and it remains to find the eigenvalue asymptotics of H1.
First of all, the hypotheses of the Theorem enable us to express the function a0 as

a0(t) = b0t
−d| log t|−γχ0(t) + b∞t

−d| log t|−γχ∞(t) + g(t), ∀t > 0,



4.3. CONTINUOUS CASE 85

where the functions χ0 and χ∞ are defined in (4.72). Now express the operator H1 as

H1 = H̃ + (H1 − H̃),

where H̃ is the model operator which was constructed in Lemma 4.24. In terms of kernels,
this corresponds to

a1 = ã + (g − g̃),

where ã(x) = ã0(1 · x). Observe that the asymptotic formula for the eigenvalues of H̃
is already known by Lemma 4.24. Therefore, in order to apply Lemma 4.2 we need to
prove that the spectral contribution of H1 − H̃ is negligible. To see this, notice that the
function g satisfies the “little o” conditions in relations (3.14) and (3.15) and, by Lemma
4.22, same does g̃. Thus, the function g − g̃ satisfies the assumptions of Lemma 3.7 and
as a result,

sn(H1 − H̃) = o(n−γ), n→ +∞.

Now it is readily seen that Lemma 4.2 can be applied and it implies that

λ±n (H1) = λ±n (H̃), ∀n ∈ N.

As a result, relation (4.80) and the eigenvalue asymptotics of H̃ (Lemma 4.24) yield
(3.16).



Chapter 5

Null-spaces of multi-variable Hankel
operators

Our main results aim to provide asymptotics for the non-zero eigenvalues of the investi-
gated Hankel operators. It is natural to ask though what happens with the zero eigenvalues
or equivalently, with null-spaces of Hankel operators. We recall that, for any operator
T : X → Y , its null-space Null(T ) is defined as

Null(T ) := {x ∈ X : Tx = 0} .

This section is devoted to the dimension of null-spaces of multidimensional Hankel oper-
ators. To begin with, let us consider the example of a Hankel operator Ha : `2(Nd

0) →
`2(Nd

0), where a(j) = a0(|j|) and a0 is a complex valued sequence defined on N0. It is
easy to check that the null-space of Ha is of infinite dimension. This could be done
by considering elements x(j) of `2(Nd

0) such that they sum to zero on the hyperplanes
|j| = n, ∀n ∈ N, and x(0, . . . , 0) = 0. For example, for every n ∈ N, define

xn(j1, j2, . . . , jd) =


1, if j1 = n and jd = 0,
−1, if j1 = 0 and jd = n,

0, otherwise
,

and observe that (
Haxn

)
(i) =

∑
j∈Nd0

a0(|i|+ |j|)xn(j) = 0, ∀i ∈ Nd
0,

so that Haxn = 0, ∀n ∈ N. Finally, notice that the sequence {xn}n∈N comprises linearly
independent elements of `2(Nd

0) and therefore Null(Ha) is infinite dimensional.
It is natural to ask if this is a common property of multi-dimensional Hankel operators

or we can find a multi-dimensional Hankel operator with trivial null-space. We remind
that in the one dimensional case what holds is that every Hankel operator has either trivial
or infinite dimensional null-space. This can be proved by using Beurling’s theorem (cf.
[21, §1.2]) and it is intriguing to see whether a generalisation holds in several dimensions.

The answer to the previous question is affirmative. For consider an arbitrary Hankel
operator Ha : `2(Nd

0) → `2(Nd
0) and define the operators L and R, acting on `2(Nd

0), as
follows: for any x ∈ `2(Nd

0),(
Lx
)
(i1, i2, . . . , id) = x(i1 + 1, i2, . . . , id), ∀(i1, i2, . . . , id) ∈ Nd

0;
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and

(
Rx
)
(i1, i2, . . . , id) =

{
0, if i1 = 0

x(i1 − 1, i2, . . . , id), otherwise
, ∀(i1, i2, . . . , id) ∈ Nd

0.

Then, for any y ∈ `2(Nd
0), there exists a (non-unique) ỹ ∈ `2(Nd

0), such that Lỹ = y.
Indeed, define

ỹ = Ry. (5.1)

Ensuing, assume that x ∈ Null(Ha) \ {0} or equivalently, that (Hax, y) = 0, ∀y ∈ `2(Nd
0),

where x 6= 0. Let y ∈ `2(Nd
0) and observe that

(HaRx, y) = (HaRx,Lỹ) (where ỹ is defined in (5.1))

=
∑
i,j∈Nd0

a(i+ j)
(
Rx
)
(j)
(
Lỹ
)
(i)

=
∑
i∈Nd0

∑
j1≥1

j2,...,jd≥0

a(i+ j)x(j1 − 1, j2, . . . , jd)ỹ(i1 + 1, i2, . . . , id)

=
∑
i1≥1

i2,...,id≥0

∑
j∈Nd0

a(i+ j)x(j)ỹ(i)

=
∑
i,j∈Nd0

a(i+ j)x(j)ỹ(i), since ỹ(0, n) = 0, ∀n ∈ Nd−1
0

= (Hax, ỹ) = 0.

Thus, Rx ∈ Null(Ha) and inductively, it can be proved that Rnx ∈ Null(Ha), ∀n ∈ N.
Now it remains to show that the vectors x,Rx, . . . , Rnx, . . . form a sequence of linearly
independent elements of Null(Ha). To this end, let N ∈ N and assume that there are
complex constants {κj}Nj=0, such that

N∑
j=0

κjR
jx = 0 and

N∑
j=0

|κj|2 > 0.

Then, for any i1 ≥ N ,

N∑
j=0

κjx(i1 − j, i2, . . . , id) = 0, ∀i2, . . . , id ≥ 0. (5.2)

Similarly, for any i1 ∈ {0, 1, . . . , N − 1},

i1∑
j=0

κjx(i1 − j, i2, . . . , id) = 0, ∀i2, . . . , id ≥ 0.

Thus, if we assume that κ0 6= 0, taking i1 = 0 yields that

x(0, i2, . . . , id) = 0, ∀i2, . . . , id ≥ 0.

Repeating for i1 = 1, 2, . . . , N − 1 results that

x(i1, i2, . . . , id) = 0, ∀i1 ∈ {0, 1, . . . , N − 1}, ∀i2, . . . , id ≥ 0,
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and therefore, (5.2) eventually gives that

x(i1, i2, . . . , id) = 0, ∀(i1, . . . , id) ∈ Nd
0 ⇔ x = 0;

though the latter is a contradiction and as a result, κ0 = 0. Then (5.2) is reduced to

N∑
j=1

κjx(i1 − j, i2, . . . , id) = 0, ∀i1 ≥ N, ∀i2, . . . , id ≥ 0.

Moreover, we have that for any i1 ∈ {1, 2, . . . , N − 1}

i1∑
j=1

κjx(i1 − j, i2, . . . , id) = 0, ∀i2, . . . , id ≥ 0.

Thus, if we assume that κ1 6= 0 and pick i1 = 1, then, a repetition of the previous
arguments will lead to a contradiction. Thus, we prove inductively that κj = 0, for all
j = 0, 1, . . . , N , and consequently, {Rjx}j∈N0 is indeed a sequence of linearly independent
vectors of Null(Ha), which shows that the null-space of Ha is infinite dimensional.

For the continuous case, we can similarly define the operators L : L2(Rd
+)→ L2(Rd

+),
with (

Lf
)
(x1, x) = f(x1 + 1, x), ∀(x1, x) ∈ R+ × Rd−1

+ , ∀f ∈ L2(Rd
+),

and R : L2(Rd
+)→ L2(Rd

+), with

(
Rf
)
(x1, x) =

{
0, x1 ∈ (0, 1]

f(x1 − 1, x), x1 ∈ (1,+∞)
, ∀(x1, x) ∈ R+ × Rd−1

+ , ∀f ∈ L2(Rd
+).

By a similar reasoning, we can prove that if f ∈ Null(H) \ {0}, where H is an inte-
gral Hankel operator on L2(Rd

+), then {Rjf}j∈N0 forms a linear independent sequence of
Null(H).

Finally, to the best of the author’s knowledge, a multi-variable analogue of Beurling-
Lax theorem is unknown. In particular, a classification or an explicit description of the
shift invariant subspaces of H2(Dd), i.e. closed subspaces S of H2(Dd) such that ziS ⊂ S,
for any i = 1, 2, . . . , d, seems to be a very difficult problem (cf. [27, p. 78]). Useful
information about the topic, as well as, a construction of a particular type of invariant
spaces of H2(Dd) can be found in [17].
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Appendix A

Interpolation

LetX1 andX2 be two topological vector spaces (eg. quasi-Banach spaces). If there exists a
Hausdorff topological vector space V such that X1 and X2 are continuously embedded into
it, then X1 and X2 are called compatible (or compatible couple). Moreover, X1 ∩X2 and
X1+X2 are subspaces of V . For sake of simplicity, let us assume that Xi and Yi, where i =
1, 2, are two pairs of compatible quasi-Banach spaces. Denote by X := (X1, X2) and Y :=
(Y1, Y2) the quasi-Banach spaces with the following properties. For A = X or Y , A1∩A2 is
continuously embedded into A and A is continuously embedded into A1+A2. Furthermore,
if T : X1 + X2 → Y1 + Y2 is a linear operator such that the restrictions TXi→Yi , i = 1, 2,
are bounded linear operators, then the restriction TX→Y is a bounded linear operator,
too. Under those conditions, X and Y are called interpolation spaces with respect to
X1, X2 and Y1, Y2, respectively. The main purpose of the various interpolation methods is
to reduce the boundedness examination to simpler vector spaces, on which boundedness
conditions are obtained more easily. Two of the most common techniques in interpolation
are the K-method (a real interpolation method) and the complex interpolation method.
More precisely, given a compatible couple of quasi-Banach spaces X1 and X2, the K-
method generates the interpolation spaces

Xθ,q := (X1, X2)θ,q,

where either θ ∈ (0, 1) and q ∈ [1,+∞], or θ ∈ [0, 1] and q = +∞; and the complex
interpolation method the spaces

X[θ] := (X1, X2), θ ∈ (0, 1).

The reiteration theorem below provides a way to produce intermediate spaces, when
we interpolate between spaces that have been obtained by the K-method or by complex
interpolation; see [3, §3.5 and §4.6], for the real and the complex method, respectively.

Theorem A.1 (Reiteration Theorem). Let Xθ0,q0 and Xθ1,q1 (resp. X[θ1], X[θ2]) be two
interpolation spaces created by the K-method (resp. complex method) from the compatible
couple X1, X2. Then for any q ∈ [1,+∞]

(Xθ0,q0 , Xθ1,q1)θ,q = Xθ,q

(
resp.

(
X[θ0], X[θ1]

)
[θ]

= X[θ]

)
, where θ = (1−t)θ0+tθ1, t ∈ (0, 1).

Finally, another useful technique is the so called retract argument. Like the reiteration
theorem, it also applies in both real and complex interpolation. If X and Y are two quasi-
Banach spaces, then X is a retract of Y if there are bounded linear mappings J : X → Y
and K : Y → X such that KJ is the identity map on X. Then we have the following
theorem:
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Theorem A.2 (Retract argument, [3], Theorem 6.4.2). If Xi and Yi, for i = 1, 2, are
two compatible couples of quasi-Banach spaces such that Xi is a retract of Yi, then the
(quasi-Banach) spaces Xθ,q and X[θ] are retracts of the (quasi-Banach) spaces Yθ,q and
Y[θ], respectively.

A.1 Complex interpolation

We present a bit more detailed description of some aspects of complex interpolation, since
this method is also used for proving some of our lemmas.

Let (X0, ‖·‖(0)) and (X1, ‖·‖(1)) be a compatible couple of complex quasi-Banach spaces
and define the space X := X0 +X1, which we endow with the norm

‖x‖+ := inf
{
‖x0‖(0) + ‖x1‖(1) , x = x0 + x1

}
, ∀x ∈ X.

Then (X, ‖·‖+) is a quasi-Banach space, too.
Ensuing, we define the closed strip

S = {z ∈ C : 0 ≤ Re z ≤ 1} (A.1)

and we denote by S◦ it interior. Let F (X0, X1) be the set of functions f : S → X which
are continuous on S, analytic in S◦ and satisfy the following three conditions:

(i) f(it) ∈ X0, for all t ∈ R, and the map t 7→ f(it) is ‖·‖(0)-continuous. Similarly,

f(1 + it) ∈ X1, for all t ∈ R, and the map t 7→ f(1 + it) is ‖·‖(1)-continuous.

(ii) supz∈S ‖f(z)‖+ < +∞.

(iii) |||f ||| := supt∈R

{
‖f(it)‖(0) , ‖f(1 + it)‖(1)

}
< +∞.

Then (F (X0, X1), |||·|||) is a Banach space. Furthermore, for any t ∈ (0, 1), define the
space

Xt := {f(t), f ∈ F (X0, X1)}

with norm

‖x‖(t) := inf
{f∈F (X0,X1): f(t)=x}

|||f |||.

Then Xt is the interpolation space (X0, X1)[t].
We close this section by displaying a useful lemma that often occurs in complex inter-

polation.

Theorem A.3 (Hadamard’s three line theorem). Let φ : S → C be a continuous function
which is analytic in S◦, where S is defined in (A.1) In addition, assume that there exist
some positive constants M0 and M1 such that

|φ(it)| ≤M0 and |φ(1 + it)| ≤M1, ∀t ∈ R.

Then

|φ(z)| ≤M1−Re z
0 MRe z

1 , ∀z ∈ S.
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A.2 Lorentz and Schatten-Lorentz spaces

Some of the most famous applications of the K-method and the complex interpolation
method yield interpolation spaces of Lorentz function spaces and Schatten-Lorentz ideals.
These spaces occur in our survey so, for the reader’s convenience, we briefly recall their
definitions.

Let (X, ν) be an arbitrary measure space. For any complex valued function f on X,
define the decreasing rearrangement f ∗ of f by

f ∗(t) := inf
s>0

{
ν
(
{x ∈ X : |f(x)| > s}

)
≤ t
}
, ∀t > 0.

Then, for any p, q ∈ (0,+∞), we define the Lorentz space Lp,q(X, ν) as the space of all
ν-measurable functions of X such that∫ +∞

0

1

t

(
t
1
pf ∗(t)

)q
dt < +∞.

We also define the Lorentz space Lp,∞(X, ν), for p ∈ (0,+∞), by

f ∈ Lp,∞(X, ν)⇔ sup
t>0

t
1
pf ∗(t) < +∞.

We note that the definition above is equivalent to that one of the usual weak Lp,∞ (see
[13, §1.4.2]).

For completeness, we recall the definition of the weak spaces Lp,∞(X, ν). First, for
any ν-measurable function f , we define the distribution function df : (0,+∞)→ [0,+∞],
with

df (t) := ν {x ∈ X : |f(x)| > t} , ∀t > 0.

For any p ∈ (0,+∞), the space Lp,∞(X, ν) is defined to be the space of all ν-measurable
functions f such that

‖f‖p,∞ := sup
t>0

td
1
p

f (t) < +∞.

Moreover, it is also possible to define the weighted version of the weak Lp. More precisely,
for a ν-measurable function υ, and every p > 0, we define the space Lpυ(X) to comprise
all the ν-measurable functions f such that

‖f‖Lpυ,∞ := sup
t>0

t

(∫
{x∈X: |f(x)|>t}

υ(x) dν(x)

) 1
p

< +∞.

Finally, for p, q ∈ (0,+∞) we define the Schatten-Lorentz class Sp,q as the class which
comprises all the bounded operators T such that∑

n∈N0

(1 + n)
q
p
−1(sn(T )

)q
< +∞.

For q = ∞, the Schatten-Lorentz class Sp,∞ is the usual weak Schatten class that was
defined in the introduction.

Finally, for more topics on interpolation, as well as, on interpolation of Lorentz spaces
or compact operator ideals could be found in [3], [12], [13], [16] and [21].



Appendix B

The Fourier transform

We briefly recall the definition of the Fourier transform on the unit circle T (which is
identified with the interval [0, 1), under the mapping t 7→ e2πit):

(
Ff
)
(n) = f̂(n) =

∫ 1

0

f(t)e−2πint dt , ∀n ∈ Z, ∀f ∈ L1(T);

and on the real line R:(
Ff
)
(x) = f̂(x) =

∫
R
f(y)e−2πiyx dy , ∀x ∈ R. (B.1)

For sake of accuracy, (B.1) defines the Fourier transform on a dense subset of L1(R)∩L2(R)
(for example, the space of Schwartz functions) and subsequently, it is extended to a unitary
operator on the whole L1(R) ∩ L2(R). Therefore, we have that F−1 = F∗, where

(
F−1f

)
(x) =

∫
R
f(y)e2πiyx dy , ∀x ∈ R, ∀f ∈ L1(R) ∩ L2(R).

Regarding the Fourier transform on T, notice that F is a unitary operator from L2(T) to
`2(Z), with inverse(
F−1{fn}n∈Z

)
(eit) =

(
F∗{fn}n∈Z

)
(eit) =

∑
n∈Z

fne
2πint, ∀t ∈ [0, 1), ∀{fn}n∈Z ∈ `2(Z).

The Fourier transform gives its name to a whole branch of mathematical analysis, the
Fourier Analysis. Some of the concepts that one can meet there, and which we also make
use of, are the Fourier multipliers (cf.[3], [13]) and the Paley-Wiener theory.

B.1 Fourier multipliers

For p ∈ (1,+∞), a sequence on Z ρ is a Fourier Multiplier from Lp(T) to Lp(T), denote
ρ ∈ Mp(T) (or simply Mp when there is no danger for confusion), if and only if the
mapping

f(·) 7−→
∑
n∈Z

ρ(n)f̂(n)e2πin·

is a bounded linear operator on Lp(T). We also define the space of Fourier multipliers on
R in a similar way. More precisely, a function ρ : R → C is a Fourier Multiplier from
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Lp(R) to Lp(R), denote ρ ∈Mp(R) (or simply Mp), if and only if the mapping

f(·) 7−→
∫
R
ρ(y)f̂(y)e2πiy· dy

is a bounded linear operator on Lp(R). The space of Fourier multipliers Mp is a Banach
algebra. Ensuing, we present some useful theorems concerning multipliers.

Theorem B.1 (Mikhlin’s Multiplier Theorem; [3], Theorem 6.1.6). Let ρ : R → C be a
function which satisfies

|ρ(n)(x)| ≤ A 〈x〉−n , ∀x ∈ R, n = 0, 1,

where 〈x〉 =
√

1 + x2. Then ρ ∈ Mp(R), for every p ∈ (1,+∞), and, more precisely,
there exists a positive constant Cp which depends only on p such that

‖ρ‖Mp
≤ CpA.

The next two Theorems concern the invariance of multipliers’ norm after scaling.

Theorem B.2 ([3], Theorem 6.1.3). Let ρ : R → C belong to Mp(R). Then, for any
t ∈ R \ {0}, the function ρt : R → C which maps x to ρ(tx) belongs to Mp(R) with
‖ρt‖Mp

≤ ‖ρ‖Mp
.

Theorem B.3 ([13], Theorem 4.3.7). Let ρ : R → C be a continuous function such that
ρ ∈ Mp(R), for some p ∈ (1,+∞). Then, for any t > 0, the sequence ρt = {ρ(tn)}n∈Z
belongs to Mp(T) and moreover,

sup
t>0
‖ρt‖Mp(T) ≤ ‖ρ‖Mp(R) .

B.2 Paley-Wiener theory

Let f : C→ C be an entire function. Then f is called of exponential type A if

|f(z)| = O(eA|z|), when |z| → +∞.

Theorem B.4 (Paley-Wiener, [32], Theorem 7.2.1). Let f : R → R be a function sup-
ported on [−A,A], for some positive number A, such that f ∈ L2([−A,A]). Then the
Fourier transform

f̂(z) =

∫
R

f(x)e−2πixz dx , ∀z ∈ C,

is an entire function of exponential type A.

Theorem B.5 (Plancherel-Polya, [22], Theorem no. 31). Let f be an entire function of
exponential type A. Then, for any p > 0, there exists a constant C = C(p,A) such that∑

m∈Z

|f(m)|p ≤ C ‖f‖pLp(R) .



Appendix C

Hardy spaces, BMO and VMO

C.1 The Hardy space Hp

C.1.1 The Hardy space on the disk

Let D := {z ∈ C : |z| < 1} and T = ∂D, which is identified with the interval [0, 1), under
the action of the map t 7→ e2πit. We define the set of holomorphic (or analytic) functions
on D,

Hol(D) := {f : D→ C : f is holomorphic}
Let p ∈ (0,+∞]. Then, for any f ∈ Hol(D), we define the means Mp(r, f) and M∞(r, f),
for p ∈ (0,+∞) and p = +∞, respectively, as follows:

Mp(r, f) :=

(∫ 1

0

∣∣f(re2πit)
∣∣p dt

) 1
p

, ∀r ∈ [0, 1),

and
M∞(r, f) := max

0≤t<1

∣∣f(re2πit)
∣∣ , ∀r ∈ [0, 1).

These means are increasing functions of the radius r, for a fixed analytic function f , and
this fact prompts the following definition:

Hp(D) :=

{
f ∈ Hol(D) : ‖f‖Hp(D) := sup

0≤r<1
Mp(r, f) < +∞

}
, ∀p ∈ (0,+∞].

It can be proved though ([7, Theorem 2.2]) that, for any p ∈ (0,+∞], if f ∈ Hp(D), then
f has an almost everywhere non-tangential limit f̃ ∈ Lp(T); i.e. there exists a function
f̃ ∈ Lp(T), such that

lim
^z→e2πit

f(z) = f̃(e2πit), for almost every t ∈ [0, 1).

Due to this observation, we can extend every f ∈ Hp(D) on T, by setting

f(e2πit) := f̃(e2πit), ∀t ∈ [0, 1). (C.1)

This previous observation also leads to the following definition. For any p ∈ (0,+∞],

Hp(T) :=

{
f̃ ∈ Lp(T) : ∃f ∈ Hp(D) with lim

^z→e2πit
f(z) = f̃(e2πit), for a.e. t ∈ [0, 1)

}
.

(C.2)
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We also endow the spaceHp(T) with the Lp(T) norm. Obviously, theHp(T) space contains
all the trigonometric polynomials

PN(t) =
N∑
n=0

pne
2πint, ∀t ∈ [0, 1),

for any arbitrary N ∈ N0. Moreover, it is proved ([7, Theorem 3.3]) that the space of
these polynomials is dense in Hp(T), for any p ∈ (0,+∞). Therefore, we can give the
following, equivalent to (C.2), definition:

Hp(T) :=

{
f ∈ Lp(T) : f(z) =

∑
n≥0

fnz
n, ∀z ∈ T

}
, ∀p ∈ (0,+∞). (C.3)

For p ∈ [1,+∞], it can be proved ([7, Theorem 3.4]) that the space Hp(T) can be identified
with the space of Lp(T) functions with whose Fourier coefficients vanish on negative
integers. Thus, the definition (C.3) can be extended for p = +∞, too. Besides, due to
(C.1), we can identify the spaces Hp(D) and Hp(T), so that they can equally be called as
Hardy spaces and any switch between these two notations should not cause any confusion.
Finally, it can be proved that the Hardy space, Hp, is Banach when p ∈ [1,+∞], and
quasi-Banach, for p ∈ (0, 1); see [7, Corollary 1 and 2], as well as, the discussion between
them.

C.1.2 The Hardy space on the upper half-plane

In complete analogy with the theory of the Hardy spaces on the unit disk, is developed
the respective theory of Hardy spaces on the (complex) upper half-plane. The basic steps
that lead to the main definitions do not differ a lot from those for Hardy spaces on D so,
we only give the necessary definitions, with fewer details this time. For a more analytic
approach though, we refer to [7, Chapter 11].

Let C+ := {z ∈ C : Im z > 0} and define the set of holomorphic (analytic) functions
on C+,

Hol(C+) := {f : C+ → C : f is holomorphic} .
Then, for any p ∈ (0,+∞), define the space

Hp(C+) :=

{
f ∈ Hol(C+) : ‖f‖Hp(C+) := sup

y>0

(∫
R
|f(x+ iy)|p dx

) 1
p

< +∞

}
;

and for p = +∞,

H∞(C+) :=

{
f ∈ Hol(C+) : ‖f‖H∞(C+) := sup

y>0
|f(x+ iy)| < +∞

}
.

As it happens in the unit disk, we can again consider the boundary values of Hp(C+),
almost everywhere on R (Corollary of [7, Theorem 11.1]). Then, for any p ∈ (0,+∞], we
define

Hp(R) :=
{
f̃ ∈ Lp(R) : ∃f ∈ Hp(C+) with lim

z→x
f(z) = f̃(x), for a.e. x ∈ R

}
,

which we endow with the Lp(R) norm. As it happens in the case of the unit disk, it
can be proved ([7, Theorem 11.4]) that the spaces Hp(C+) and Hp(R) can be essentially
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identified. In other words, a function f ∈ Hol(C+) belongs to the Hardy space Hp(C+)
if and only if it can be extended to an Lp(R) function. Moreover, for any p ∈ [1, 2], the
Hardy space Hp(C+) (or equivalently, Hp(R)) can be identified with the space of Lp(R)
functions whose Fourier transform vanishes on the negative semi-line ([7, Theorem 11.10]).

C.1.3 Multipliers

In section B.1 we presented some results on the theory of Fourier multipliers. Those results
concern the case of Mp, for p > 1. When p ∈ (0, 1], we need some further smoothness
conditions which are expressed in terms of Hardy spaces. So now it is time to complete
the aforementioned theory.

The analogue of Mikhlin’s Theorem (see Theorem B.1) for the case of p ∈ (0, 1] is
due to E. Stein (cf. [31], Théorème 1). Notice that this gives a sufficient condition for
multipliers on a smaller class of functions, compared to the p > 1 case. More precisely,
we have the following theorem:

Theorem C.1. Let p ∈ (0, 1] and consider the Hardy space Hp(R). Let k ∈ N such that
k−1 < p and ρ : R+ → C which satisfies the following conditions:

(i) |ρ(t)| ≤ A, ∀t ∈ R+;

(ii) ρ ∈ Ck(R+) and∫ 2R

R

|ρ(l)(t)|2 dt ≤ AR−2l+1, ∀R > 0, ∀l = 1, . . . , k;

where A is a positive constant. Then ρ is a multiplier on Hp(R).

Finally, the analogue of Theorem B.3 is the following:

Theorem C.2 ([5]). Let ρ : R→ C be a continuous function that gives rise to a multiplier
on the Hardy space Hp(R), for some p ∈ (0, 1]. Then, for any t > 0, the sequence
ρt = {ρ(tn)}n∈Z is a multiplier on the Hardy space Hp(T) and furthermore, the multiplier
norm ‖ρt‖M (Hp(T)) is uniformly bounded with respect to t.

C.2 BMO and VMO

In this section we define two classes of spaces, the BMO and VMO, which may look
irrelevant to aforementioned theory of Hardy spaces but, they are actually closely related
to it. For example, the BMO space arises when investigating the duals of Hardy spaces.

We begin by defining the notion of the mean oscillation of a function when it is defined
either on T or on R. For let f ∈ L1(T) and I be an arbitrary arc of T. We define the
mean value of f on I, fI , by

fI :=
1

|I|

∫
I

f
(
e2πit

)
dt ,

where by |I| we denote the (normalised) Lebesgue measure on T of I. Respectively, let
f ∈ L1

loc(R) and I be a bounded interval. Then the mean value of f on I is given by

fI :=
1

|I|

∫
I

f (t) dt ,



98 APPENDIX C. HARDY SPACES, BMO AND VMO

where |I| is the Lebesgue measure on R of I.
Next we define the mean oscillation of a function f . In the case of the unit circle, if

f ∈ L1(T), we define the mean oscillation of f over an arc I as

〈f〉I :=
1

|I|

∫
I

∣∣(f − fI) (e2πit)∣∣ dt .
Similarly, for the case of the real line, we define the mean oscillation of an L1

loc(R) function
f , over a bounded interval I as

〈f〉I :=
1

|I|

∫
I

|(f − fI) (t)| dt .

Then the BMO spaces on the unit circle and on the real line are defined as follows:

BMO(T) :=

{
f ∈ L1(T) : ‖f‖BMO(T) := sup

I
〈f〉I < +∞

}
;

and similarly,

BMO(R) :=

{
f ∈ L1

loc(R) : ‖f‖BMO(R) := sup
I
〈f〉I < +∞

}
.

So that the BMO space is actually the space of functions with bounded mean oscillation.
Notice that the BMO space arises naturally in the theory of Hankel operators. We

have already seen that it provides a sufficient condition for boundedness (see Theorems
1.2 and 1.7). By a closer look to the proofs of these theorems (cf. [21]), it is observed
that the kernel of a Hankel operator is essentially linked with the analytic projection of
a function that acts as a linear functional on the Hardy space H1. More precisely, by
considering for simplicity the discrete case, Ha is a bounded Hankel operator on `2(N0),
with kernel a = {a(n)}n∈N0 , if and only if there is a function φ : T→ C such that

φ̂(n) = a(n), ∀n ∈ N0,

and φ acts as a linear functional on H1(T), or equivalently, φ ∈ (H1(T))
∗
. But the dual

space of H1(T), (H1(T))
∗
, is identified with the analytic functions of the BMO(T) space

(aka BMOA). Respectively, for the continuous case, (H1(R))
∗

= BMO(R). For more on
the connection between the Hardy and the BMO spaces, we refer to the fundamental work
of C. Fefferman and E. M. Stein in [8].

Finally, we proceed to the definition of the VMO spaces; i.e. the space of functions
with vanishing mean oscillation:

VMO(T) :=

{
f ∈ BMO(T) : lim sup

|I|→0

〈f〉I = 0

}
;

and similarly,

VMO(R) :=

{
f ∈ BMO(R) : lim sup

|I|→0

〈f〉I = 0

}
.

For a detailed introduction to the theory of Hardy, BMO and VMO spaces we refer the
reader to [7], [9] and [8].



Appendix D

Pseudo-differential operators

Formally, a pseudo-differential operator Ψ on L2(R) can be described by

(
Ψf
)
(x) =

∫
R
a(x, y)f̂(y)e2πixy dy , ∀x ∈ R, ∀f ∈ L2(R). (D.1)

The function a : R×R→ R is the symbol of Ψ and it should belong in some symbol class.
More precisely, for any m ∈ R we define the symbol class Sm as the set of smooth

functions a : R× R→ R such that, for any k, l ∈ N, there exists a positive constant Ck,l
such that ∣∣∂kx∂lya(x, y)

∣∣ ≤ Ck,l 〈y〉m−l , ∀x, y ∈ R.

Then we define the class of pseudo-differential operators Ψm to comprise all the operators
Ψ that are described by (D.1), with symbol a ∈ Sm. For every Ψ ∈ Ψm with symbol a,
we write Ψ := a(X,D). Therefore, (D.1) becomes

[a(X,D)f ] (x) =

∫
R
a(x, y)f̂(y)e2πixy dy , ∀x ∈ R, ∀f ∈ L2(R). (D.2)

Observe that if a is a symbol independent of x, then (D.2) gives the pseudo-differential
operator

[a(D)f ] (x) =

∫
R
a(y)f̂(y)e2πixy dy , ∀x ∈ R, ∀f ∈ L2(R). (D.3)

In the context of the thesis, we deal with operators of the form Mβα(D)Mβ. Thus,
according to (D.3), we formally obtain

[
Mβα(D)Mβf

]
(x) =

∫
R
β(x)α(y)β̂f(y)e2πiyx dy

=

∫
R

∫
R
β(x)α(y)β̂(y − ξ)f̂(ξ)e2πiyx dξ dy .

(D.4)

Notice that∫
R
β(x)α(y)β̂(y − ξ)e2πiyx dy = e2πiξx

∫
R
β(x)α(y + ξ)β̂(y)e2πiyx dy ,

and set

a(x, ξ) :=

∫
R
β(x)α(y + ξ)β̂(y)e2πiyx dy , ∀x, ξ ∈ R. (D.5)
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Therefore, by going back to (D.4),

[
Mβα(D)Mβf

]
(x) =

∫
R
a(x, ξ)f̂(ξ)e2πiξx dξ , ∀x ∈ R,

and consequently,Mβα(D)Mβ can be regarded as a pseudo-differential operator a(X,D),
where a is given by (D.5). For this class of pseudo-differential operators we can obtain
Weyl type eigenvalue asymptotics. More precisely, we have the following theorem (cf. [23,
Theorem 2.4]):

Lemma D.1. Let α denote a real valued function in C∞(R), such that

α(x) =


A(+∞)x−γ + o(x−γ), x→ +∞

A(−∞)|x|−γ + o(x−γ), x→ −∞,

for some real constants A(+∞), A(−∞) and γ > 0. Now let β be a real valued function
on R such that

|β(x)| ≤ C 〈x〉−ρ , ∀x ∈ R, (D.6)

where ρ > γ
2

and C a non-negative constant. Finally, we determine the pseudo-differential
operator Ψ = Mβα(D)Mβ on L2(R). Then Ψ is compact and we have the following
eigenvalue asymptotic formula:

λ±n (Ψ) = C±n−γ + o(n−γ), n→ +∞, (D.7)

where

C± =

[(
A(+∞)

1
γ

± + A(−∞)
1
γ

±

)∫
R
|β(x)|

2
γ dx

]γ
.

Finally, for more details on the theory of pseudo-differential operators, we refer the
reader to [28] and [30].
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[3] J. Bergh and J. Löfström. Interpolation Spaces. Springer, New York, (1976).

[4] M.S. Birman and M.Z. Solomjak. Spectral Theory of Self-adjoint Operators in Hilbert
Space. D. Reidel Publishing Co., Inc., (1986).

[5] D. Chen and D. Fan. Multiplier transformations on Hp spaces. Studia Mathematica,
131(2):189–204, (1998).

[6] T.S. Chihara. An Introduction to Orthogonal Polynomials. Gordon and Beach, Sci-
ence Publishers, Inc., (1978).

[7] P.L. Duren. Theory of Hp Spaces. Academic press, (1970).

[8] C. Feffermann and E.M. Stein. Hp spaces of several variables. Acta math, 129:167–
193, (1972).

[9] J. Garnett. Bounded Analytic Functions, Springer, (2007).

[10] K. Glover, J. Lam, and J.R. Partington. Rational approximation of a class of infinite-
dimensional systems I: Singular values of Hankel operators. Mathematics of control,
signals and systems, 3(4):325–344, (1990).

[11] K. Glover, J. Lam, and J.R. Partington. Rational approximation of a class of infi-
nite dimensional systems: The L2 case. Progress in approximation theory, 405–440,
Academic Press, (1991).
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