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Intersectional Experiences of Unfair Treatment Caused by
Automated Computational Systems
TOM VAN NUENEN∗, King’s College London, England
JOSE SUCH, King’s College London, England
MARK COTE, King’s College London, England

This paper reports on empirical work conducted to study perceptions of unfair treatment caused by automated
computational systems. While the pervasiveness of algorithmic bias has been widely acknowledged, and
perceptions of fairness are commonly studied in Human Computer Interaction, there is a lack of research
on how unfair treatment by automated computational systems is experienced by users from disadvantaged
and marginalised backgrounds. There is a need for more diversification in terms of the investigated users,
domains, and tasks, and regarding the strategies that users employ to reduce harm. To unpack these issues,
we ran a prescreened survey of 663 participants, oversampling those with at-risk characteristics. We collected
occurrences and types of conflicts regarding unfair and discriminatory treatment and systems, as well as the
actions taken towards resolving these situations. Drawing on intersectional research, we combine qualitative
and quantitative approaches in order to highlight the nuances around power and privilege in the perceptions
of automated computational systems. Among our participants, we discuss experiences of computational
essentialism, attribute-based exclusion, and expected harm. We derive suggestions to address these perceptions
of unfairness as they occur.

CCS Concepts: • Human-centered computing → Empirical studies in HCI; User studies; • Social and
professional topics→ User characteristics.
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conflicts
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1 INTRODUCTION
Automated computational systems increasingly influence decisions in policing, marketing, em-
ployment, credit reporting, finance, and other opportunities. Against the belief in these systems
as being “neutral”, unfairness is reported across the industry [2, 10, 18, 41, 51, 109, 111]. Examples
of algorithmic unfairness include facial recognition algorithms that do not recognise Black users
[20], biased talent ranking systems deployed by hiring platforms [50, 64], or the mirroring of
stereotypes around gender and occupation in ML-based engines [43, 70]. Systems such as these
contribute to discriminatory or otherwise repressive practices, and significantly harm human rights
[8, 11, 49, 108].
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Algorithmic fairness thus looms large in public policy circles, academia, and the press [11, 48].
Many responsible research approaches advocate opening processes used to train or control machine
learning systems [4, 92]. How exactly to define algorithmic fairness itself, however, has been viewed
differently by different stakeholders [e.g. 76, 96]. Researchers in Human-Computer Interaction
have shown a keen interest in exploring these public perceptions [54, 124]. Such research tends
to focus on algorithmic decision-making in particular contexts, often in order to predict fairness
evaluations defined in advance [e.g. 55]. However, perceptions of fairness and discrimination are
multi-dimensional and context-dependent. There is a need for more diversification in terms of
investigated domains and tasks [107], and to take demographic differences into account [96].
In this work, we take an intersectional view on algorithmic injustices from the point of view

of aggrieved groups and the harms they are facing from systems they interact with. We seek
to understand how users who are faced with automated decisions make evaluations about their
fairness and discriminatory results. To do so, we identify users from marginalised backgrounds
who are especially at risk to be discriminated against. We define “at-risk” participants as those
who possess vulnerable characteristics, as defined in Section 3.2.1; “intersectional” participants
as those who possesses combinations of at-risk categories; and “privileged” participants as those
who self-identify as white, straight, cisgender, non-disabled and from the Global North. We use
the Critical Incident Technique to ask these participants about their own experiences with unfair
decision-making, and take an intersectional approach to analyse the compounded social inequalities
we find, engaging in qualitative analysis of responses and a quantitative analysis of prevalence
(i.e. proportion) of unfair and discriminatory experiences among these groups. Our main research
questions are:

(1) What is the prevalence of perceived unfair treatment and discrimination between privileged
and intersectional participants?

(2) Are there significant differences between privileged, at-risk, and intersectional participants
with regards to the reporting of unfair treatment and discrimination?

(3) How do privileged and intersectional participants discuss different types of unfair experi-
ences?

(4) How do privileged and intersectional participants discuss different types of unfair automated
computational systems?

(5) How do privileged and intersectional participants describe discriminatory harm?
(6) What kinds of strategies do privileged and intersectional participants employ to reduce harm?

2 RELATEDWORK
Algorithmic fairness is a contextually situated concept that touches on debates in political phi-
losophy around equal treatment and distribution [15]. Discrimination, a related but more legally
specific term, assumes the unequal treatment of a person based on certain protected features such
as ethnicity, disability status, or gender [15, 32, 91, 121]. Disparate treatment, in this context, is
the intentional or direct application of procedures to one individual compared to another based
on protected attributes. Algorithmic decision-making, in contrast, is more typically characterised
by disparate impact, in which “an apparently neutral provision, criterion or practice would put
persons of a protected ground at a particular disadvantage compared with other persons” [126,
p.4]. Disparate impact can take distributive and representational forms [15, p.8], where the former
refers to unequal resource distribution, such as in the automated allocation of loans or the setting
of insurance premiums. The latter includes the fair representation of identities, cultures, ethnicities,
languages, or other social categories.
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2.1 Fairness in computer science
As Verma and Rubin show in their overview of fairness definitions [117], technical research on
algorithmic fairness often takes on a prescriptive form, focusing on the evaluation and optimization
of formal definitions of fairness, such as positive predicted value or false positive rates. Treating
fairness as a mathematical optimisation problem has well-known limitations, and there is significant
incompatibility between the fairness conceptions offered in different studies [73]. Narayanan et al.
[89] detailed up to 21 existing fairness models, stressing that definitions are weighted with values
and politics, and that mathematical definitions imply substantial moral assumptions. Different
fairness trade-offs have been proposed, with multiple authors highlighting the importance of social
context when assessing appropriate understandings of algorithmic fairness [42, 78, 123].
There is a broadly shared understanding that algorithmic decision-making systems need to

be legitimised from public perspectives [55, 80, 98]. Survey-based work often tries to evaluate or
predict fairness evaluations by different stakeholders, and is connected to work in Explainable AI
[e.g. 61, 105]. Research of this kind tends to focus on particular application domains and scenarios,
such as pretrial risk assessment and hiring decisions [107]. For instance, Grgic-Hlaca et al. have
explored how users perceive and reason about fairness in algorithmic decision making using
scenario-based surveys [55]. One limitation of these empirical studies is that they either use simple
single-item measures of perceived fairness, or adopt fairness scales that were initially designed
for human decision-making [e.g. 29]. Yet, preferences for different distribution norms seem highly
context-dependent and can vary substantially across domains, tasks, or demographics [96]. People
who experience marginalisation perceive human and computational decision-making differently; as
such, there is a need to purposely recruit and study different social groups and different dimensions
that can account for individual differences in experiences with AI [77].
This demonstrates the need for more diversification in terms of the investigated domains and

tasks related to algorithmic fairness [107].

2.2 Critical approaches and Intersectionality
The importance of context for perceptions of fairness is central to the fields of science and technol-
ogy studies (STS) and critical algorithm studies, which articulate the heterogeneous influence of
algorithms in society [e.g. 10, 38, 84, 86, 124]. This work, as well as related studies in moral and
political philosophy, points out that fairness always implies a political choice [123]. Algorithmic
fairness approaches cannot apply a single egalitarian calculus across different social contexts, but
should also consider how inequality is produced [15]. Instead of attempting to “unbias” technology,
these approaches account for the asymmetrical and historically embedded power relationships that
support its development and deployment [13, 40].
Data feminism, critical race studies, and data activism offer related lenses to approach com-

putational systems in terms of structural or systemic racism, heterosexism, ableism, and other
compounded prejudices. These approaches show that “big data” not only refers to anonymous,
decontextualised large datasets used by institutional and corporate actors, highlighting instead
that data always operates as part of knowing, perceiving and sensing human bodies — in other
words, “how data comes to matter” [79]. In doing so, these approaches oppose the trend of data
universalism, that is, portraying technology and datafication as unrelated to history and unique
sociopolitical, cultural, and economic settings. They also complicate research design approaches in
HCI where participants are tasked with evaluating imaginary scenarios they do not know first-hand,
e.g., by comparing models for deciding whether to grant bail to criminal defendants [e.g. 55, 60].
“Studying up” on these critical approaches [7] means that injustices need to be viewed from

the point of view of the aggrieved groups and the particular harms these groups are facing, and
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taken as a non-exclusive but valuable and essential source of knowledge [57]. A central concept
here is intersectionality, the intersection of multiple emerging and compounding inequalities that
make people more susceptible to emotional, financial, physical harm, neglect, or discrimination in
society [82, 120]. The concept, originating in the black feminist movement and popularised by Kate
Crenshaw in the 1980s [28, 30], has recently began to be adopted in human-computer interaction
research and computer science [e.g. 20, 82, 112]. It is a powerfully evolving analytical framework
to recognise (systems of) oppression, acting as a powerful concept in critical social theory [28, 85].
The intersection of “at-risk” characteristics poses a significant challenge for AI and ML in

terms of both their society-wide application and scholarly analysis. The understanding of identity
characteristics as multiplicative factors of inequality needs to be considered in conjunction with
the increasingly granular data used for decision-making by predictive systems, creating a range of
vulnerabilities. In the next section, we detail our methodological approach when accounting for
and listening to these marginalised individuals.

3 METHODOLOGY
We enabled research participants to define and explain unfair treatment in their own words, instead
of using definitions and explanations deriving from previous research, which are then incorporated
into a survey instrument. We thus aim to minimise the definitions and explanations of fairness in
AI derived from previous research into our survey instrument [57]. To gather experiences of unfair
treatment from users we borrow from the Critical Incident Technique (CIT) [21, 44], as detailed
below. As the production of knowledge is itself shaped by a researcher’s positionality [68], the
methodological choices we describe here were extensively discussed with colleagues from different
backgrounds. This includes the technical domains of AI and Human-Computer Interaction, critical
social studies on Data Feminism, and Critical Algorithm Studies.

3.1 Survey Instrument, Ethics, and DataQuality
The CIT seeks to find factors that help and hinder participants in relation to a specific phenomenon
— in this case, dealing with forms of algorithmic harm as they are experienced in everyday life.
The technique has been used across disciplines, including communications, nursing, education and
teaching, medicine, marketing, and psychology [21]. The guidelines for the CIT were followed to
ask for the most recent observation (i.e., the last time participants experienced unfair treatment).
This is in order to prevent biasing the study to just the more dramatic or vivid incidents [118]. We
believe this approach to be valuable as it provides descriptive (instead of prescriptive) insight into
people’s holistic experiences with the output and integrated nature of algorithmic systems. Our
work is inspired by previous studies which have successfully used a similar methodology to collect
and study specific experiences in the use of software updates [116], as well as reported experiences
about security [97] and privacy [110].
In order to administer the survey we used Prolific, an online participant recruitment platform,

paying participants according to minimum UK wage. We acknowledge that having vulnerable
individuals share their experiences entails a risk of epistemic exploitation, which occurs when priv-
ileged persons compel marginalised persons to educate them about the nature of their oppression
[14, 45, 95]. We should be careful to ensure that ethical research design contributes towards social
justice [106]. Instead of demanding victims to do the emotionally exhausting work of reliving their
experience and defending their interpretation of it, we ask open questions without necessitating
answers, and allow participants to stop at any time without this preventing being paid.
The BDM Research Ethics Panel at our institution approved this study. Participants were not

identified through their Prolific ID and we only saved pseudonymised data. Participants could
withdraw from a study by clicking “Cancel Reservation" before the study began, or “Stop without
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Completing" on Prolific during the study. This did not affect their Prolific score or payment in any
way. Partially completed data was, obviously, not used.

After having participants sign a consent form, we first asked a set of closed- and open-ended
questions about the last time participants experienced unfair treatment from automated compu-
tational systems based on personal features — see the full questionnaire in Appendix A. Before
running our survey, we ran a pretest with 50 participants, resulting in a revision of ambiguous or
unclear questions. Our central question was:

“When was the last time you felt to be treated unfairly when interacting with an
automated computational system? Recall: we are talking about an automated system
(not another person) treating you unfairly because of your personal details.”

We chose to prime our participants as little as possible: however, at the beginning of the survey,
we did mention online service, computer, application, or smart devices as examples of automated
systems. Similarly, we mention “gender, age, sex, religion, disability, etc. or social groups or com-
munities you consider yourself to be a part of” as examples of personal details. We also did
not distinguish between voluntary and compelled usage of systems, in order to let participants
decide what kind of experience they themselves found most memorable. Our questions were
semi-structured following the known stages of conflicts: conflict identification, communication,
and resolution [37]. In terms of resolution, we asked whether participants altered their usage
of the computational system in question (e.g., contacting the owner of the system or platform,
deleting their profile, changing their privacy settings, and so on) and why. We also asked whether
participants who had experienced unfair treatment whether they considered it discriminatory, and
why.

In the second part of the questionnaire, we asked participants about their perceived ability to
engage with computers, IT services, and the Internet. Previous research has shown conflicting
results when connecting these technical literacies to people’s perceived notions of fairness [3, 76].
Finally, we asked a series /textcolorredof demographic questions around participants’ protected
characteristics including gender, sexual preference, ethnicity, disability status, and location.
With regards to data quality measures, we added one attention check in the first (and most

qualitatively heavy) section [93]. In order to minimise straightlining [72], which we recognise itself
can be a response to the emotionally taxing work of recounting discriminatory harm, we avoided
matrix questions as much as possible and benefited from different (as opposed to homogeneous)
types of closed questions. We checked manually for straightlining in our initial data curation by
applying simple non-differentiation methods for the closed questions [72], as well as checking for
repeated or overly brief answers in the qualitative sections (e.g. “blabla”).

3.2 Recruitment Approach, Intersectional Tenets, and Demographic Analysis
The average Prolific user skews white, male, US and UK-based, and cisgender. However, Prolific
allows researchers to select participants using 100+ demographic screeners. Not only does this
help to reduce selection bias, it allows us to give weight to the intersectional aspects of the unfair
treatment reported by our participants by counting different demographic features that, based
on previous literature, we consider to increase discriminatory risk. We proceeded in batches,
oversampling based on a subset of values for certain protected characteristics, namely gender (non-
binary), sexual orientation (non-cisgender), ethnicity (non-white), disability status, and location
(developing countries). We thus ran five different questionnaire rounds with 130 participants each.

3.2.1 At-risk categorisation. Using dummy variables, we defined an “at-risk” participant as someone
who possesses one of the features discussed below. Our motives for classifying these at-risk
characteristics are as follows:
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• Gender: We counted all participants who identified themselves as being “beyond the binary”
of male/female towards our at-risk category (e.g. non-binary, fluid, transgender, genderqueer,
and gender nonconforming). Given well-documented discrimination against transgender
people and the structural inequities which contribute to these people’s invisibility [71, 100],
we counted participants identifying as transgender as another separate at-risk category.

• Sexual orientation: we considered self-identifications beyond “straight” to constitute an
at-risk characteristic. This includes participants who identified as lesbian, gay, bisexual,
transgender, queer, or another non-privileged category. Such LGBTQ+ adults in the United
States experience pervasive discrimination across many areas of life, including widespread
interpersonal manifestations [23].

• Ethnicity: we considered participants from non-white ethnoracial backgrounds to be at-risk.
Our participants all come from countries in which non-white backgrounds are discriminated
against. Of note here is the fact that our African respondents are all from South Africa, where
Black groups have been shown to perceive chronic discrimination as well [122].

• Location: We compared countries that appear in the “Developing economies” list of the UN’s
World Economic Situation and Prospects 2020 [114, p.166], which is loosely equivalent to
what is considered the “Global South". We categorise participants from this list as at-risk, as
vulnerable Southern populations are at risk of discriminatory harm from AI that is designed
with little regard to local context [25, p.604]. We are aware that the Global South is a composite
and plural entity within which privilege is distributed unequally [66, 84], and our approach
precludes stratified privilege within national context — e.g., white South Africans tend to be
more privileged than Black South Africans.

• Disability: We consider disability status an at-risk variable. AI makes significant interven-
tions in disabled people’s lives, yet relatively little work has been done to focus on disability
and AI [13, 113]. As disabled persons have been historically disadvantaged and are more
likely to be underprivileged, there is a need for inclusive, participatory and value-sensitive
design to center their marginalised perspectives [113].

Table 1 provides a breakdown of participants with aforementioned at-risk characteristics. Because
of our recruitment approach and categorisation, the majority our sample consists of participants
that we classify as possessing at least one at-risk characteristic.

3.2.2 Intersectional categorisation. We use combinations of at-risk categories to determine inter-
sectionality. Using this method, we classified 29% (N=180) of our participants as intersectional.
Further, in order to compare harms between marginalised and privileged groups, we classified 14%
(N=88) privileged participants as those who are white, straight, cisgender, non-disabled and from
the Global North. The remaining 56% (N=343) we classify as at-risk.
Instead of “proving” intersectional harm through statistical relevance scores alone, we are

interested in what characterises them, and to oppose the experience of intersectional participants
to those of the privileged group we establish — that is, participants who are white, heterosexual,
cisgender, non-disabled, and from the Global North. We also aim to situate the experiences of both
groups in the context of systems they mention as being unfair.
Our analysis is largely qualitative, and aims to pay attention to the fact that oppression is a

system that works to maintain privileges, and occurs simultaneously at individual, institutional, and
cultural levels [33, 58]. While we are interested in analysing the particularities of our intersectional
group, we recognise that positionality does not determine disadvantage in any simple, additive way
[9, 22, 56]. Intersectionality should first of all be considered as an “analytic sensibility” [26]—that
is, a theoretical framework that requires us to avoid assuming homogeneity across intersections
both in outcomes and processes, and to challenge the notion that independent variables can be
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N %

Ethnicity American Indian or Alaska Native 5 2%
Asian 59 19%
Black or African American 72 23%
Native Hawaiian or Pacific Islander 3 1%
Other 178 56%

Sexual orientation Asexual 4 3%
Bisexual 84 53%
Demisexual 2 1%
Gay 29 18%
Lesbian 26 16%
pansexual 9 6%
Queer 10 6%
Questioning or unsure 6 4%
Asexual 1 2%

Gender Fluid 5 8%
Gender neutral 4 6%
Non-binary 48 76%
Questioning or unsure 3 5%

Transgender Yes 36 57%
Questioning or unsure 27 43%

Disability Yes 44 75%
Questioning or unsure 15 25%

Location Africa 57 28%
Asia 2 1%
Latin America 137 68%

Table 1. Descriptive statistics of at-risk participants

neatly separated [85]. However, we believe the provisional use of categories as anchor points can
still be valuable, even though these points are not static [53, p.14]. We considered intersections of
being racialised, sexual minoritised, gender minoritised, disabled, or living in the Global South.
For the purpose of this study, we decided to forego predictive statistical tests such as logistic

regression with interaction terms. This is partly due to the small sample size we are working with
for particular (interactions of) features, as well as issues of multicollinearity. While the latter can
be tackled by dropping or combining features, we believe that building our current analysis on the
results of such regression models would imply treating intersectionality as a “testable explanation”.
Approaches of this kind generally employ a standard positivist empirical examination to test the
claims regarding discrimination or lack of access asserted by normative intersectionality theorists
[56, p.268]—for instance, by including additional variables and interaction terms to determine
whether race, gender, and other factors play a role in predicting some outcome.While instrumentally
valuable, these approaches venture quite far from the theoretical tenets of intersectionality that
we aim to highlight in this paper—particularly, the qualitative difference in responses between
intersectional and privileged respondents. Given this focus, we limited ourselves to a series of
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chi-square tests of independence between our at-risk features, to see whether correlations could be
found that might be explored in further studies.

3.3 Analysis
We analysed answers to the closed-ended questions in our survey instrument — for instance,
whether a system’s treatment was considered discriminatory, or to what extent the experience
was found to be hurtful — by performing standard statistic analyses, particularly chi-squared tests
for independence for categorical responses and correlation coefficients for ordinal (Spearman)
and ordinal vs categorical (point-biseral) responses. We also corrected for multiple tests using
Benjamini-Hochberg with a 10% false discovery rate [12], which is known to strike a good trade-off
between Type I and Type II errors [39].
Our approach to the open-ended questions was through coding responses using an inductive,

open coding approach. Here, we followed methods from grounded theory, which involve systematic,
yet flexible guidelines for collecting and analysing qualitative data to construct theories “grounded”
in the data themselves [24]. Grounded theory uses a data analysis procedure called theoretical
coding to develop hypotheses based on what research participants say [5, 101]. We argue that,
especially in the case of potential intersectional harms, this iterative and reflexive method would
allow the researchers to reflect on participants’ narratives and concerns. We believe there is a need
for such grounded approaches in computer science, in order to engage in what Davis calls “empathy
work” [35].

Coding of the qualitative data took place in two rounds. Following grounded theory [52], the
main researcher first began the coding process after the survey was completed. Coding was started
early to identify interesting codes and categories that could be explored, leading to descriptive
classes of both the type of unfair treatment and the type of systems that respondents reported
on. We created a codebook consisting of the categories that summarised the data most usefully
[44, p.344]. We then tested the reliability of these codings with a sample of 50 respondents that
were assessed by another rater from a different ethnic and gender background. Following Higgins
and Deeks’s recommendation, we calculated the consistency measure Cohen’s Kappa (𝜅) to ensure
coherence of the coding results between the two raters. The first coding process resulted in a
Cohen’s 𝜅 value of .64, which reflects “good agreement” [63, p.155]. To improve the reliability,
both raters discussed the examples on which they diverged and refined the codebook. In the next
step, a second test with 50 abstracts was conducted, leading to a Cohen’s 𝜅 score of .77, which is
considered “excellent agreement”.
These codes were then aggregated into broader, thematic codings, which were more directed,

selective, and conceptual. In this phase, we used the same codes for answers to all of our qualitative
questions, as we found that participants took note of important themes at different points of the
survey. We used a maximum of three most-relevant categories per answer, as we found this captured
nearly all of our data. We discuss these broader themes in the discussion, relating them to broader
questions to be asked about unfair and discriminatory treatment.

4 RESULTS
4.1 Prevalence
In order to answer RQ1, we note that 663 participants submitted the questionnaire. From those,
we removed 9 participants who failed at least one ACQ, 24 participants who did not finish the
survey, and 24 participants who were straightlining or answering with nonsensical text in the open-
ended questions. From the valid 611 participants, 320 (that is 52%) reported having experienced
unfair treatment from automated computational systems. From the 320 participants who reported
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Unfair treatment Discriminatory treatment

Ethnicity at-risk N 609 294
p .378 .001
𝜒2 .778 11.196

Sexual orientation at-risk N 611 294
p .003 <.001
𝜒2 8.916 18.052

Gender at-risk N 610 294
p .563 .021
𝜒2 .334 5.363

Transgender at-risk N 609 294
p .008 .003
𝜒2 6.954 9.119

Disability at-risk N 609 294
p .014 .024
𝜒2 6.094 5.091

Location at-risk N 603 291
p .000 .031
𝜒2 21.744 4.661

Intersectional N 611 294
p .005 .002
𝜒2 7.811 9.277

Privileged N 611 294
p .210 .000
𝜒2 1.569 17.700

Table 2. Chi-squared scores for at-risk groups vs all other groups, intersectional vs all other groups, and
privileged vs non-privileged groups, as related to perceived unfair and discriminatory harm. Bold means
significant after correction for multiple tests (cf. Sect 3.3).

having experienced unfair treatment, 163 participants (51%) considered their experience to be
discriminatory, 132 participants (41%) did not consider their experience to be discriminatory, and
26 participants (8%) were unsure (although more participants indicated some form of uncertainty
around their answer — see Section 4.4). We did not find a significant correlation between privilege
and the reporting of unfair treatment (𝜒 (1, 𝑁 = 611) = 1.569 and p=.210); however, this reporting
was correlated with intersectional characteristics (𝜒 (1, 𝑁 = 611) = 7.811 and p=.005).

In order to answer RQ2, we first traced correlations in our data by performing a series of chi-
squared tests of independence to examine the association between perceived unfair treatment and
the at-risk groups we identified in Section 3.2. As Table 2 demonstrates, the at-risk groupings re-
sulted in more significant1 correlations than chi-squared tests performed over the original variance
in protected characteristics. Results indicate significant correlations between most at-risk character-
istics (vis-a-vis not possessing that characteristic) and the experience of unfair and discriminatory
treatment. We also looked at correlations between the experience of unfair and discriminatory
treatment and participants’ having an intersectional or privileged background (vis-a-vis not having
an intersectional or privileged background). Results indicate significant correlations between an
intersectional background and the experience of both unfair and discriminatory treatment.

1Recall that, as explained in Section 3.3, we used Benjamini-Hochberg to correct for multiple tests.
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We were also interested in participants’ self-reported IT literacy as an additional feature that
might explain perceptions of unfair treatment. We thus asked respondents to score themselves with
regards to their technical literacy skills. We calculated the Cronbach’s Alpha to measure the internal
consistency of the different literacy questions we asked: the value was .733, which corresponds to
“acceptable”. Results show that these skills for our participants skew positive. However, participants’
overall literacy value was not found to correlate with the reporting of unfair or discriminatory
treatment.

4.2 Types of unfair treatment
In order to answer RQ3, we produced separate bottom-up codings of unfair experiences yielding
over 20 types of unfair treatment mentioned by users, and over 20 types of unfair systems. We focus
here on the top-10 categories for both variables. Figure 1 summarises the 10 most-common types of
unfair treatment mentioned by users for our privileged, at-risk and intersectional groups. We will
first discuss these experiences, after which we will zoom in on the system contexts in Section 4.3.

Fig. 1. Experiences of unfairness for different participant groups

4.2.1 Exclusion and recognition. The most frequently mentioned problem overall is involves being
excluded from some access, service, or broader opportunity by a system (“system excludes user
or denies opportunity”). In these cases, unfairness is often connected to an unfair algorithmic
weighing of variables. For instance, when discussing being rejected by a government hiring system,
one participant noted:

P84: “I noted only my grades were recognized by the algorithm. [It was unfair] because
it mainly evaluated my grades from my career and obviated my practical experience,
which in my opinion it should be more important.”
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While these issues are discussed by all groups, they become especially problematic when they
are caused by protected attributes. One participant with an intersectional background wrote:

P203: “I have noticed that answering ‘Other’ for gender identity is significantly more
likely to cause me to be “screened out” of a survey or gig work opportunity, simply
because the algorithm is looking, for example, for a certain number of ‘men’ and
‘women’, and so chooses to discard my input automatically—even though the content
of the research or gig opportunity has nothing to do with, and is not at all affected by
one’s gender."

The response demonstrates the precariousness of gig economy labour, in which work is recon-
figured for optimal human capital extraction [27, p.32]. Workers in these systems are repeatedly
selected and filtered based on their protected characteristics — including in our own study. Of course,
these exclusionary practices can be partly explained due to the legitimate need of researchers to
target particular demographics. What needs to be highlighted is that many respondents view these
exclusions as a matter of disparate impact, as they are based on features that in typical employment
settings cannot factor into a hiring decision due to equality legislation.
The division of labour through discrimination is key to the production culture of microwork

systems in particular [67], and is connected to geopolitical dimensions of microwork, which often
entail citizens from the Global South doing manual labour for employers in the Global North. This
is underscored by the fact that microwork platforms are frequently mentioned by participants from
the Global South, and a considerable amount of users felt excluded by microwork platforms based
on their location (N=23). For instance, one participant discusses working for an SEO service paying
them to click websites, noting that:

P223: I get paid the half of the amount a U.S. based person would get just because I’m
mexican, even though we do the same job.

With many of these platforms cutting across borders and covering a global marketplace, the
scope of what people expect as “fair” decision-making, and their ideas about equal opportunity,
play out on a global level as well. This highlights the intractability of the “global crowd ethics” that
accompany microwork platforms [67, p.734].
At the same time, P203 points at a concern about features not being relevant to the system at

hand, which Grgic-Hlaca et al. describe as a latent evaluation property of “feature relevance” [55].
Several of our participants highlight that microwork is not simply stratified by location, but that the
inclusion of irrelevant features causes further exclusion among minorities within those locations.
This is just one example of how intersectionality can identify compounded harms in algorithmic
contexts.
A related, and commonly experienced issue with automated systems is one of visibility, where

the user is not excluded by being recognised as being from a particular class, but by not being
recognised at all (“system does not recognise user”). We see that intersectional participants are
over-represented in this category (see Figure 1). One participant wrote:

P144: “i applied and started a study on disability at work. during the screening ques-
tionnaire, a question came up asking me to name the type of disability i have. it did not
include options for depression, anxiety disorder or panic disorder. i could not move
forward unless i said that i did not have a disability, which was not true.”

Beyond their disability not being recognised, the participant shows that the recognition and
valorisation of an identity label that may encourage people to force themselves to fit into a category
to which they do not belong [34, p.407]. This leads to the next category.
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4.2.2 Categorisation and contestation. The experience by P44 is also an example of the experience
with the highest relative frequency among intersectional participants, namely being forced into
an inaccurate or adjacent class or category by the system (“enforced categorisation”). The theme
indicates a common lack of specificity in algorithmic systems: they do not have enough options, or
cannot compute the specificity of the user. This issue of categorisation is also related to predictive
recommendations and what we could call algorithmic funnelling. Participants commonly are unduly
pushed into categories by such recommendation systems.

P299: “‘I follow quite a few LGBTQ+ creators on youtube, so I would expect that my
home and explore pages on youtube would have a number videos from said creators
or have videos with the same type of content. However, for whatever reason, when I
look at my home and explore pages, there’s much less LGBTQ+ content being shown
to me than I would expect. Even in my subscriptions page, which should be filled with
the videos from the creators I subscribe to, sometimes the LGBTQ+-focused videos are
missing, even when other videos from the same LGBTQ+ creators are being shown.”’

The participant’s analysis points to the pervasiveness of algorithmic folk theories:“intuitive,
informal theories that individuals develop to explain the outcomes, effects, or consequences of
technological systems, which guide reactions to and behavior towards said systems” [36, p.3165].
Especially in the context of social media, these perceptions are based on algorithms operating on
the basis of identity, the worry being that these systems end up valuing some identities over others
[69]. Interestingly, this not only means that particular identities are suppressed, as is noted by the
following participant:

P253: “Watched a video about a mental disability,now all my reccomended [sic] videos
are about that.Its stressing since i suffer of bypolar [sic] disorder”

Indeed, the issue of being algorithmically targeted not only pertains to a lack of representational
options, but an oppressive granularity combined with prediction. As one participant noted:

P226: “On Okcupid there’s an option to select if I’m monogamous or polyamorous and
even if I’m trying to look for people to chat with I can’t get all the results (in other
words, I get only monogamous if I choose monogamous and vice versa). Also, if I want
to gender myself as non-binary (on both mentioned sites) I will only get matched to
people looking specifically for non-binary (which defeats the purpose of being agender).
This causes me to lie in order to even have a chance on getting matched with the gender
I prefer.”

The participant points to feature volitionality [55], insofar as they feel trapped in the stereotypical
perception of their sexual orientation, which is non-volitional. Self-categorisation here is linked to
predictive recommendation, and this prediction is simplistically mirroring input characteristics. This
is a significant issue for intersectional users such as P226, as their identity is automatically being
taken for their preference. The recognition systems under discussion here implicitly assume that
sexual preference is a static concept that does not frequently change across time and cultures [48].
Again, we have to note here that oppression for some groups is interconnected with opportunity
for others: this predictive mirroring may be a convenience when it pertains to a privileged identity.

We created a separate category for the cases in which systemswere found to be actively contesting
users, or changing their input (“system contests user”). One participants discusses an automated
tagging system that contests concomitant human tagging:

P292: “[My job] involves tagging content according to subjective characteristics, and
then write and explain your reasoning for such tags. Then, you get scored by an
automatic system that does not care about what youwrote nor even reads the comments,
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and simply marks some of the opinions you gave - which they asked you to provide
and told you it was part of the job - as ‘wrong’.”

The fairness judgment made in this comment is related to the system’s perceived inability to
reliably assess an outcome [55]. In the context of human work, the participant’s fairness evaluation
relates to a sense of purposelessness, as their work is being evaluated by an automated Machine
Learning system, which is nonetheless (and perhaps ironically) trained on the same human tagging.
This feeling of labour being made undone by a system (“Wasted labour”) returns throughout the
data. The comment is also indicative of a theme of being misled (“System misleads user”) by a
system and its designers — in this case, as the employee believed that their work would end up
informing the system’s decisions, instead of the other way around.

4.2.3 System opacity and interpersonal comparison. The lack of specific knowledge about these
systems is evidenced in our data by the amount of people indicating being unsure how the system
made its decision (“Opaque system decision"). This opacity is a feature of AI systems in particular,
and can lead to the “algorithmic folk theories” mentioned above. One respondent who denied a job
by a recruitment system wrote:

P14: “I don’t have the exact proof, it is not obvious. But I think that (and have read
about) there are recruitment systems which filter out candidates with gender or ethnic
background bias. ”

It is arguably due to this system opacity that many participants tentatively compare their
treatment with that of others (“Comparison with others”), pointing to an awareness of distributive
fairness [15]. For instance, one of our intersectional participants noted:

P48: “i applied for financial assistance but was declined, a trusted friend with similar
profile but diffarent [sic] race and gender were approved”

Again, while there is no way of proving whether the anonymous system mentioned here was
discriminating based on ethnicity, the response indicates that people in historically disadvantaged
positions are oriented towards fairness and its relation to discrimination. These remarks align with
latent fairness properties regarding outcome disparity and sensitive group membership [55]. Our
data also demonstrates that people often come up with speculative answers with regards to fairness
in automated and AI systems — a finding that has been reported on in previous consumer polls
[94]. When trying to get answers to their questions, we see participants being frustrated when this
is not possible (“lack of support”); we discuss this in Section 4.5.

4.3 Types of unfair systems
In order to answer RQ4, we coded the different kinds of systems that users mention as being
unfair, in order to see how participants’ experiences are situated in particular contexts. These
are summarised in Figure 2. Several systems and experiences immediately jump out: particularly,
a sense of exclusion in microwork platforms, social media and recruitment platforms, a lack of
support in support systems, occasions of enforced categorisation in registration systems, and a
wider sense of not being recognised as across systems.

4.3.1 Microwork platforms and recruitment platforms. The most commonly experienced unfair
system were reported around microwork platforms such as Prolific or Fiverr, as discussed in Section
4.2.1. Given we used Prolific for recruitment, these findings could be expected. The narratives our
participants share involve being screened out of opportunities or studies based on their gender,
ethnicity, or location, showing that oppression for some groups is interconnected with opportunity
for others [85]. See also P203 and P223 in Section 4.2.1.
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Fig. 2. Heatmap of top 10 experiences of unfairness in top 10 systems/platforms

4.3.2 Support systems, Social media and Video platforms. Support systems, which provide help or
assistance to users — such as chat bots and interactive voice response systems — are notably more
frequent in the narratives of our privileged participants. Participants most frequently take issue
with these systems due to their ambiguity and minimal feedback, which have been diagnosed as
issues before [72]. More problematically, participants also report how these systems mischaracterise
them by not taking important attributes into account. For instance, one participant notes:

P42: “I was looking to get an appointment to get a clinical study for a fertility treat-
ment, I’m a lesbian so my spouse is a woman, but the chatbot was treating us like a
heterosexual couple.”

Social media and video platforms such as Facebook, YouTube, and Netflix are similarly mentioned
due to the algorithmic recommendation systems they incorporate (see Section 4.2.1).

4.3.3 Financial platforms, Shopping platforms, Government platforms and other Registration systems.
Registration systems include those systems that allow users to set up an account. Firstly, financial
platforms are those dealing with loans, trading, and other financial services. Participant discussions
of these platforms bring us back to the issue of exclusion: 71% of the participants mentioning
these systems were from the Global South (the highest percentage for all systems). Within this
demographic, the distributive harms of these platforms often pertain to a lack of inclusivity. One of
our participants located in South Africa noted:
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P130: “The automated system declined my application essentially because I am trans-
gender. I was refused the layaway service because my details include a change of name,
and the system was incapable of rectifying this.”

The unfairness reported on these financial support systems highlights the ways in which al-
gorithmic systems constrict disadvantaged people’s opportunities even further because of their
intersectionality. It shows how shopping platforms, which the above layaway example is an example
of as well, cause differential harms across privilege lines. Narratives of privileged participants
on these systems mainly involved inconveniences such as paying for a product that the system
inaccurately depicted as available.
Participants often comment on the opacity on part of these registration systems, and suggest

biases on part of system designers in terms of how attributes such as gender are made actionable
for users. One intersectional participant discusses a government registration system:

P8: “I had to change some personal information about a government procedure and
they asked me to fill in information. By filling them in, it only gave me options to
identify myself in ways that I did not identify myself in and did not feel represented.
Because i felt i wasn’t being represented from who should represent me and tke [sic]
care of me [...] They didn’t take into account other options in gender than man or
woman and also because of that in mails they addresed [sic] me Mr.”

The participant notes how the “symbolic annihilation” by their government [69] was particularly
painful given the expectation of fairness in these systems. The response also demonstrates that
exclusionary design choices around personal attributes can lead to longer-term mischaracterisation
and classification, and thus repeated experiences of harm.

4.3.4 Facial recognition systems. Our last category of facial recognition systems are related to well-
known forms of algorithmic discrimination: substantial disparities have been reported with regards
to gender and ethnicity in the accuracy of facial recognition systems [20, 46]. Our participants
mainly report unfair treatment towards ethnicity and gender in these systems, noting systems that
either falsely recognise a user, or do not recognise a user at all. One participant gives an example
of not being recognised by a system, suspecting racial exclusion and causing significant harm.

P197: “I went for a passport renewal online and my picture [because of my skin
complexion] failed as they was not ‘enough light’ in the photo despite there being
plenty I had to shine light on my face to get it to work.”

4.4 Discriminatory treatment
In order to answer RQ5, we asked respondents to explain whether they thought the experience
they had could be classified as discriminatory. 41% of our participants (N=131) did not think
their experience discriminatory, while 51% (N=163) did. Further, intersectional participants report
discriminatory treatment significantly more often than privileged ones: 67 out of 92 (73%) for the
intersectional group, as compared to 40 out of 103 (39%) for the privileged group. Using a chi-
squared test of independence, we found an association between intersectionality and the reporting
of discriminatory treatment, with 𝜒 (1, 𝑁 = 294) = 9.277 and p=.002. One intersectional participant
points out how representational exclusions of minoritised people matters in the use of registration
systems.

P69: “Yes of course it was [discriminatory]. Non-binary and genderqueer people exist!
We do not fit into these limited binary options and excluding us is discriminatory
because people whose gender is binary do not experience that exclusion.”
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We also note that 8% (N=26) of our participants were unsure about whether the treatment was
discriminatory or not. This is largely due to the opacity of the discriminatory systems, which cause
distrust among our participants. One respondent theorises:

P102: “To my knowledge, many companies use automated software in their hiring
process. [...] I have been rejected after hundreds of applications and I strongly suspect
it is because of the combination of a very competitive job market (due to COVID) as
well as this automated software.”

This expectancy of discriminatory harm is worrying, as it could contribute to a blanket distrust
of automated and AI systems [31]. There is a clear need for more transparent communication
around the occasions when automated systems are used, and how stringently their results are used.

Another salient theme we note here pertains to 11% (N=35) of our participants, who noted they
did not view their treatment as discriminatory precisely because the system was automated. For
instance, one intersectional participant noted:

P34: “No, I do not think it was discriminatory as it was not intention. However, I do
believe that it was a miscalculation on the developer/operator’s part.”

This misunderstanding of disparate treatment versus disparate impact highlights the need to com-
municate with users around machine learning biases as the byproduct of structural organisational
practices and cultural norms [7].

4.5 Strategies for harm reduction
To answer RQ6, we first asked participants whether they took action after the incident. 133 (42%)
participants noted to have acted after the harm was done, while 187 (58%) did not. However, we
did not find any significant correlations between participants possessing at-risk or intersectional
characteristics and taking action. We also asked whether participants’ thoughts on the system
that treated them unfairly had changed. Most participants (N=173, 54%) indicated having changed
their view, while 109 (34%) participants did not change their view on unfair systems, and 37 (12%)
participants were unsure whether they did. Again, we did not find any significant correlations
between a change of view and intersectional status.
A frequent theme we identified relates to participants who note that they are disappointed in

the designer instead of the automated system. One participant wrote:
P127: “It is never my view on automated system but the owners for not using a larger
sample size”.

This participant understanding of training bias underscores the need for designers consult with
affected stakeholders and the general public during the initial phases of system design [40]. This
may especially be relevant for individuals who are disappointed in automation as a whole:

P33: “It’s made me thing that it’s not such a great technological advancement after all,
if it’s only going to benefit the same people who already have and have had all the
benefits so far.”

This comment relates to another noteworthy category of expected harm, which is largely
expressed by intersectional participants. This was the only response for which we found a significant
relation with intersectional status through a chi-squared test (𝜒 (1, 𝑁 = 320) = 6.069, p= .013).
These participants explain being used to unfair treatment, and whose fatigue about these systems
prevents them from seeking help. One intersectional respondent notes:

P199: “My view on automated systems haven’t changed. I’m black so I’m already used
to these kinds of things and having to explain to people why they should change their
systems to be more inclusive of others or avoid making other uncomfortable.”
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Fig. 3. Harm reduction strategies for different par-
ticipant groups

Fig. 4. Reasons for not acting for different partici-
pant groups

By far the most common response to being treated unfairly (see Figure 3) was to seek human help
(65%, N=84), such as mentioned by P130 in Section 4.3.3. Participants repeatedly indicate that these
human interventions have helped them to solve the issue. On the other end of the spectrum, there
are participants who did not take action, and instead avoided the problem through compliance
with an unfair system, through altering one’s settings or profile. The strategy of altering settings
is related to what Gasser has called Data Adjustment, a type of manual and ad-hoc workaround
users engage in to solve immediate and pressing problems. In data adjustment, people “game" their
computer systems by entering data that they knew were “inaccurate" or that did not reflect the
spirit of the input data expected by the programs [47, 99]. Indeed, one intersectional participant
notes:

P203: “I began opting mostly to choose Male, because answering more honestly as
“other” (or declining to answer) was costing me much needed income on an almost
daily basis—and because Male is the gender I MOST closely identify with, is how all of
the people I know interact with me, and is how I am generally perceived and treated
other people out in public.”

With regards to participants who noted to have not acted at all (see Figure 4), the most common
response was that it would be pointless. This is summarised by one intersectional participant whose
gender was not recognised by a shopping platform:

P152: “Because it happens too often and life is too short.”

Responses such as these signal the amount of relatively minor harms done by automated systems,
many of which go unnoticed and unchecked. Further, even if the issue would be big enough to
be raised, respondents note feeling powerless to do anything. Several intersectional participants
mention being used to being treated unfairly due to personal attributes, mirroring the expected
harm theme discussed above:

P153: “Because i already take it as a price i must pay to be a black american, to be
treated unfairly.”

Finally, when it comes to systems required to gain opportunities, participants note not having
responded due to fear of repercussions for doing so. This theme appears particularly often in
hiring scenarios, and demonstrates the extent to which harms of compelled usage systems can go
unnoticed:

P122: “I am still in the interview process, and did not want to ruin my chances.”
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5 DISCUSSION
Our survey study in this paper provided participants with an opportunity to report on their experi-
ences with unfair treatment by automated systems, to qualify those experiences as discriminatory,
and to discuss what they did in response.

5.1 Perceptions of fairness
Our quantitative analysis of questionnaire responses found significant correlations between at-risk
and intersectional characteristics and perceived unfair and discriminatory treatment. We found
that intersectional participants are reporting unfairness and discrimination on particular platforms,
such as registration systems and facial recognition systems. The former represents the many cases
of representational harm we have counted, in which users are not recognised, excluded or unduly
categorised by a system based on their (perceived) identity.

One of our main findings is that relatively minor cases of unfair treatment often go by without
being noted or ameliorated. Many of the harms mentioned in our questionnaire are not considered
grave enough to be responded to, or to be considered discriminatory, even when they involve
protected characteristics. This emphasises that personal experiences and outcomes of unfair treat-
ment are not exhausted by a framework of discrimination alone. The sense of fatigue and expected
unfairness by some groups points to the need for better and simpler feedback mechanics in auto-
mated systems, in order to catch these incidents and raise the bar for everyday interactions with
automated systems. This not only implies the need to place more ‘humans in the loop’, but to do
so at points in the system interaction in which users feel essentialised or excluded, such as when
registering for a service, or after a decision has been made about a user’s eligibility.

The experiences of our intersectional participants surrounding automated systems can be broadly
classified into three themes: essentialism, exclusion, and expectancy. Users “in between” normative
categories are not recognised by systems, filed into adjacent classes they do not agree with, and
excluded from opportunities, all of which lead to the anticipation of harm. We now address these
themes in turn.

5.2 Addressing perceptions of unfair systems
5.2.1 Essentialism. Improving essentialist systems, which treat personal characteristics as funda-
mental or intrinsic to people, is notably difficult in representational scenarios. A possible goal can be
to ensure equal representation of groups in a ranking, or to give due weight to different normative
outlooks in classifiers that automate the enforcement of norms [125]. However, essentialism is not
just a matter of creating better weighted or more granular categories: it also needs to be sought
in revisionism, in the sense that the issues encountered by our participants can be ameliorated
if particular personal attributes would be more easily mutable in a system. This is particularly
important as many personal characteristics are increasingly considered as being in flux. Providing
easier access to alter these features can significantly help to build trust in systems by users from
at-risk backgrounds. In many cases, opening up these categories necessitates pushing back against
cultural pressures and perceived needs of advertisers and institutions that require stable identity
characteristics as predictors [16].

5.2.2 Exclusion. Experiences of exclusion, which are often distributive in kind, can be counteracted
with transparency around inclusivity itself; that is, when a user is excluded from a system, more
efforts should be made to explain to the user on the basis of which features the decision was (not)
made. We found this particularly relevant for participants from the Global South, who partake
in algorithmic microwork systems that cut across national lines, and are disadvantaged when
compared to Global North participants — if they are able to partake at all. Our approach shows that
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explanations ought to take place at the moment that users are confronted with a decision: many
participants note that their frustration not only, or even primarily, stems from the decision itself, but
from the lack of support or information they receive when wanting to enquire about it. This links to
the issues of positionality faced by Explainable AI: beyond transparency of technical specifics, there
is a need for a “relational transparency” [115] geared towards the kinds of explanations that users
from different backgrounds and with different backgrounds require [74, 87, 88]. Such transparency
needs to be built on robust usability studies, keeping in mind that, instead of devising two (or more)
versions of the same software to serve different classes (genders, ethnicities, etc.), software requires
inclusivity across the cognitive diversity that arises not only between or among different genders,
but also within them. [119].

5.2.3 Expectancy. Preventing the expectancy of harms, whether distributive or representative,
seems a crucial task for system engineers when designing for social justice. This expectancy
is often connected by our participants to questions around and mistrust of system designers.
This mirrors prior research highlighting difference in social groups when it comes to trusting
human and computational systems [77]. As such, a blanket call for “more transparency” regarding
system design is not enough. What is needed are explicit considerations for people who experience
more negative encounters with automated systems. These considerations need to be baked into
everyday algorithmic systems, such as microwork and recruitment platforms, and be part of the
entire user journey—not just after the user is faced with a decision outcome. Prior work has
suggested the inclusion of anti-discrimination clauses, including extensive explanations of how
the programmers were committed to equity and anti-racism in their workplace and product [77].
Further, our participants’ mistrust shows the need for users to clearly see why a system asks for
particular characteristics. Clear feedback mechanisms after a decision outcome are crucial, and
often lacking. The previously mentioned mistrust of human systems by vulnerable users means
that beyond the addition of human support, the system itself should be able to give the user a
footing in the reasons for outcomes that are unfavourable to them, and to provide useful advice on
what they could possibly do next.

5.2.4 Perception-based auditing. Beyond implications for the design of algorithmic systems and
their support structures, we believe that user studies of this kind can be the first step into a selection
of algorithmic systems to be audited—that is, probing these systems by providing it with one or
more inputs, while changing some attributes of that input, in order to identify situations and/or
features that give rise to negative impacts [19, 83, 102]. An important aspect of audit studies is to
specify how social problems manifest in technical systems [1, 6], and experiences by vulnerable
individuals and communities can yield important cues in this context. It has been pointed out that
everyday users of algorithmic systems are often best poised to detect and raise awareness about
harmful behaviors that they encounter in the course of their everyday interactions with these
systems [104]. Vulnerable individuals often have a lot of experience with particular systems—the
gig work platforms discussed in this paper are no exception. For instance, the suspicion of being
screened out of gig work opportunities due to gender identity as discussed by P203 in Section 4.2
could be further investigated by constructing several fictitious queries in response to job postings.

5.3 Limitations
The main limitation of this study arguably lies in our approach to the concept of intersectional
harm, which in a sense is both not specific enough and too specific. On the one hand, there is space
for more categorical complexity: after all, an analysis of intersectionality can include additional
forms of multilevel, hierarchical, or contextual modeling, which can introduce more complexity in
estimation and interpretation—for instance, by not simply asking about the effect of, e.g., ethnicity
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on experiences of discrimination, but also how that effect differs for different gender identities
[81]. Further, a larger empirical study that categorises the platforms mentioned by participants
could employ these categorised platforms in a multilevel regression analysis using this context as
a higher-order level of analysis. Such multilevel regression analysis has been argued to be more
helpful in the context of intersectional research than multiple regression with interaction terms, as
it explicitly accounts for “the social contexts of inequality by animating context itself as a unit of
analysis and source of variance” [103, p.15].
At the same time, more can be done to explore the nature and extent of the inequalitites and

differences in our data. There is a need to historicise discriminatory practices, as discrimination is
not just experienced differently, but also shaped in a complex series of meaning that owes to past
experiences [62]. This also means to reframewhat we call unfairness here as a matter of injustice [13].
Analysing these processes means to critique the integrity of categorical distinctions themselves,
and realise they are often themselves by-products of oppression [85]. We realise that our analysis of
intersectional “categories” evades the problem of balancing the stability and fluidity of inequalities
so they are sufficiently stable as to be available for empirical analysis, while recognizing that they
change [120]. The question of how intersectional categories can be operationalised remains an
open one.
A second limitation of this study lies in the selection of participants through Prolific, which

led to many reported experiences of unfairness in the context of microwork and survey systems.
Using other ways of recruiting might have altered the position of this theme in the top platforms,
yet without necessarily invalidating what was reported for other platforms. We also note that our
survey, like any other self-report measure, necessarily is subject to a number of social and cognitive
limitations regarding perception, interpretation, and disclosure [75].
Finally, and from a methodological perspective, there are different ways to group thematic

concepts. While we report strong agreement rates in Section 3.3, we also need to emphasise the
importance of perspective as emphasised in standpoint theory with regards to our own analysis
[59, 90]. That is, we must acknowledge that our perspectives and backgrounds influence our
categories and findings [17]. It should be emphasised that the goal of this paper was not to
determine the ‘best’ approach to evaluate fairness perceptions; rather, we aimed to offer a space for
different individuals to share what they consider to be noteworthy experiences. We believe that the
Critical Incident Technique offers a valuable tool for human-centered computing in this regard.

6 CONCLUSION
Automated computational systems can cause harm to their users in many different ways, both in
and outside a context of discrimination. In computer science, approaches to fairness typically focus
on ameliorating these issues by focusing on data preparation, model-learning or post-processing.
However, there is a lack of interventions that attempt to “more profoundly, deeply, and adeptly
interrogate the power structures and issues that undergird these critical narratives” when it comes
to automated computation system’s harms and risks [40, p.177]. In this paper, we have focused on
marginalised participants narratives on unfair treatment, in order to underscore that the interaction
between humans and automated computational systems matters, even when discussing relatively
minor incidents, and that platforms that are unfair for one group will privilege another. Allowing
users from different backgrounds to recount their experiences in situ, we aimed to explore how
particular features relate to experiences and understandings of unfairness. Our critical incident
approach also has underscored that explicit discrimination is only a part of this fairness discussion
[55]. Beyond the results of disparate impact, a sense of not being heard or seen by systems that
make decisions about opportunities or access is pervasive in our data.
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Rather than viewing such minor incidents as trivial, system engineers need to incorporate more
means of human interaction throughout the user journey. Preventing further public backlash
against computational, particularly AI-based, systems [40, p.165] involves the need for what we
might call localised transparency about the inclusion of features and the background of designers.
This can help address the general sense, returning in our data on different occasions, of not being
helped when an unfair situation arises. Dealing with these experiences can simply not be fully
automated; the human interaction springing from it needs to take one step in the uncomfortable
process of understanding that increasing the status of marginalised people often means to address
how privileges of privileged or powerful groups will change as well [65]. Intersectionality also
points out a need to move beyond notions of fairness and towards those of justice: this means
to understand that unfairness does not take place in separate, singular systems but is part of the
overarching social structures we partake in [13]. This significantly impacts the research process
as well: we believe studies on perceptions of fairness should always be done with positionality in
mind [68], and should not be undertaken without meaningful collaboration between researchers
from both technical and critical disciplines, and from diverse personal backgrounds.
To conclude, the recurring stories about registration and microwork systems by our partici-

pants have provided us with an unexpected salutary lesson. At first glance, such systems might
seem odd candidates to top an unfairness list. But when one considers how they foreground self-
categorisation, it quickly becomes apparent that they provide the opportunity for critical reflection
[16]. When negative causal effects are experienced in such a temporally proximate and linear
fashion — e.g., an individual is disqualified from participation due to non-binary gender status —
it not only sharpens perceptions of injustice, but offers an opportunity to rethink user feedback.
Registration and microwork systems stand in contrast to many automated computational systems
that are once-removed from users, wherein the machinations of disparate impact are more causally
delayed, or embedded and distributed across complex systems, muting perceptual acuity. What the
reported experiences in this survey show is that automated computational systems require open
communications with users while unfairness is being experienced.
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A APPENDIX
A.1 Unfair treatment by automated computational systems - questionnaire
A.1.1 Instructions. In this survey, we are interested in cases where you felt to be treated unfairly,
unethically, or differently, based on who you are, by an automated system such as an online service,
computer, application, or smart device. With “who you are", we refer to personal details (gender,
age, sex, religion, disability, etc.) or social groups or communities you consider yourself to be a
part of. Please note that we are NOT referring to other people treating you unfairly online, but
instead the output of a system, computer, or device. Note: Please finish the entire questionnaire,
after which you will be redirected to Prolific.

A.1.2 Experiences of unfair treatment.

(1) What is your Prolific ID? [Open-ended]
(2) When was the last time you felt to be treated unfairly when interacting with an automated

computational system? Recall: we are talking about an automated system (NOT another
person) treating you unfairly because of your personal details.
• Less than a week ago (1)
• Less than a month ago (2)
• Less than a year ago (3)
• Less than two years ago (4)
• More than two years ago (5)
• Never (6)

(3) What was the automated system or (online) platform you were using when you felt treated
unfairly? [Open-ended] Recall: we are talking about an automated system (NOT another
person) treating you unfairly because of your personal details.

(4) Why did you feel you were treated unfairly? (open-ended) Recall: we are talking about an
automated system (NOT another person) treating you unfairly because of your personal
details.

(5) Could you explain what happened? Please be as detailed as possible. [Open-ended]
(6) On a scale from 1 to 100 how much mental pain, hurt, or distress did the experience cause

you? Note: 1 means very little mental pain, hurt, or distress; 100 means a lot of mental pain,
hurt, or distress.

(7) Did you take any action following the experience? For instance, contact the owner of the
system or platform, delete your profile, change your privacy settings, and so on.
• Yes (1)
• No (2)

(8) What did you do and why? [Open-ended, shown if answer previous question is “Yes"]
(9) Why did you not take action? [Open-ended, shown if answer previous question is “No"]
(10) How many zebras do you have in your pocket? [Attention check]

• One (1)
• Two (2)
• More than two (3)
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• None (4)
(11) Have you decreased your usage of the automated system that you had the negative experience

with?
• Not decreased at all (1)
• Slightly decreased (2)
• Moderately decreased (3)
• Considerably decreased (4)
• Stopped using it entirely (5)

(12) How have you changed your view on the automated system you had the negative experience
with? [Open-ended]

(13) Do you feel that your unfair treatment by the online system, computer, or smart device was
discriminatory? Please explain your answer. [Open-ended]

A.1.3 Technical literacy. The next questions are about your perceived ability to engage with
computers, IT services, and the Internet.
(1) How long have you been using computers?

• Less than a year (1)
• 1 - 5 years (2)
• 5 - 10 years (3)
• Over 10 years / all my life (4)

(2) How would you rate your own internet literacy?
• Very good (1)
• Good (2)
• Acceptable (3)
• Poor (4)
• Very poor (5)
• Don’t know (6)

(3) Please indicate the extent to which you agree or disagree with the following statements
[Likert 1-5]
• I feel comfortable using digital technologies.
• I am aware of various types of digital technologies.
• I am willing to learn more about digital technologies.
• I feel threatened when others talk about digital technologies.
• I feel that I am behind my peers in using digital technologies.
• I think that it is important for me to improve my digital fluency.

A.1.4 Demographic questions . Finally, we have some questions about your personal details.
(1) How would you describe your ethnicity?

• Black or African American (1)
• American Indian or Alaska Native (2)
• Asian (3)
• White (4)
• Latinx (5)
• Native Hawaiian or Pacific Islander (6)
• Mixed (7)
• Other, namely (open-ended) (8)
• Prefer not to say (9)

(2) How would you describe your sexual orientation? Note: multiple answers are possible.
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• Gay (1)
• Lesbian (2)
• Bisexual (3)
• Queer (8)
• Straight (heterosexual) (4)
• Questioning or unsure (5)
• Other, namely (6) (open-ended)
• Prefer not to say (7)

(3) What gender do you identify with?
• Female (1)
• Male (2)
• Non-binary (3)
• Gender neutral (4)
• Fluid (5)
• Transgender (6)
• Agender (7)
• Pangender (8)
• Questioning or unsure (9)
• Other, namely (10) (open-ended)
• Prefer not to say (11)

(4) What is your age?
• Under 18 years old (1)
• 18-24 years old (2)
• 25-34 years old (3)
• 35-44 years old (4)
• 45-55 years old (5)
• 55-64 years old (6)
• 65-74 years old (7)
• 75 or older (8)
• Prefer not to say (9)

(5) Do you have a disability?
• Yes (1)
• Questioning or unsure (2)
• No (3)
• Prefer not to say (4)

(6) Do you have children?
• Yes (1)
• No (2)
• Prefer not to say (3)

(7) Do you consider yourself religious?
• Yes (1)
• No (2)
• Questioning or unsure (3)
• Prefer not to say (4)

(8) What is your religion?
• Muslim (1)
• Mormon (2)
• Orthodox church (e.g. Greek or Russian Orthodox Church) (3)
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• Jewish (4)
• Christian (11)
• Protestant (5)
• Christian Scientist (6)
• Seventh-day Adventist (7)
• Roman Catholic (8)
• Other, namely (9) (open-ended)
• Prefer not to say (10)

(9) What is the highest level of school you have completed or the highest degree you have
received?
• Less than high school degree (1)
• High school graduate (high school diploma or equivalent including GED) (2)
• Some college but no degree (3)
• Associate degree in college (2-year) (4)
• Bachelor’s degree in college (4-year) (5)
• Master’s degree (6)
• Doctoral degree (7)
• Professional degree (JD, MD) (8)
• Prefer not to say (9)

(10) Where are you located? (open-ended)
(11) What is your marital status?

• Single (never married) (1)
• Married (2)
• In a domestic partnership (3)
• Divorced (4)
• Widowed (5)
• Prefer not to say (6)

(12) Information about income is very important to understand. Would you please give your best
guess? This includes your entire household income in 2020 before taxes.
• Less than $10,000 (1)
• $10,000 to $19,999 (2)
• $20,000 to $29,999 (3)
• $30,000 to $39,999 (4)
• $40,000 to $49,999 (5)
• $50,000 to $59,999 (6)
• $60,000 to $69,999 (7)
• $70,000 to $79,999 (8)
• $80,000 to $89,999 (9)
• $90,000 to $99,999 (10)
• $100,000 to $149,999 (11)
• $150,000 or more (12)
• Prefer not to say (13)

(13) Finally, do you have any feedback you would like to give us regarding the questionnaire?
For instance, were certain questions difficult to answer? Was one part more confusing than
others? [Open-ended]
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