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Abstract 
 

Rheumatoid arthritis (RA) is a chronic inflammatory autoimmune condition primarily 

affecting the small joints of the extremities. RA patients suffer physical symptoms and has a 

high comorbidity with depression, with a prevalence rate of around 17%. These symptoms 

fluctuate wildly; sometimes throughout a day, and cross-sectional data analysis will only 

allow for one time point to be evaluated. Thus, it is important to carry out intensive follow 

up to allow tracking through fluctuations. A scoping review carried out showed that there a 

lack of high frequency follow up studies to investigate the associations between multiple 

physical and/or psychological symptoms in the field of musculoskeletal disorders. These 

showed important gaps in literature in the field of RA that needs to be addressed. 

The overarching aim of this thesis is to explore physical and psychological symptom 

associations using advanced quantitative methods on a longitudinal dataset in RA patients; 

and to explore the feasibility of network science in this field of research. This will be 

addressed via three main objectives: 1) to investigate the feasibility of collecting intensive 

longitudinal data with the help of a wearable device in the field of RA; 2) to explore 

associations between physical symptoms, psychological symptoms and other important 

variables in RA patients; and 3) to test the usability of the network approach in evaluating 

multiple symptoms. These objectives will be addressed through data collected from two 

studies involving intensively collected (multiple times per-day) symptoms ratings: IA-COVID 

and APPro. In addition, cross-sectional data from the TITRATE-US study and routinely 

collected data from the KCL Rheumatology IMPARTS Patient Reported Outcome system are 

used to evaluate the usefulness of symptoms network approaches prior to applying these 

methods to longitudinal data. 

To address the feasibility of collecting intensive longitudinal data, the APPro study 

showed that there was a success rate of 33.8% when recruiting patients to the study and 

the APPro study showed that the average compliance rate was 88.75%. This is higher than 

the proposed recommended compliance rate of 80% by several studies, and higher than the 

73% that was shown in a review on EMA studies that utilises wearables as well on youth.  

Both longitudinal studies used mixed effects regression and provided novel insights 

into the bidirectional association between physical and psychological symptoms in RA 
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patients. In the IA-COVID study, it was discovered that there were significantly less social 

contact and higher loneliness level during period of lockdown during the COVID-19 

pandemic, and during this state, increased social contact was significantly associated with 

lower physical symptoms in the next time period. It also showed that positive affect was the 

only symptom that influenced physical activity in the next time period, suggesting that high 

positive affect would increase physical activity in the next time period. The APPro study 

demonstrated that there were significantly lower physical symptoms and, surprisingly, 

lower positive affect after the initiation of a new biologic treatment. After a new treatment, 

psychological symptoms have a significant impact on physical symptoms in the next period.  

When examining the relationship between multiple symptoms, it becomes 

complicated to separately fit and interpret many different models (i.e. at least one model 

per-outcome assessed). This limited the analyses described above to focusing on broad 

constructs of psychological well-being rather than individual symptoms. Network science 

approaches were utilised in every empirical chapter to provide an insight into the 

associations between specific physical and psychological symptoms. Distinct clusters of 

physical symptoms, psychological symptoms, and inflammatory markers in RA were 

identified using a network approach. Individual network plots also showed that fluctuant 

symptom plot differs from a stable symptom plot where fatigue is highly connected to 

psychological symptoms rather than physical symptoms. The influence of each symptom 

was also looked at in APPro using centrality values. The influence of joint stiffness dropped 

dramatically after a new treatment, showing the effects of the treatment on inflammation. 

Both before and after symptom plots also showed psychological symptoms to be the most 

influential nodes, further showing the importance of positive and negative affect in RA 

patients. 

In conclusion, this thesis displayed a framework for the recruitment and assessment 

of intensive longitudinal data in the field of RA. It also discovered several novel associations 

between symptoms and quality of life variables, and also reinforced the importance of 

psychological symptoms in a RA patient, especially after a new treatment. Fatigue was also 

discovered to be the symptom that has the most influence on the activation of psychological 

symptoms, and were shown to be affected by psychological symptoms tremendously in 

different situations. Network science also proved to be a methodology that could reveal 

new information, but more work is required to discover its full potential. 
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1. Background 
 

1.1. Rheumatoid Arthritis 
 

1.1.1. Background 
 

Chronic diseases, or long-term conditions, contribute to almost 60% of deaths worldwide 

(WHO, 2005) with this number predicted to rise to almost 73% over the next decade, largely 

driven by population ageing . Arthritis is one of the most common long-term conditions, and 

is a leading cause of disability worldwide (Neogi, 2013). It incurs massive costs to patients 

and healthcare providers due to the number and severity of symptoms, and patients’ loss of 

functioning (Messier et al., 2004). Arthritis is a condition in which one or more of the 

patients’ joints are inflamed, which results in soreness, stiffness, and swelling. There are two 

main types of arthritis, inflammatory arthritis (IA) where the immune system is causing 

inflammation due to autoimmunity, and non-inflammatory arthritis which is mainly 

osteoarthritis (Sacks et al., 2010). Osteoarthritis is normally caused by damage affecting the 

cartilage lining of the joints either due to wear and tear or injury, resulting in a breakdown 

of cartilage which leads to bone rubbing on bone. Inflammatory arthritis on the other hand, 

is a diverse group of chronic autoimmune conditions characterised by joint inflammation 

including rheumatoid arthritis (RA), spondyloarthritis such as psoriatic arthritis (arthritis in 

patients with skin condition psoriasis) and juvenile idiopathic arthritis (arthritis in children). 

This means that the inflammation is not caused by wear and tear like osteoarthritis, but 

instead by the immune system targeting certain joints leading to pain and swelling (Scott et 

al., 2010).  

The total cost of rheumatoid arthritis, including direct clinical costs and indirect costs 

are high for patients and increasing due to the rise in use of biologics. This cost leads to a 

significant burden on the patient, the patients’ family, health services, and the society as a 

whole (D. L. Scott et al., 2020). This shows that besides the fluctuant physical and 

psychological symptoms, IA patients experience additional burdens as well. These burdens 

also translate to the partners and families of IA patients; a study on 88 patient-spouse 

couples (Rat et al., 2021) showed that satisfaction of the partner is strongly associated with 

the mental health of the patient. This shows the potential problems that IA poses, and the 
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need to understand and manage the conditions. In order to understand IA, it is important to 

note that even though inflammatory arthritis conditions are all characterised by the 

common denominator of inflammation, the clinical features and aetiology differ for each 

condition. Spondyloarthritis, comprising of ankylosing spondylitis, reactive arthritis, and 

psoriatic arthritis, is characterised by inflammatory back pain, peripheral arthritis and extra-

articular features such as psoriasis (Stolwijk et al., 2012). Spondyloarthritis is also recognised 

by the Spondyloarthritis International Arthritis (ASAS) to be divided into axial 

spondyloarthritis and peripheral spondyloarthritis where axial spondyloarthritis mainly 

affects the spine (Rudwaleit et al., 2011). Most importantly, all of these conditions are 

heavily associated with HLA-B27, which is a protein located on the surface of the white 

blood cell. Testing positive for HLA-B27 is the strongest known genetic risk factor for 

spondyloarthritis (Sieper et al., 2006). Even though around 90% of patients with ankylosing 

spondylitis (AS) are discovered to possess this protein (Hammer et al., 1990), it was 

discovered that HLA-B27 is only able to explain 20-40% of the genetic susceptibility to AS 

(Dougados & Baeten, 2011), suggesting that this disease is not entirely explained by 

hereditary or genetic factors. This shows the complexity and the lack of complete 

understanding of these disorders. 

The symptom profiles for spondyloarthritis also differs among the different 

disorders. For ankylosing spondylitis, it mainly affects the axial skeleton; in particular the 

cranium, backbone and ribs, causing inflammatory backpain and asymmetrical limbs (Braun 

& Sieper, 2007). It also affects twice as many men as women, with 80% of the patients 

suffering the first symptom before age 30 (Feldtkeller et al., 2003). Psoriatic arthritis on the 

other hand, only affects patients with psoriasis, which is a skin condition that causes red and 

dry patches of skin. 30% of patients with psoriasis develops psoriatic arthritis, and this 

disease affects women and men equally (Ritchlin et al., 2017). The symptom profile for 

psoriatic arthritis includes nail pitting, tendon inflammation and the skin conditions for 

psoriasis (Stoll et al., 2006). Even though these different conditions that make up 

spondyloarthritis differs in both cause and symptom, they all share certain characteristics 

within the group. There have also been cases of overlaps between RA and spondyloarthritis, 

but the numbers remain small (Matei et al., 1992). There are differences in both aetiology 

and symptom profiles, and the main difference between symptoms in spondyloarthritis and 
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RA is that spondyloarthritis affects the spinal cords while rheumatoid arthritis is focused on 

peripheral inflammation and pain, in particular hands and feet (Akhondi & Varacallo, 2021). 

 

Rheumatoid arthritis causes chronic synovial joints inflammation, which is the most 

common type of joints in the human body (Alamanos & Drosos, 2005). This can be seen in 

Figure 1.1 (Donvito, 2018) below, which shows the stages of RA. The constant inflammation 

causes the cartilage to wear down, leading to swollen and tender joints.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Rheumatoid arthritis has higher prevalence and incidence rate than spondyloarthritis 

in most countries (Akkoc & Khan, 2020). It is one of the most common form of IA worldwide 

(Majithia & Geraci, 2007) alongside gout (Roddy & Doherty, 2010), and the most common 

autoimmune inflammatory arthritis. Pain among IA patients has normally been attributed to 

peripheral pain, instead of non-inflammatory central pain (Lee, 2013). This pain has also 

been reported to be significantly associated with patient-reported arthritis disease activity 

as seen from different studies (Khan et al., 2012; Studenic et al., 2012). It was shown that 

pain is the most important determinant in scoring of patient global assessment (PGA) 

scores, and in Khan et al (2012)’s case, the only physical symptom that is correlated with 

PGA. With peripheral pain being the focus of pain for IA patients, and the characterization of 

RA being mostly peripheral pain, this shows the seriousness of RA and the importance of 

Figure 1.1: Stages of RA 
Donvito (2018) 



 17 

understanding the condition. It is vital to first understand the aetiology and epidemiology of 

RA in order to better understand which area of RA should be worked on. 

 

1.1.2. Pathophysiology, Aetiology and Epidemiology  
 

Rheumatoid Arthritis can be characterised by the presence of several autoantibodies, most 

notably Rheumatoid Factor (RF) and anti-citrullinated protein antibodies (ACPA). RF is an 

autoantibody first discovered by Waaler (Natvig & Tonder, 1998) and is directed against the 

Fragment Crystallizable Region (the tail region of an antibody) portion of another 

immunoglobulin. In a prospective cohort study looking at elevated RF (Nielsen et al., 2012), 

it is discovered that those with an elevated level of RF in the general public has up to 26 

times greater risk of developing RA in the long-term compared to those that don’t. The 

testing of RF is the most widely used blood test for the classification of RA (Aletaha et al., 

2010). ACPA is detectable in about 70% of RA patients and is highly specific for RA (Sokolove 

et al., 2014). ACPA is also a clinically utilised autoantibodies to diagnose RA because of the 

high specificity (Schellekens et al., 2000). The amount of these antibodies are elevated on 

average about 3.5 years prior to the onset of joint inflammation for RA patients (Demoruelle 

et al., 2014). This means that these antibodies would be present before any symptoms 

develop, which would enable clinicians to be able to identify and diagnose RA early. The 

mechanism of how inflammation in RA originates is not entirely clear, but there are 

arguments that initial inflammation starts outside of the joints (van de Sande et al., 2011). 

Several studies (Barra et al., 2013; Harvey et al., 2013; Mikuls et al., 2012) have stated that 

RA-related autoimmunity starts at a mucosal site, especially the oral mucosa which is the 

membrane lining the inside of the mouth. The uncertainty of the mechanisms behind RA 

contributes to the complexity of treatment for RA and its many serious symptoms that RA 

patients suffer from. Besides inflammation, patients suffer from a lack of function, pain, 

fatigue, poor sleep, stiffness and tenderness in joints, and also psychological symptoms such 

as low mood and increased ease of irritability (Bullock et al., 2018). 

The spread of RA in ages and gender is quite similar around the world, as seen in 

studies in the UK (Symmons, 2005), US (Gabriel et al., 1999) and Norway (Uhlig et al., 1998). 

However, it is discovered by Alamanos, Voulgari & Drosos (2006) that there are significant 

differences (p = 0.02 for Kruskall-Wallis test) in prevalence worldwide, with North America 
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having the highest prevalence rate, followed by northern Europe, developing countries and 

lastly southern Europe. Prevalence means the total number of cases, pre-existing and new 

cases at that particular time point. The prevalence of RA in adults is about 1%, with females 

around two to three times more likely to suffer from this disorder than males. Incidence 

rates, which is the rate of new cases, increases overall until the age group of 65-74, 

whereafter it starts to decrease. This means that the older the age, the higher the rate of 

developing RA, and this has been reflected by evidence that the age of onset has been 

increasing over time (Silman, 2002). Baseline disease activity has also decreased, however 

functional disability has remained the same (Diffin et al., 2014) and comorbidity burden has 

actually been increasing (Nikiphorou et al., 2017). This suggests that even though modern 

treatment strategies succeed in reducing certain disease activity, RA still remains one of the 

most disabling diseases in the UK.  

It is known that genetic and environmental factors are potential risk factors for the 

development of RA, however there is no single cause and these factors interact over time 

(Aho & Heliovaara, 2004). Twin studies carried out on two different populations from 

Finland and UK deduced that there are only concordance rates of 12% and 15% respectively 

in a RA cohort (Aho et al., 1986; Silman et al., 1993), which is fairly low, especially compared 

to an earlier study that calculated a rate of 30% from a smaller sample size of 30  twins 

(Lawrence, 1970). Heritability of RA was discovered to be around 60% (Kurko et al., 2013), 

however this result has to be interpreted cautiously because heritability estimates cannot 

be generalised into other populations easily (Cavalli-Sforza, 1974). In a study by van der 

Helm-van Mil, Wesoly & Huizinga (2005), it was stated that even with new genetic factors 

such as the PTPN22 and SLC22A4 discovered, more work is required to have complete 

clarification of the genetic risk factors of RA. Not all genetic risk factors and pathways have 

been discovered yet, which shows that this heritability estimate is not confirmed. It has also 

been shown that genetic factors could interact with environmental factors to influence the 

extent of the risk factors, for example smoking has a significant interaction with HLA-DR 

which is active only when smoking is present. These complex genetic factors and 

interactions display why there is a discrepancy between the concordance rate between 

twins and heritability, and that genetic factors alone cannot determine if there is a high 

possibility of the development of RA in an individual.  
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There are some evidence of hormonal involvement in RA as we can see an increased 

incidence rate of RA in women who recently gave birth (Symmons, 2005). The postpartum 

period is characterised by a drastic drop in oestrogen levels, which could be linked to RA. 

This theory is further affirmed by studies looking at how the Oral Contraceptive Pill (OCP) 

both lower the risk of developing RA (Spector & Hochberg, 1990) and also decreases disease 

severity (Amini et al., 2018). It is theorised that sex hormones will apply some 

immunological changes that will affect the prognosis and development of RA (Kanik & 

Wilder, 2000) but the possibility of OCP being a marker of some other protective effect 

cannot be dismissed. There are no concrete results on the effect of OCP and RA (Colangelo 

et al., 2011) and the mechanism of hormonal involvements in RA is not clear. 

There are also many associations found between lifestyle and the development of 

RA, particularly smoking and diet. A case-control study by Carette et al (2000) discovered 

that people who smoke are significantly more likely to develop RA, with the risk even higher 

for men. It is also found that ex-smokers still have this increased association, suggesting that 

quitting smoking does not lessen the risk (Heliovaara et al., 2000). There is evidence that 

smoking is a risk factor for only Rheumatoid Factor (RF) positive RA, and not for RF negative 

RA (Criswell et al., 2002). This is significant because it means that for those who are RF 

positive, a change in lifestyle regarding smoking needs to be made because of the significant 

risk factor that it may become. However, there is limited research that can explain the 

mechanisms of how this association happens, and thus contributing to the lack of clarity of 

the aetiology of RA. There has been conflicting information about how diet affects the 

development of RA. Coffee, even decaffeinated coffee is associated with the onset of RA 

(Mikuls et al., 2002) but another study by Karlson et al (2003) showed that there are no 

significant association at all between coffee and the development of RA. Both studies are 

carried out on a women only cohort, and the difference between them could be due to 

individual differences. Research has also been carried out to show associations between the 

consumption of red meat and RA (Pattison et al., 2004), no association between 

consumption of alcohol and RA (Carette et al., 2000), and how n-3 fatty acids of fish and 

oleic acid from olive oil could be a protective effect on RA (Linos et al., 1999; Shapiro et al., 

1996). However, research on diet is easily confounded because those food comprises of 

multiple nutrients, and thus it is hard to single out the specific nutrient that could be the 

leading risk factor or protective factor for RA. The effects from diet could also be influenced 
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by other lifestyle factors, and thus requiring more in-depth research to have a complete 

picture.  

There are multiple potential risk factors, ranging from genetic to environmental. No 

research has been able to show any possible causation for RA, and the risk factors are just 

shown as strong associations. Risk factors could also be associated not just with the onset of 

RA, but with disease severity as well. An example in genetic risk factor, a variant of the 

tumor necrosis factor alpha (TNFA), TNFA -308G > A is associated with joint damage in RA, 

instead of the development of RA itself (Toonen et al., 2012). This means that the presence 

of this TNFA will signify a significant risk of developing RA with severe joint damage, instead 

of the development of RA itself.  The aetiology of RA is thus still unclear, but the known risk 

factors can still be implemented by clinicians as a preventative, or treatment measure.  

 

1.1.3. Diagnosis and Treatment 
  

Diagnosis of RA is based on the classification criteria that is set by the American College of 

Rheumatology and European league against rheumatism (Aletaha et al., 2010) in Table 1.1 

below. The classification criteria is based on the sum of the scores that are given for each of 

the sections A, B, C and D. A score above six will classify the patient as diagnosed with RA. 

This criteria did not include any X-ray findings in order to include early stage disease since X-

ray findings are harder to be discovered in patients that have just developed RA (Pisetsky & 

Ward, 2012). This classification criteria must be interpreted together with a clinical context, 

because one of the sections looks at ACPA, which could be present several years before the 

development of RA (Majka et al., 2008). This means that patients could potentially score 

higher than six due to the presence of ACPA before the development of RA.   
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Table 1.1: Classification criteria for Rheumatoid Arthritis (RA) 

Classification criteria for RA Score 

A. Joint Involvement  

 1 Large joint 
 

0 

2–10 Large joints 
 

1 

 1–3 Small joints (with or without 
involvement of large joints) 
 

2 

4–10 Small joints (with or without 
involvement of large joints) 
 

3 

 >10 Joints (at least 1 small joint) 
 

5 

B. Serology 

Negative RF and negative ACPA 
 

0 

Low-positive RF or low-positive ACPA 
 

2 

High-positive RF or high-positive ACPA 
 

3 

C. Acute-phase reactants  

 Normal CRP and normal ESR 
 

0 

Abnormal CRP or abnormal ESR 
 

1 

D. Duration of symptoms  

 <6 Weeks 
 

0 

>6 Weeks 
 

1 

 

  

 



 22 

The risk factors of RA are known, however the cause and the ways to prevent RA 

from developing is still unknown (Combe, 2007), so a large part of the research and 

treatment focus for RA is how to manage disease activity and the associated symptoms to 

reduce the impact of the condition on the lives of those with RA. The current standard 

approach to disease management is referred to as ‘treat-to-target’ (T2T), where the target is 

typically remission or at least low disease activity as indicated by the Disease Activity Score 

in 28 joints (DAS28). DAS28 will be discussed further in the Methods section. This is a clinical 

score that combines the number of swollen and tender joints, the patients’ own rating of 

their own health, and a blood test for inflammation (Wells et al., 2009).  

Steroids are one of the possible treatment plans for RA and can be taken as tablets, 

injected or by infusion (Society, 2021). However, steroids are used sparingly because of the 

dangerous side effects that they may produce for example fragile skin, fatigue, and weight 

gain. Thus, it is recommended that steroids are used low dose for a short time, and only in 

times of symptom flare ups, or in between other treatments. A study by Buttgereit et al 

(2013) showed that using low dosage of steroids together with other treatments resulted in 

a rapid improvement in symptom severity. This highlights the conditions in which steroids 

should be used, in conjunction with other treatments and in very low dosage to reduce any 

possible side effects. The development of non-steroidal anti-inflammatory drugs (NSAIDS) 

meant that the reduction of steroid usage is possible. NSAIDS work by reducing 

inflammation in the joint, however they do not stop RA from getting worse over time 

(Service, 2021). NSAIDS are the most commonly used drug for targeted symptom treatment 

(Crofford, 2013), and thus are still a very useful treatment for RA.    

The most common pharmacological treatment method for RA is the use of disease 

modifying anti rheumatic drugs (DMARD) (NICE, 2018). There are two types of DMARD, 

conventional synthetic (csDMARD) and targeted (tDMARD), which includes both biologics 

and the synthetic JAK-inhibitors biological (known as biologics) that have been shown to 

reduce disease activity and delay joint deformity (Guo et al., 2018). A csDMARD (typically 

Methotrexate) is used as a first-line treatment while a tDMARD is reserved for those with 

inadequate response. In the UK, according to the NICE guidelines, tDMARDs are only used if 

a patient still has high disease activity score after at least six months on a combination of at 

least two different types of csDMARDs on a standard dosage. Even though biologics are 

regarded as the more effective option (Guo et al., 2018), NICE guidelines stated that they 
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can only be used after conventional DMARDs showed inadequate response. This is because 

tDMARDs are significantly more expensive than conventional DMARDs which are still 

effective for many individuals (Dalal et al., 2020). Therefore, patients generally undergo 

several different treatment processes before achieving some level of disease remission 

(indicated by a DAS28 score of < 2.6). The use of tDMARDs have consistently shown to be an 

effective treatment, even for those that did not start with a csDMARD (Emery et al., 2018). 

Multiple studies (Fleischmann et al., 2017; Kameda et al., 2010) have also discovered that 

using combination therapy (combining drugs with different mechanisms), for example using 

both targeted and conventional synthetic drugs will result in better treatment outcomes 

compared to just using csDMARD or tDMARD.  

 

1.1.4. Symptom and Impact  

  

Inflammation of the synovial membrane lining the joints is the main cause of RA, and this 

leads to swollen and tender joints which are the main symptoms associated with RA. Over 

time, this could lead to deformity of the joint (Niki et al., 2010) which will impact on the 

range of movements the joints enable, resulting in a problem with daily functioning. Pain, 

which results from an interaction between joint swelling and nerve processing of pain, is 

also one of the main symptoms of RA, even in cases where inflammation is controlled 

(Walsh & McWilliams, 2014). Fatigue is another main symptom, and has been attributed to 

both inflammation and pain (Crosby, 1991; Pollard et al., 2006). It is known that symptom 

severity for RA patients follow a circadian rhythm, with worse pain, functional disability and 

joint stiffness in the morning (Straub & Cutolo, 2007). Morning stiffness in particular is a 

symptom that could still be discovered in one out of six RA patients that are in remission 

and with low disease activity (Sierakowski & Cutolo, 2011).   

These symptoms lead to a heavy burden on the patients, resulting in work disability, 

reduced productivity and early retirement (Kvien, 2004). It is discovered that at least 75% of 

the total costs is due to the indirect cost of work disability (Yelin & Wanke, 1999). Further 

burdens also include the societal and participation limitations where patients are unable to 

participate in activities due to functional disability and physical symptoms (Fransen et al., 

2002). These burdens are only expected to grow, as there has been a trend of increasing 

burden in musculoskeletal disorders from 2004 to 2010 (Uhlig et al., 2014). In order to 
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properly define the functional disabilities and quality of life of RA patients, the International 

Classification of Functioning, Disability and Health (ICF) created by the World Health 

Organization (2001) was used to create a comprehensive list of factors. 17 experts from 

around the world went through 530 categories to choose 96 categories derived from main 

components of body structure (18), body functions (25), activities and participation (32), 

and environmental factors (21) to form the Comprehensive ICF Core Set (Stucki et al., 2004). 

This ICF Core set for RA has also been validated from the clinicians’ (Gebhardt et al., 2010) 

and patients’ perspectives (Coenen et al., 2006). This shows that quality of life and disability 

in RA is not just caused by inflammation’s effect on body structure and function, but also by 

participation in activities and other environmental factors.  

These common symptoms of RA, in particular pain and fatigue are often referred to as 

physical symptoms and will be labelled as such in the rest of this thesis. However, it is 

important to note the complexity and the multi-faceted dimensions of these symptoms, and 

how the inclusion of the possibility of physical symptoms being influenced psychologically, 

lend credit to the network model that will be discussed in future chapters. Fatigue has been 

described as a construct that is influenced by physical, psychological, and social factors that 

interact with each other in the biopsychosocial model (Hewlett et al., 2011). A systematic 

review on fatigue in rheumatoid arthritis was carried out (Geenen & Dures, 2019) and it 

showed that psychological functioning is one of the main categories for fatigue, and other 

factors such as physical activity and sleep also has a moderate correlation with fatigue. The 

biopsychosocial model can also be applied to pain, accounting for the influence that 

psychological and social factors have on the physical symptom of pain (Gatchel et al., 2007). 

As with fatigue, pain has been demonstrated to correlate not only with inflammation and 

synovitis but also with psychosocial factors (Walsh & McWilliams, 2014). Furthermore, a 

systematic review carried out on 15 studies showed that a positive clinician-patient 

relationship that includes understanding and support plays a major role in the treatment 

outcomes related to pain (Lion et al., 2014), suggesting that psychological and social factors 

play a role in pain alleviation. Psychological distress is also one of the key factors that can 

lead to progression of pain to long-term disability and pain (Booth et al., 2017), further 

exhibiting the link between psychological factors and pain. These showed how even though 

pain and fatigue can be interpreted as a physical phenomenon, there are psychological and 

social factors that plays a role in the development and the experience in RA patients.  
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Pain has been described as the main problem by a RA patients (Heiberg & Kvien, 2002), 

and this is due to RA patients suffering from not just chronic joint pain, but also neuropathic 

pain that is associated with the nervous system that is often described as a ‘burning pain’ 

(Perrot et al., 2013). This emphasis on pain by RA patients mean that it is vital to understand 

the multiple aspects of pain. As described above, pain is not just a physical construct but 

also includes psychological and social factors. Stress exacerbates pain and is also known to 

potentially sensitise pain pathways, thus stressful events tend to lead to patients suffering 

from more pain (Johnson & Greenwood-Van Meerveld, 2014). A systematic review carried 

out on 16 studies concerning RA patients showed that RA patients suffer from more stress 

than osteoarthritis patients, and that more disability and pain plays a role in increasing 

stress levels in patients (De Cock et al., 2022). The inclusion of inflammation in RA compared 

to other types of musculoskeletal disorders is important, particularly for pain because a key 

element of pain described by RA patients is due to joint inflammation, and suppression of 

inflammation shows an improvement in pain levels as well (Walsh & McWilliams, 2012). 

These show how inter-linked different symptoms are in RA, and the multiple elements that 

pain consists of that suggest that pain is not purely a physical construct. These physical 

symptoms can thus be considered as somatic symptoms which means that it has an 

emotional aspect that needs to be considered. 

A study by Cadena et al (2003) shows that disease activity in RA is significantly 

associated with symptoms of depression and anxiety, such as low mood and anhedonia. This 

finding is reaffirmed by a systematic review (Lwin et al., 2020) that shows depression as 

twice as common in RA patients than in the general population. It also discovered that even 

with reduced inflammation, mental health symptoms do not improve. A systematic review 

on 72 total studies (Matcham et al., 2013) revealed that the lifetime prevalence of 

depression in RA patients is about 38.8%, and that it is significantly influenced by age, where 

a lower age means a higher likelihood of developing depression. The prevalence of 

depression in RA is also significantly higher than osteoarthritis (OA), with a recent study on 

122 participants showing the prevalence of depression in RA patients to be around 24.9% 

higher than in OA patients (Mella et al., 2010). This shows that there is a heavy burden on 

mental health in RA patients, which is even greater than other forms of arthritis. With this 
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comorbidity between mental health and RA, it is important to look further into all possible 

comorbidities and extra-articular processes to see the extent of damage RA provokes. 

  

1.1.5 Comorbidities and extra-articular processes  
 

Co-morbidity of RA and other illnesses are a major concern for patients, as they leads to 

higher mortality rate (Gabriel & Michaud, 2009; Norton et al., 2013) and greater functional 

impairment (Gullick & Scott, 2011). Typically, co-occurring conditions are grouped into 

conditions that are considered to be extra-articular manifestations of RA itself, such as 

nodules and vasculitis, versus other comorbid conditions that are not directly caused by the 

underlying autoimmune mechanisms (Norton et al., 2013; Young & Koduri, 2007). These co-

morbidities may be co-incidental, complications as a result of the medication consumed by 

the patients (e.g. steroids increases risk of osteoporosis), or caused by the chronic 

inflammation that RA patients experience (e.g. generalised inflammation is associated with 

ischemic heart disease) (Dougados et al., 2014). In the study carried out by Dougados et al 

(2014) that included 3920 participants, it is shown that possible co-morbidity include 

depression (15%), cardiovascular disease (6%), skin cancer (4.5%), hepatitis B (2.8%), and 

pulmonary diseases (3%). These percentages vary across geographical locations, with 

cardiovascular disease at a low of 1% in Morocco and a high of 17% in Hungary, and 

pulmonary disease being rare in Asian countries (around 1%), and much more common in 

Western countries (about 7.5%). This study confirmed that the monitoring of co-morbidities 

in RA is lacking, especially those of cardiovascular disease (which increases the mortality 

rate of RA patients twofold (Gossec et al., 2013). This points to a need to raise the 

awareness of the prevalence and dangers of co-morbidity in RA, and this thesis focus on the 

most common co-morbidity. 

The comorbidity between RA and mental health disorders extend to more than 

depression, with anxiety and bipolar disorder all elevated in the RA population (Marrie et 

al., 2018). However, out of all these, the most common type of co-morbidity in RA is 

depression (Dougados et al., 2014). RA patients experience abnormally high rate of 

depression, about 16.8% (Matcham et al., 2013) which is around three times higher than the 

depression rate in the general population. This is an alarming statistic; a study (Ang et al., 

2005) on 1290 RA patients showed that depression is an independent risk factor for 
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mortality in RA patients, disregarding suicide. This is reinforced by another longitudinal 

study carried out on 882 participants (van den Hoek et al., 2016) that showed comorbidity 

of depression in RA patients leads to a 2.25 times increased mortality risk. These show how 

serious the problem of depression is in RA patients, and the need for this comorbidity to be 

studied. Dickens et al. (2002) showed in their systematic review that even after controlling 

for gender, age, and socioeconomic status, the rate of depression in RA is significantly 

higher than the general population, meaning that there is a possibility of the presence of 

arthritis having a direct association with depression. This finding is also reflected in a newer 

study that matches RA patients with non RA patients by age and gender (Lin et al., 2015), 

which showed that the incidence of depression is 1.74 times higher in RA cohort. There is no 

doubt a strong association between RA and the development of depression. However, this 

only illustrates that depression and arthritis may be associated, but does not provide any 

clarity on how – such as whether depression worsens arthritis, or vice versa, or whether 

other factors than the ones included in the review might be having a confounding or 

mediating impact on the association. This is likely to be due to factors such as the high levels 

of pain, fatigue and physical disability, difficulties coping with the impact from arthritis, and 

also the limited support available to help patients (El-Miedany & El-Rasheed, 2002). The lack 

of support could also affect other lifestyle behaviours of RA, such as smoking and physical 

activity which play a part in the development of comorbidities and increased mortality rate 

(Gwinnutt et al., 2020). 

Besides lifestyle and social factors, the higher depression rate in RA could also be 

attributed to factors associated with increased inflammation, which other types of arthritis 

do not normally contain (Margaretten et al., 2011). Systematic inflammation has been 

shown to be associated with the development of depression (Al-shair et al., 2011; Capuron 

& Dantzer, 2003), and could also contribute to depression symptoms in those with chronic 

inflammation (Dantzer et al., 2008). The role of inflammation, both peripheral and central in 

depression and other mental health disorders is growing as a field of study (Miller et al., 

2017), but it does not completely explain the high depression rate. Research has also shown 

that physical symptoms of RA, such as pain is also a key factor in depression in arthritis, with 

pain levels being one of the main symptoms that could predict the incidence rate of  

depression (Walsh & McWilliams, 2014). It is discovered using brain imaging that the part of 

the brain that processes rheumatic pain overlaps with the part that is associated with 
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depression (Jones et al., 2012). The association between pain and depression is bidirection 

in nature (Kroenke et al., 2011), with a change in levels for both pain and depression being a 

predictor of one another for the next time period. However, a recent paper that looks at 

neurological function and brain regions (Sheng et al., 2017) supports the idea that pain leads 

to depression but requires further investigation. This shows a clear association between 

pain and depression, but an unclear direction. This could be mainly due to the lack of full 

understanding of the mechanics behind how pain may cause depression, with theories from 

biological to psychosocial. Pain is a stressor which means that corticotropin-releasing factor 

(CRF) is released when the brain detects pain (Hummel et al., 2010). CRF also interacts with 

other brain systems which influences the response to stress, which in turn makes it a factor 

for depression (Waters et al., 2015). Pain is known to cause maladaptive coping responses, 

for example perceived helplessness and catastrophising and these are risk factors for 

physical disability and heightened sensitivity to pain (Edwards et al., 2011). Coping 

strategies in RA influence quality of life and both physical and psychological symptoms in 

patients and is considered as an important factor in determining patient health state 

(Englbrecht et al., 2012).This means that maladaptive coping responses to pain will affect 

psychological health in patients, and plays a role in depression.    

Besides pain, fatigue could also explain the link between RA and depression, as 

reduced quality of life is associated with fatigue, and quality of life is a common link to 

depression (Lyon et al., 2014). Furthermore, the presence of fatigue and depression is highly 

correlated, and fatigue is also a significant predictor of depression (Corfield et al., 2016). The 

mechanics between fatigue and depression is unclear again, however there are a few 

theories that may explain their connection. Inflammation, which is a key symptom in RA, is a 

shared factor for both fatigue and depression (Lee & Giuliani, 2019) as both share a 

significant association with higher inflammation levels. Antidepressants are also found to 

decrease inflammation, which suggests another hint at how fatigue and depression are 

linked. The direction of the association is unclear as there has been no research that shows 

a clear direction in a RA sample.  However, it still shows a distinct association and the 

possibility of fatigue as a causation of depression. This link between fatigue and depression 

is also reflected by research in other fields as well, like cancer (Brown & Kroenke, 2009) 

which discovered that a massive amount of studies on fatigue (58 out of 59) showed that 

there is a significant association between fatigue and depression. This suggests that there 
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are various possible pathways for depression to develop as a comorbidity to RA, with 

inflammation and symptoms of RA as possible factors. Even though the mechanism behind 

this comorbidity is unclear, it shows that there is a significant interaction between the 

physical and psychological aspects of RA.  

It is important to investigate these interactions because patients with comorbid 

depression and RA are less likely to be compliant with treatment, and negatively impacts 

physical and mental function, mortality, symptom severity, and quality of life in RA patients 

(Li et al., 2019). Patients are also more likely to participate in unhealthy behaviours such as 

smoking, excessive drinking, and lack of exercise (Lin et al., 2003). These factors all lead to 

poorer clinical outcomes (Ang et al., 2005) and a 2.2 times higher mortality rate (Culpepper, 

2008). These show how depression negatively impacts RA patients and shows the 

importance in identifying and treating depression. Furthermore, treatment for depression 

has also shown to have some connection for better outcomes for RA. Lin et al. (2003) found 

that collaboratively caring for depression and arthritis leads to lower pain intensity, lower 

interference with daily activities, and improved health and quality of life, compared to 

treatment that only focuses on arthritis. Culpepper et al. (2008) agrees that disease activity 

of arthritis is influenced by the comorbidity of depression or anxiety, and that psychiatric 

care will help with arthritis outcomes like pain reduction. These show that the treatment of 

depression and alleviation of depressive symptoms is likely to bring benefits to the physical 

symptoms in RA, further providing the evidence of the interaction between physical and 

psychological symptoms. It was also discovered that experiencing depression symptoms at 

the start of a biologics treatment may lead to a 30% reduced odds of having good treatment 

response, as well as a reduced improvement in disease activity after the new treatment 

(Matcham et al., 2018). All these studies show the important interaction that exists between 

mental and physical health in RA, and that taking into account patients’ mood and mental 

health needs while deciding treatment for the patients is likely to result in improved mental 

health as well as improved physical health and RA symptoms.  

Even though RA patients suffer from increased likelihood of psychological distress and 

negative psychological impact, it is also important to note positive psychological growth can 

be derived from RA. The onset of RA is likely to be a period with high levels of stress and 

worry for most people who experience new symptoms of uncertain origin, needing to 

engage with the healthcare system, and manage the impacts of this on their work and social 
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functioning. Despite experiencing high levels of stress, the onset of RA may lead to positive 

changes in people’s lives with many people describing benefits such as improved 

interpersonal relationships (Danoff-Burg & Revenson, 2005). Furthermore, with the 

increased stress that RA patients experience, primarily due to the symptoms experienced, 

the ability to cope with, recover from and adapt to these stressful situations may build up 

resilience through a mixture of emotional and cognitive strategies that include 

perseverance, social support, and control (Shaw et al., 2020). Furthermore, positive affect 

also plays a role in building up resilience, and helps in desensitizing towards pain 

fluctuations (Strand et al., 2006). The development of resilience is important, because there 

are evidence that increased life satisfaction is correlated with resilience (Ziarko et al., 2020). 

Resilience can be viewed as the culmination of coping strategies using optimism, benefit 

finding, gratitude, and self-compassion which will aid patients’ well-being and even reduce 

stress (Sirois, 2014). This improved psychological well-being can be attributed to the positive 

social interactions and positive affect that these coping strategies provide (Smith & Zautra, 

2008b).  

Depression is the most common comorbidity of RA, and the negative impact that it 

brings to RA patients were discussed above. The cause of depression is unclear, however 

the importance of identifying and treating it in RA patients is evident, especially in how 

depression affects the treatment for RA. In order to study the comorbidity clearly, it is 

important to first have a full understanding of depression and models of depression. This 

will enable the researcher to be able to extend that understanding into the study of the 

comorbidity. 

 
1.2 Depression 
 
1.2.1. Background and Diagnosis  
 
Depression has a lifetime prevalence ranging from 1% to 16.9% and a midpoint of about 7%, 

with the difference due to the geographical location and difference in study design (Kessler 

& Bromet, 2013). This is a substantial difference from the 16.8% prevalence in RA patients. 

Depression is also ranked as the leading cause of disability in high income countries 

(Friedrich, 2017) and is the most detrimental condition to health when compared with other 

chronic conditions such as angina, arthritis, asthma and diabetes (Moussavi et al., 2007) 
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There are many symptoms to depression, including negative mood, loss of pleasure, lack of 

motivation, inability to concentrate, loss of appetite and thoughts of suicide (DSM-V). 

Depression can be classified as a long-term condition because of continuous relapses 

throughout a patients’ lifetime, and the frequency that it appears alongside physical chronic 

illnesses (Haddad & Tylee, 2011). Eaton et al. (2008) found that 50% of patients who suffer 

from a first depressive episode will experience further occurrences, and 80% of those with 

two episodes will suffer from another episode (Noteboom et al., 2016). As described above, 

there is a high occurrence of comorbidity of depression and RA which leads to a decreased 

quality of life for patients (Bruce, 2008), and additional burdens such as significant increases 

in hospitalization due to RA and increased healthcare costs (Joyce et al., 2009). This shows 

that depression exacerbates other conditions and can be a negative impact to patients 

throughout a lifetime.  

The DSM-V criteria (Association, 2013) for depression states that for the list of 

symptoms below, the individual must be experiencing five or more symptoms during the 

same 2-week period, and that one of the symptoms must be either the first or second 

option of depressed mood or anhedonia.  

 

1) Depressed mood most of the day, nearly every day. 

2) Markedly diminished interest or pleasure in all, or almost all, activities most of the 

day, nearly every day. 

3) Significant weight loss when not dieting or weight gain, or decrease or increase in 

appetite nearly every day.  

4) A slowing down of thought and a reduction of physical movement (observable by 

others, not merely subjective feelings of restlessness or being slowed down). 

5) Fatigue or loss of energy nearly every day.  

6) Feelings of worthlessness or excessive or inappropriate guilt nearly every day. 

7) Diminished ability to think or concentrate, or indecisiveness, nearly every day.  

8) Recurrent thoughts of death, recurrent suicidal ideation without a specific plan, or a 

suicide attempt or a specific plan for committing suicide.  

 

This diagnosis criteria also allows for further diagnoses of depression with maniac 

symptoms, and also depression with anxiety symptoms. It is shown that around 85% of 



 32 

patients with depression have significant anxiety, and that comorbidity of depression and 

anxiety occurs in 25% of general practice patients (Tiller, 2013). This showed that there is a 

significant overlap between depression and anxiety, and that understanding of depression 

will need a consideration of anxiety as well. 

DSM-V criteria tests for the presence of depression in an unidimensional fashion and 

is unable to account for the severity of depression. This means that this criterion is only able 

to detect severe depression. However, there are other subtypes of depression, such as mild 

and moderate, not just severe (Zimmerman et al., 2013). This showed that the DSM-V 

criteria is only able to screen for depression, but unable to detect the severity. In order for 

depression to be fully covered, the DSM-V criteria is commonly used with severity scales 

such as the Hamilton Depression Rating Scale (HAMD) (Tolentino & Schmidt, 2018). The 

PHQ-9 is also commonly used as a depression severity scale, by scoring nine DSM-IV criteria 

from 0 to 3, and is validated for primary care (Cameron et al., 2008). The nine DSM-IV 

symptoms were asked in relation to the occurrence of said symptom over the past two 

weeks, and the score corresponds to a range from not at all, several days, more than half 

the days to nearly every day. Both the HAMD and PHQ-9 provides a score to which the 

patient is screened for depression, but also stratifies the severity of depression according to 

the scores. The development of these two scales in conjunction with the DSM-V criteria test 

shows the importance for clinicians to measure the severity of depression instead of just the 

presence of depression. 

 

1.2.2. Aetiology and Epidemiology  

 
The aetiology of depression is dependent on both genetic and environmental factors, and 

the interaction between them. It is discovered that genetic factors account for around 40% 

of the variance in depression (Goldberg, 2006). The heritability of depression is around 37% 

(Flint & Kendler, 2014) however genetic factors change according to the gender. A study by 

Kendler et al (2001) on male-female twins and same-sex twins showed that the genetic 

factors that influence risk of depression in male and female are different, and that 

heritability of depression is significantly greater in female than male. This finding was 

reaffirmed by another sample of 7500 adult twins in Virginia which showed that there are 

significant differences in sex concerning genetic factors (Kendler et al., 2013). This 
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difference in genetic factors in gender leads to a significantly higher prevalence of 

depression in female compared to male across all age groups (Salk et al., 2017). Even though 

there is an evident genetic factor, there is still insufficient evidence for which genome it is 

that causes depression, and the current evidence is that it is a joint effect of multiple 

genomes (Ripke et al., 2013). Furthermore, the underactivity in monoamines in the brain, 

such as dopamine and serotonin could also cause depression, in a theory called the 

monoamine hypothesis (Lee et al., 2010).   

Besides genetics, depression is also influenced by the environment. The earliest 

environmental influence on future depressive symptom is the quality of maternal 

attachment that is affected by postpartum depression (Sliwerski et al., 2020). This impact is 

not just due to postpartum depression, but a high level of depressive symptoms in the 

mother will also have an adverse effect on the newborn (Tronick & Reck, 2009). Infants at 

nine months are affected by maternal attachment through both social engagement and 

negative emotionality, which are both depressive symptoms (Granat et al., 2017). There are 

also other environmental risk factors, such as stressful life events during the stages of 

development during childhood that plays a role in the development of depression (Nyman 

et al., 2011). However, the environmental factors are not sufficient in explaining the 

aetiology of depression as well.   

The last explanation for the aetiology of depression is the gene-environment 

interaction (GxE). Because of the inability for either genetic or environmental reasons to 

fully explain the cause of depression, the interaction had to be considered as well. The 

monoamine hypothesis makes up part of the interaction. One of the major genetic 

pathways to depression is the 5-HT transporter gene (5-HTT), specifically the 5-HTTLPR 

(serotonin transporter-linked polymorphic region) and this gene is heavily dependent on the 

interaction with the environmental factor of stressful life event to determine its risk factor 

towards depression (Yohn et al., 2017). This interaction was also shown in another study 

carried out on 234 children between the age of 3 and 5 (Bogdan et al., 2014), where it was 

shown that children with the short allele of 5-HTTLPR is significantly more susceptible to 

depression when exposed to stressful life events when compared to those with the long 

allele. This shows how the environmental stressors could affect depression through the 

specific genetics that a person has. The aetiology of depression is thus unclear, but is 



 34 

evident that genetics, the environment and the joint interaction between them are all 

contributors. 

There is geographical variability in the prevalence of major depressive disorder 

(MDD) worldwide according to a study carried out by Andrade et al (2003) where the 

lifetime prevalence of MDD according to the DSM-IV varies from 1% in Czech Republic to 

16.9% in USA, with the median prevalenceof  8.3% and 9% belonging to Canada and Chile 

respectively. This huge variability could be due to the different cultures of the country 

leading to different interpretations of depression, and also different study design factors. A 

health survey conducted across 60 countries from the WHO recorded an average of 3.2% 

one-year prevalence of MDD in those without a comorbid physical condition. In those with 

one or more comorbid long term physical condition, the rate increases to 23%, and also 

shows a significant likelihood to develop depression over those without (Moussavi et al., 

2007). It is also shown that the lifetime prevalence depression is higher in high-income 

countries compared to low-income countries, with the top 4 scoring countries being the 

Netherlands, USA, Brazil and France. The age of onset for depression in most countries is 

found to be similar, during the early to mid 20s (Bromet et al., 2011; Kessler et al., 2007), 

and it also remains similar in genders (Bogren et al., 2018).   

Gender, age and marital status are found to be significantly associated with 

depression in most epidemiology studies (Kessler & Bromet, 2013). Women are twice more 

likely than men to develop major depression according to a study on 23 European countries 

(Van de Velde et al., 2010).The gender difference in depression extends to more than just 

the prevalence, as the symptom profiles of genders differ as well (Karger, 2014). The effect 

of depression on genders differ, with depression affecting men’s ability to work while 

depression affecting women on the quality of sleep and general health (Angst et al., 2002). 

The coping methodology for depression also varies between gender with men turning to 

increased physical activity and consumption of alcohol to cope while women using religion 

and emotional release such as crying. It is also shown that married people are less likely to 

develop depression than those who are single, widowed or divorced in both Western and 

Asian population (Bulloch et al., 2009; Jang et al., 2009). However, married couples also 

affect each other significantly, as it is shown that if a partner has high depressive symptoms, 

the other partner will exhibit higher depressive symptoms as well within a year (Johnson et 

al., 2017). A systematic review also showed that in populations above 55 years old, being 
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unmarried is a significant risk factor for depression (Yan et al., 2011). Marital status is also 

influenced by gender, as it is shown that the odds for unmarried men to develop depression 

is higher than unmarried women. This shows the possible interactions between these 

environmental factors that could affect prevalence (Bulloch et al., 2017).  

 

1.2.3. Models of Depression 

 

As mentioned above, depression is usually diagnosed using the DSM-V criteria which 

includes many factors such as mood, fatigue, anhedonia, and suicidal ideation. It even takes 

into account the possibility of anxiety symptoms, suggesting the close relationship between 

depression and anxiety. However, it was also stated that using only DSM-V criteria was not 

ideal because of the inability to detect the severity of depression. Depression and anxiety 

are known as affective disorders, where they are part of the Axis 1 disorders which are 

mainly mood disorders (Beach & Whisman, 2012). Axis 1 disorders include depression, 

anxiety, PTSD, and bipolar, and depression is the most common. These mood disorders all 

share a degree of comorbidity and overlaps in symptoms, which means that that it is 

difficult to differentiate at times. The aetiology of depression is also unclear, with both 

nature and nurture playing a part in how depression is caused in individuals. In order to fully 

understand depression, a clear picture of the underlying disease process is required. There 

are many different models of depression, ranging from biological, cognitive and stress-

related, and they all contribute differently to the understanding of depression (Duman, 

2010). The below paragraphs will discuss the theories behind depression, and then choose 

an appropriate model for this thesis to continue with the understanding of depression in RA.  

 

1.2.3.1. Chemical Imbalance (Disease-Pill) 

 

In the 1960s, the psychodynamic approach by Freud dominated psychology and psychiatry. 

During this time, one of the most prominent models of depression looks at the biological 

processes behind depression; that chemical imbalance is the cause of depression. This has 

ties to the genetic aetiology of depression, where the monoamine hypothesis was described 

earlier. The disease-pill theory is developed around the same time the first antidepressant 
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were put through clinical trials (Hillhouse & Porter, 2015). The biological theory behind this 

model is logical, as the use of Selective Serotonin Reuptake Inhibitor (SSRI) is proven to 

effectively treat depression in a study by Burke, Gergel & Bose (2002) which tested 3 

different SSRI and all has proved to be significantly more effective than placebos in 

decreasing depressive symptoms. The use of antidepressants such as the mentioned SSRI is 

still rampant today, as a recent study (Hieronymus et al., 2016), showed that out of 32 

studies that compares the use of SSRI with a placebo, 29 showed a consistent reduction in 

depressive mood in those with depression. The theory of chemical imbalance was first 

proposed in the late 1950s because of the observation of changes in mood after the intake 

of certain pharmaceutical products (Leo & Lacasse, 2007).  

The focus shifted to serotonin, after it was discovered that the drug reserpine 

depletes monoamine (of which serotonin is a type of) and could also lead to a depressed 

state (Nemeroff, 1998). This finding in the 1960s inspired a lot of studies that investigates 

how the use of reserpine could lead to a drop in serotonin which could lead to depression. 

However, it was discovered In a review by Baumeister, Hawkins & Uzelac (2003) that the 

median prevalence for depression in studies that includes patients using reserpine is only 

10%, which is close to what the general population’s prevalence is. It is also shown that 

more than two-thirds of the cases reserpine caused depression in the studies actually 

involve patients who already had pre-existing mental disorders. It was also shown that the 

few studies which showed a significantly higher rate of depression during reserpine 

treatment all had study design flaws which means that their conclusions were biased. This 

discounted the idea that the use of reserpine could cause depression, however the chemical 

imbalance theory based on serotonin continued on. The perpetuation of this idea is 

extended to other disorders as well, such as ADHD and the idea has been pushed by the 

Food and Drug Administration (FDA) and National Institute of Mental Health (Baughman, 

2006).  

This leads to the ‘disease pill’ treatment model where mental disorders are regarded 

as illnesses that could be treated by pharmaceutical products, which explains the continued 

sponsorship of this theory to facilitate pharmacotherapy. This biological theory is still one of 

the most common theories these days and does hold some truth as a systematic review 

(Jakubovski et al., 2016) showed that using a high dose of SSRIs is more effective in reducing 

depressive symptoms than a low-dose. Continued research in this field has also developed 
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new drugs, such as the glutamatergic medication which is aimed at the N-methyl-D-

aspartate (NMDA) receptors in the glutamatergic system and is shown in a literature review 

to have significant antidepressant effects in clinical studies (Serafini et al., 2013). 

Besides the facilitation of pharmacotherapy, the chemical imbalance theory is also 

supposed to help reduce stigma and self-blame through the attribution theory. According to 

the attribution theory, attributing a mental disorder to an uncontrollable factor should 

alleviate stigma and self blame (Muschetto & Siegel, 2019). However, a study by Kemp, 

Lickel & Deacon (2014) showed that in cases where patients are shown a bogus credible 

biological test that proves chemical imbalance to be the cause of depression, the patients 

suffered from pessimism regarding the disease course and worse negative mood regulation. 

This showed that the attribution to depression to the chemical imbalance theory is actually 

unhelpful to the individual and may be harmful. Even though the use of SSRI and 

antidepressants do have some effect in treating depressive symptoms, there is a growing 

trend of research that states that the chemical imbalance theory is primarily the work of 

pharmaceutical companies and the evidence base of it is weak and conflicted (Probst, 2015). 

This meant that in order to fully understand how depression works, other aspects of 

depression need to be explored. 

 

1.2.3.2. Cognitive Approaches 

 

In the 1970s, the dominant approach towards psychology was the cognitive theory. Beck’s 

Cognitive Theory of Depression (Beck, 1964) is one of the dominant theories of depression 

in the late 20th Century and it suggests that negative thoughts are central to how depression 

is caused, and that these cognitive symptoms occur before mood symptoms. It is believed 

that dysfunctional beliefs generate negative thoughts and perception of the patient which 

result in depression for the patients. These dysfunctional beliefs are formed through early 

experiences, and a critical event is likely to trigger the start of negative thoughts later in life. 

Individuals will then interpret experiences negatively which limits their focus to only the 

negative aspects of situation, thus causing hopelessness and helplessness about the future. 

These depressive symptoms will then generate more negative thoughts, and a vicious cycle 

is formed which will develop depression for the individuals. Depression as described by Beck 

is made up of negative biased view of oneself, negative view of the world in general and 
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also a negative view of the future. There are also backings for this theory through neural 

mechanisms, as it was shown that there is an association between hyperactivity of the 

amygdala and hippocampus with the rumination and recollection of depressive thoughts, 

and the dysfunctional attitudes due to the depressive thoughts is also associated with 

decreased connectivity between the dorsal anterior cingulate cortex and the limbic system 

(Disner et al., 2011). Another study carried out on 40 students (Boury et al., 2001) looked at 

how the Beck Depression Inventory (BDI-II) scores change with regard to thoughts written 

down by the students, and it showed that there is a direct relationship between negative 

thoughts and severity of depressive symptoms, and that the effects of negative cognitive 

processes will prolong depression. 

Beck’s Cognitive Theory is still one of the dominant theories today and is one of the 

fundamental influences on Cognitive Behavioural Therapy (CBT), alongside Behavioural 

Therapy which was developed by Wolpe in 1958 (Westbrook et al., 2011). Behavioural 

Therapy is based on looking at reproducible associations between a stimuli and response, 

thus recognising unwanted behavioural and emotional reactions and tries to form new 

associations between stimuli and response. Negative automatic thoughts, or negative 

interpretations from events is fundamental to CBT and exert a direct influence over mood 

(Westbrook et al., 2011). This means that the purpose of CBT is to help patients understand 

the current way of thinking and behaviour, and to change the negative patterns (Fenn & 

Bryrne, 2013). A meta-analysis on 29 papers (Beltman et al., 2010) showed that when 

comparing depressed patients undergoing CBT to depressed patients with no treatment, 

CBT significantly reduces depression symptoms. However, comparing CBT to other active 

treatments such as psychodynamic treatment and problem-solving therapy showed mixed 

results (Hofmann et al., 2012). CBT reducing depressive symptoms shows the validity of the 

cognitive theory, but the comparable treatment rate compared to other therapies showed 

that the cognitive theory is insufficient to fully explain depression. CBT is also the 

recommended therapy for NHS patients, particularly in the Improving Access to 

Psychological Therapy (IAPT) service where patients are referred to from the General 

Practice (GP). The use and effectiveness of CBT showed how Beck’s Cognitive Theory is still 

in use today, and contributes to the understanding of depression. However, CBT when 

compared to other psychological therapy methods are not always the most effective, as it 

was not more efficient than interpersonal or supportive therapy (Tolin, 2010). This showed 
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that the cognitive theory may not be able to be generalised to all depression patients. 

Beck’s cognitive theory also presents a simplified look at how depression is formed, as 

negative thoughts is not always the only trigger for depression. A study on college students 

and the views about future (Abela & D'Alessandro, 2002) showed that individuals who have 

negative thoughts about the future does not always have depressive symptoms. This is an 

example of the possibility that the feedback loop between depressive thoughts and beliefs 

does not always result in depression, and that more factors could be involved in the theory 

of depression. 

 
1.2.3.3. Environmental Stress Models 
 

Besides Beck’s cognitive theory, other environmental factors may also play a role in 

depression. Stress can be referred to as part of psychological well-being, and exposure to 

stress is a major risk factor associated with depression (Keller et al., 2007). Stress may even 

have interactions with generic risk factors to increase the possibility of depranession among 

the general public (Caspi et al., 2003). The inclusion of a stress in a model of depression is 

stated to strengthen the validity of the model because it takes into account the association 

between stress and depression (Duman, 2010). Stress has also been shown to have negative 

effects on cognition, leading to an inability to focus properly, as stress acts as a cognitive 

load (Stawski et al., 2006). This diversion of cognitive processes to deal with the load, 

coupled with stress responses like difficulty with coping and catastrophizing (Van Loey et al., 

2018) will contribute to the higher likelihood of negative thoughts, which links back to the 

Beck’s Cognitive Theory of Depression and adding to its validity. 

One of the possible stress models of depression is Learned Helplessness, in which 

individuals exposed to uncontrollable events will exhibit disrupted behaviour (Seligman, 

1972). This means that individuals who are exposed to events that are out of their control 

eventually give up trying to change it. This theory was initially applied on animals, but is also 

applicable to humans, where the first human study was carried out in 1974 (Hiroto, 1974) 

which is based on college students and the attempts to stop an uncontrollable loud noise. 

The students in the first group that is faced with a loud noise that could not be stopped 

gradually lost motivation even when changed to a new situation, which is a major symptom 

of depression. This model is part of the environmental stress models of depression, and also 
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has its basis on cognition where it is the cognitive appraisal of the event that causes 

depression. However, it has also been shown that learned helplessness does not always 

generalise to new situations in humans, and thus will not be able to explain all the factors of 

depression (Vollmayr & Gass, 2013). Another theory under the environmental stress model 

is the Chronic Mild Stress Model of depression. It describes a major symptom named 

anhedonia which is the decreased response to pleasure and reward, as being caused by 

constant and unpredictable stressors (Willner, 2017). It is mostly based on the psychological 

and neurological basis, in which constant stressors result in the behavioural change of 

anhedonia, or the neurological part where the threshold for brain stimulation rewards is 

increased, and thus there will be a decreased response to pleasure from normal (Moreau et 

al., 1992). This presents a different look at how situations could lead to depression, without 

the same cognitive basis as Beck’s cognitive theory. Stressful life events were regarded as an 

important aetiology for depression, and thus it is logical for stressors to be one of the 

theories of depression as well. Both the cognitive and stress models of depression represent 

depression as a result of environmental factors, but without taking into account the 

possibility of biological factors. With the effectiveness of certain antidepressants, this 

environmental perspective is not inclusive enough of other factors. 

 

1.2.3.4. Tripartite Model  

 

The Tripartite Model of Anxiety and Depression (Clark & Watson, 1991) states that anxiety 

manifests through physical hyperarousal and an increased sensitivity towards pain, while 

depression from an absence of pleasure and low positive affect. The Tripartite Model was 

developed in order to explain the comorbidity that exists between anxiety and depression, 

and the common symptoms that exist between these two disorders. Previous models 

described in this section did not explain the presence of comorbidity, and with this thesis 

focusing on the comorbidity between depression and RA, meant that it is important to get 

an understanding of comorbidities of depression. Anxiety is also a critical psychological 

symptom in RA, with a prevalence of around 50% (Uguz et al., 2009), and 16% for mixed 

anxiety and depression disorder (Isik et al., 2007). 

This model coincides with the Chronic Mild Stress Model (Willner, 2017) in which 

one of the major symptoms of depression is the lack of pleasure derived from activities. The 
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Tripartite model maintain that both depression and anxiety share elements of general 

affective distress, and thus in order to distinguish properly, the three part structure consist 

of general distress, physiological hyperarousal and anhedonia. The moods and emotions 

associated with depression and anxiety are different as well, with depression being linked to 

sadness, and anxiety motivated by fear (Watson et al., 1995). Depression and anxiety both 

have an influence on exposure and sensitivity to stress (Bolger & Zuckerman, 1995), but all 

three symptoms are actually distinct (Covic et al., 2012) and require separate 

measurements. There is a high comorbidity rate and similarity between depression and 

anxiety as stated by the Tripartite Model (Clark & Watson, 1991),but it is vital to be able to 

distinguish between depression and anxiety clearly to help make accurate diagnosis 

(Gaylord-Harden et al., 2011). 

The Tripartite Model (Clark & Watson, 1991) divides the symptoms of anxiety and 

depression into negative affect, positive affect and physical arousal. These symptoms are 

considered latent variables. Negative affect is shared by both disorders, which contributes 

to the negative mood that patients with either disorders experience. Physical arousal on the 

other hand, can be used to distinguish anxiety from depression. Those suffering from 

physical arousal experience shortness of breath, sweaty palms and trembling, and these will 

not be found in depression patients. For those with depression, low positive affect is what 

separates them from anxiety patients. Low positive affect results in patients losing interest 

and pleasure in activities that are normally pleasurable, which is a critical depression 

symptom that is mentioned before in other models. It is also found that negative mood such 

as sadness, and fatigue is also part of low positive affect (Watson et al., 1995).  

The understanding of the Tripartite Model led to a more transdiagnostic approach 

which emphasises a single common pathology that underlies different disorders instead of 

utilizing the distinct DSM-IV definitions of individual disorders (Norton et al., 2004). This 

meant that the focus is more on symptoms rather than the conditions, and prompted the 

transdiagnostic focus on treatment, for example giving people with depression or anxiety 

the same treatment, such as CBT (Ali et al., 2017) because of the overlap in symptoms.  This 

model thus provides a good template for the understanding of comorbidity with depression, 

and also the framework of working with symptoms instead of conditions. 

On  
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1.2.3.5. Network Models 

 

All the models that were described above, ranging from the biological to the environmental 

models all attempted to explain depression as a single condition, besides the Tripartite 

model. In this respect, depression can be considered as a latent variable; a construct that 

cannot be directly observed but is indicated by the symptoms it causes. In this tradition, 

depression is either considered to be a latent categorical variable (a latent class) 

representing a distinct condition, or alternatively the extreme end of a latent continua, as in 

the Tripartite model. Importantly, the symptoms of depression, such as low mood or low 

energy, were not regarded as a significant factor into the causation of depression but a key 

characteristic of the condition. The interactions of depressive symptoms were also not 

considered, and the same explanation (i.e. theoretical model) is assumed to apply to each 

individual case. The lack of ability of the models to be able explain differences in 

development and presentation of depression is an important limitation that has been 

noted. For example, in recent publications relating to Beck’s cognitive theory (Beck & 

Bredemeier, 2016), it was stated that one of the main aspects of cognitive theory that 

needed to be improved was the generalisability of the model to account for all clinical cases. 

One explanation for the weakness of existing models is that different subtypes of 

depression may exist, and the models are not sufficiently well specified to account for this 

heterogeneity. It is also possible that the pathways to depression could also differ across 

individuals. This is a key focus of recent research regarding the network theory of 

depression, which has used ideas from physics and complex systems theory in order to 

understand the pathway of depression to for each individual, and for the biological, social, 

and psychological aspects of depression to all be considered.   

The network theory of depression, first proposed by Borsboom (2008a) combines 

the biological, psychological and societal mechanisms of mental illness into a causal network 

with strongly connected symptoms to form a common explanatory model. This theory was 

proposed because for mental disorders, symptoms are not necessarily all effects of a 

common cause and there is no central disease mechanism that causes all the symptoms 

(Borsboom, 2008a). Instead, the symptoms interact with one another, and sometimes with 

themselves, resulting in a vicious cycle and the formation of a mental disorder (Cramer et 

al., 2010). Using network theory will thus place symptoms as nodes, and associations 
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between each other as a link, creating a structure that will allow researchers to look at the 

mental disorder as a whole.  

Network theory is part of the science of complex systems, which is a new field of 

science without a concise definition but is aimed at understanding causality (Ladyman et al., 

2013). Complex systems theory allows for the study of how mental disorders change, for 

example how symptoms of depression change after CBT, by not just looking at a single 

outcome capturing overall symptoms severity but taking into account changes in multiple 

components simultaneously (Hoffart & Johnson, 2020). Furthermore, existing theories for 

depression that consider depression to be a latent variable also looked at changes in 

severity in a linear manner, for example between pre and post treatment. However, in 

reality symptom changes are dynamic and fluctuate. New studies have promoted the 

change from a linear to non-linear and dynamic models in order to fully capture the 

patterns of change (Nelson et al., 2017; Pincus, 2019). This means that complex systems, in 

particular network science, which looks at mental disorders as a study of interacting 

symptoms and feedback loops that fluctuate in non-linear manners, is well-equipped to 

handle the modern requirements (Hayes & Andrews, 2020). 

One of the main differences between the network approach to depression with 

previous theories is the thinking that symptoms are not just effects of the disorder, but that 

symptoms actually interact with each other bidirectionally. This causes the aforementioned 

feedback loop, which is when one symptom causes another symptom to worsen, which in 

turn caused the original symptom to be affected as well. This loop will continue until a state 

of prolonged symptom activation which is referred to as a mental disorder (Borsboom, 

2017). This means that every symptom, and every symptom interaction is vital to the 

network of depression because any could cause this feedback loop. This theory is then 

modelled into a network, where nodes are the symptoms, and links are the possible 

interactions between the symptoms. This means that each node could have multiple links, 

and that every node will be affected by each other, even if there are no direct links between 

them because of the indirect effects from any shared symptom nodes. The network 

approach to depression also takes into account any external events, such as an adverse life 

event activating one of the symptom nodes, which will then have a ripple effect through the 

network. This can be seen in Figure 1.2 below.  
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Figure 1.2 shows how the network gets activated when an external event, E1 leads to 

the activation (i.e. experience of) two symptom nodes, S1 and S2 in Phase 2. E1 activates the 

two nodes, which then lead to a spread in activation onto two further symptoms, S3 and S4 , 

in phase 3; even though there was no direct link with E1. Phase 4 shows the symptom 

network still being activated even after the disconnection of E1, which is what would be 

observed for someone with a mental disorder. This shows that in the case of a strongly 

connected symptom network, even the removal of the trigger is not enough to reducing 

depressive symptoms because there is a feedback loop within the network itself that causes 

ongoing activation in the network, and those maintenance of symptoms experienced. It is 

important to bear in mind, that this model does not rely on there being an underlying latent 

variable that causes these symptoms.  

The network approach to psychopathology has become more popular in recent 

years, and a systematic review by Contreras et al (2019) showed that network approach has 

been used in various different mental disorders, including anxious disorders, psychosis, 

comorbidity between disorders and mood disorders. There were 16 studies on depression 

between 2010 and 2017 that utilised a network approach. All of these studies managed to 

identify important aspects in depression. For example, Lee Pe et al (2015) found out that in 

a seven day longitudinal study, patients with major depressive disorder had a much denser 

negative affect network than controls. This suggests that previous negative emotion have a 

Figure 1.2: Spread of Activation from External Event in Network Science 
Borsboom, D. (2017). "A network theory of mental disorders." World Psychiatry 16(1): 5-13. 
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greater influence on the next time period’s negative emotion, which was not found in the 

positive affect network. This indicates that negative emotions are more resistant to change 

and more likely to remain activated.  

It was also found by Madhoo & Levine (2016) that symptoms are significantly more 

connected before therapy than after therapy, affirming the theory of a strongly connected 

symptom network indicating a feedback loop for depression. These network papers on 

depression also utilized centrality, which is a quantifiable method to calculate influence in a 

network plot. It is discovered that DSM-V symptoms are not more central than non DSM-V 

symptoms, and that both groups have symptoms (e.g. sad mood and anxiety) that are 

among the highest in centrality, and thus influence in the network(Fried et al., 2016). This 

means that focus cannot be just on DSM-V symptoms, but that centrality should be applied 

to each patient to find out the central symptom for each respective symptom network to 

better understanding the course of disease. These studies show novel findings through a 

new understanding of depression, and establishes the network approach as a model for 

depression that might help further our understanding of this condition.  

A literature review by Robinaugh et al (2020) that looked at progress of network 

theory in psychopathology since the development of the theory in 2008, showed that there 

is still a need to develop guidelines for specific disorders instead of a general framework for 

mental disorders. This provides an excellent opportunity for this thesis to develop a network 

science model of the development of depression specifically in RA patients. Having 

established the theory of depression that this thesis will be based on, it is important to 

explore the presence of depression in RA. It was touched on previously regarding the 

comorbidity of depression in RA, but the following section will explain the aetiology of 

depression in RA, and also the utility of network model in the comorbidity. 

 

1.2.4. Depression in Long Term Conditions 

 
1.2.4.1. Background and Epidemiology  

 
Depression is a common comorbidity for long term physical conditions, as it is revealed that 

38% of prostate cancer patients report a comorbidity of depression (Rice et al., 2018), 8.33% 

of patients in breast cancer suffered major depressive disorder  (Su et al., 2017) 10-15% in 
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diabetes (Anderson et al., 2001) and 19.8% in coronary heart disease (Carney & Freedland, 

2017). It is discovered that patients with a long term condition is twice as likely than the 

general population to develop depression (Aragones et al., 2007). Comorbidity of 

depression in long term conditions could lead to functional impairment, higher treatment 

costs, lower treatment adherence and a higher mortality rate (Scott et al., 2007). In Chapter 

1.1.5, it was also shown the high prevalence of depression in Rheumatoid Arthritis, and that 

a systematic review on 12 independent studies showed that patients with rheumatoid 

arthritis are significantly more likely to develop depression than in the general public, after 

controlling for any sociodemographic differences. Depression in RA is particularly 

dangerous, as it reduces chance of remission of RA (Michelsen et al., 2017) and increases 

disability (Lowe et al., 2004).  

 

1.2.4.2.  Causal Explanations of Depression in RA 

 
To better understand the comorbidity between depression and RA, it is important to know 

the causal explanations behind the association. Increased levels of inflammatory cytokines 

have been detected in the brain and blood of patients with depression (Miller et al., 2009). 

It has also been shown that CRP is one of the main biomarkers of depression, which is also 

one of the main inflammatory biomarkers for RA. It is shown by Kohler et al (2014) that the 

blockade of cytokines will reduce depressive symptoms in those with RA. Combining this 

with targeted immune therapy for RA has not only helped with reducing inflammation, but 

also reduced depressive symptoms (Nerurkar et al., 2019) and this shows the possible 

association between inflammation and depression. However, a systematic review by Eyre et 

al (2015) showed that Non-Steriodal Anti-Inflammatory Drugs (NSAIDs) which is a common 

treatment for RA, have an inconsistent and negligible impact on depressive symptoms. This 

conflicting information showed that there are more factors at playing when discussing the 

association of depression and RA.  

This inflammatory pathway may also mean that the association between depression 

and RA is bidirectional, in that depression is a major risk factor for RA (Vallerand et al., 

2019). The mechanism by which inflammation in depressed patients could lead to 

autoimmune diseases like RA is not yet clear (Belleau et al., 2019) but a study based on a 

British population comparing a MDD group with the general population showed that those 
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with MDD are 38% more likely to develop RA. It is also shown that MDD patients that used 

antidepressants are significantly less likely than MDD patients that did not use 

antidepressants to develop RA (Vallerand et al., 2018).   

 

1.2.4.3. Network theories approach on comorbidity of depression and RA.   

 
The co-morbidity between depression and RA increases the complexity of treatment for 

both the physical and mental health conditions (Covic et al., 2012) and has negative side 

effects, such as lower recovery rate, higher suicide rate and higher relapse rates (Mineka et 

al., 1998). This pushes the agenda for psychological symptoms to be understood better in 

RA, along with the association with other physical symptoms. In order to do this, it is 

important to consider the dynamic and interacting nature of symptoms in both RA and 

depression. As mentioned in Chapter 1.1.5., the network approach can be used to study 

comorbidities as well. It has been shown in 1.2.3.5. to be the ideal model in which 

depression should be looked at because it allows individual symptoms and symptom 

interaction to be considered directly. This is important particularly for symptoms that are 

common to both RA and depression, such as fatigue.  

 Comorbidity network analysis studies symptom networks that are created from 

shared symptoms between larger groups of disorders (Capobianco & Lio, 2015) and aims to 

derive novel clinical associations between symptoms that could cause the comorbidity 

(Brunson & Laubenbacher, 2018). Using network analysis to study comorbidity has also 

been shown to be robust, in a study that examined seven different datasets (Brunson et al., 

2020) tested for sensitivity and stability on summary statistics and centrality rankings in the 

field of comorbidity network analysis showed that the network structures created for 

comorbidity is robust and that the summary statistics are reliable, however the centrality 

rankings are highly sensitive to changes. This meant that the use of network analysis to 

investigate comorbidity is promising, however requires caution to ensure accurate results. 

 The network science approach focuses explicitly on symptoms and the causal 

interactions between symptoms, which could lead to a mental disorder. This is different to 

most other theories which thinks that symptoms are a product of the mental disorder. 

Symptoms commonly overlap between different conditions, for example as the Tripartite 

Model showed, anxiety and depression share similar symptoms such as negative affect. This 
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means that the symptoms of these conditions spread, and that having particular symptoms 

of one condition could put one at risk of developing the other condition. These particular 

symptoms are known as the bridge symptoms (Jones et al., 2021). In order to identify these 

bridge symptoms, one possible way is for researchers to visually inspect the created 

networks for symptoms that are connected to both conditions (Beard et al., 2016; Levinson 

et al., 2017). However, this method becomes too complicated when the conditions involve 

too many symptoms and there is also the possibility that visual inspections are misleading 

(Jones et al., 2018). Another method is to calculate the bridge centrality score using the 

bridge strength, bridge closeness and bridge betweenness scores. These scores were used 

with a sensitivity of 92.7% and a specificity of 84.9% in predicting bridge symptoms on 

different datasets. When the bridge symptom was removed from the networks, it is also 

shown to stop spreading of activation between the disorders, suggesting that the bridge 

symptom is vital to how comorbidity forms. This shows the applicability of network 

approach in studying both RA and depression. 

Having decided to utilise the network approach as the framework of depression and 

the comorbidity of depression and RA, it is important to clarify the means by which 

depression will be measured for this thesis. This is because depression will be used as one of 

the major nodes in the network plot in RA, and with the discussion of different theories 

behind depression, it is clear that depression is a multifaceted disorder that requires enough 

nodes to fully capture depression. The inclusion of just one node for depression, such as a 

sum score for a patient reported outcome (e.g. PHQ9, BDI), is insufficient because it will not 

neither be able to fully capture the severity of depression nor the depth of symptoms that 

depression comprises of (Fried & Nesse, 2015). Thus, the tripartite model of depression and 

anxiety is utilised which showed that depression is affected by both positive and negative 

affect. A full discussion will be included in the Methodology section (Chapter 4) which will 

discuss in detail which positive and negative affect symptoms are used.     

  

 

1.3. Rationale for Thesis  

 
There is a shift in the behavioural and medical sciences towards non-linear systems and 

dynamic thinking, which encourages the application of network approaches. Utilizing the 
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network approach to depression and the comorbidity of RA and depression will allow 

researchers to be able to detect dynamic changes in symptoms, which is likely important 

because of the fluctuant nature of RA. It is also important to be able to study RA in terms of 

both physical and psychological symptoms because of the common comorbidity between 

depression and RA. In order to do this appropriately, longitudinal data of multiple symptoms 

are needed with sufficient intensity of follow-up assessments to allow for any dynamic 

changes in symptoms to be observed.  

There is a paucity of studies using intensive longitudinal designs in the 

rheumatological literature. The majority of studies considering interrelations between 

physical and mental symptoms in RA are either cross-sectional or longitudinal with a limited 

number of follow-ups spread out over weeks or months. A review by Vriezekolk et al (2011) 

considered longitudinal studies in RA, focusing on psychological distress. A search yielded 

only 19 studies (of which only 14 are unique cohorts) that used longitudinal data in looking 

at psychological distress in RA. This review is dated however, and more studies could have 

been carried out in the last 10 years, suggesting the need for a new review to investigate 

longitudinal data collection in the field of RA. Conducting longitudinal studies are beneficial 

because longitudinal studies allow for cause and effect relationships to be examined, 

establish sequencing of events and also investigate how symptoms change over time 

(Caruana et al., 2015). Intensive longitudinal data also allows for more thorough estimation 

of relationships between symptoms, as a systematic review on the mechanism between 

sleep and pain showed that the collection of intensive longitudinal data would allow an 

improvement in analysis and more information to be revealed (Whibley et al., 2019).  

RA symptoms can fluctuate wildly, even over a short period of time from day to day 

(Evers et al., 2014).These changes in symptom, or in other words, symptom variability plays 

a big part in the well-being and quality of life in RA patients as well. This was established by 

a qualitative study by Flurey et al (2014), which looks at RA patients’ experiences of daily 

life. This study demonstrated the struggle that RA patients go through with fluctuating 

symptoms which is a constant unwelcomed reminder. In order to deal with their condition, 

patients have to micromanage the impact of RA on their daily lives which impacts on the 

overall quality of life. This shows just one aspect of how symptom variability affects RA 

patients, and there could be other effects that have not been investigated yet. This 

emphasises the importance of the dynamic changes that network science will be able to 
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provide further insights into. It also indicates that symptom variability needs to be assessed 

over very short intervals, suggesting the need for a study that measures symptoms at 

several points throughout a day; allowing for the study of within-day symptoms fluctuations 

as well as between day fluctuations. A systematic review carried out on chronic pain 

research showed that there were 105 papers from 62 studies that collected a type of 

intensive longitudinal data called ecological momentary assessment (EMA) data (May et al., 

2018). It was shown that most of these papers could investigate within-person fluctuations 

and were flexible in design. This showed the potential of using these types of data collection 

method in RA. There has also been a push for network science to be applied to the 

individual level, for example creating symptom networks depending on each patients’ 

symptom severity and interaction (Fried & Cramer, 2017). This is particularly useful for the 

fluctuant nature of RA. Having a personalized look at how symptoms change for each 

patient will be useful for the clinical team to understand the best way to manage the 

disease course. However, currently no studies have considered a network approach to the 

study of symptoms in RA. 

This issue of symptom variability has been recognised in other conditions, most 

notably in chronic obstructive pulmonary disease (COPD) where there is considerably more 

research looking at this problem. A pan-European study by Kessler et al on COPD patients 

(2011) found that around 62.7% of patients reported their symptoms to vary daily or/and 

weekly. It is also discovered that previous exacerbations of symptom severity are associated 

with symptom variability and other factors that affect symptom variability include 

geographical location, symptom severity and age. A qualitative study by Lopez-Campos, 

Calero & Quintana-Gallego (2013) also found that COPD patients that are not experiencing 

exacerbations still perceives symptom variability throughout a day. It is further explained 

that this is a problem because of the effect that symptom variability has on both health-

related quality of life and daily activities. A longitudinal study in Korea by Kim et al (2019) 

discovered that high symptom variability in COPD is significantly associated with 

exacerbation risk and also more severe disease activity such as respiratory problems.  

To summarise, RA is a disorder that affects patients tremendously through both the 

physical and psychological aspects. The symptoms fluctuate throughout the day, and thus it 

is important to collect longitudinal data in order to track how fluctuations and symptoms 

vary with each other. The most common comorbidity of RA, depression, was also discussed 
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and the concept of network analysis was introduced to explain depression and the 

comorbidity. It was also shown that there was a lack of studies in the field of RA and 

depression that utilises intensive longitudinal data which is present in other fields. These 

gaps in research thus leads to Chapter 2, where the aims of this thesis are discussed.  
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2. Aims of this Thesis 
 

Chapter 1 established how prevalent RA is, and the devastating effects that it can have on 

patients. The common comorbidities were discussed as well, and it could be seen how RA 

affected patients in multiple ways. In order to alleviate patient suffering and encourage 

disease remission, it is important to discover how RA symptoms interact and associate with 

each other. Current literature has revealed ample information on RA, but with the 

advancement in both technology and analytical methodology, novel information could be 

extracted from longitudinal data and other analysis methods. This means that the research 

question of this thesis is to explore physical and psychological symptom associations using 

advanced quantitative methods on a longitudinal dataset in RA patients; and to explore the 

feasibility of network science in this field of research. This will be achieved through three 

main aims.  

 

1. The first aim is to investigate the feasibility of intensive data collection methods, 

including the use of a wearable device.  

 

Aim 1 Objective 1: The first objective is to carry out a scoping review to reveal current 

literature in the field of musculoskeletal disorders that uses longitudinal data. 

Aim 1 Objective 2: The second objective is to check for the feasibility of the recruitment 

methodology for a study that incorporates wearables and intensive data collection 

methodology. 

Aim 1 Objective 3: The last objective is to investigate if this data collection method 

allows for enough data to be collected. 

 

It was described in Chapter 1 that disease activity of RA fluctuates wildly and the risk of 

a flare is a pronounced problem. The symptomology of RA is also vast, varying from 

inflammation to pain to low mood. Most current research uses cross-sectional data or 

compare between a low number of time points instead of utilizing longitudinal data. This 

meant that information about the variability of symptoms in RA is lacking, and thus it is 



 53 

necessary to investigate current literature to identify gaps. This will be used as a benchmark 

for the design of a study chapter that will collect and analyse longitudinal data. 

 

2. The second aim is to investigate what associations exist between the different 

symptoms in RA and other relevant variables. 

 

Aim 2 Objective 1: The first objective is to investigate how symptoms change throughout 

the day.  

Aim 2 Objective 2: The second objective looks at how physical and psychological 

symptoms are related to physical activity.  

Aim 2 Objective 3: The third objective examines how the COVID-19 induced lockdown 

has influenced associations between symptoms, physical activity and social contact.  

Aim 2 Objective 4: The last objective is to find out how the commencement of a new 

Biologics treatment for RA patients change symptom associations.   

 

After establishing the feasibility of the methodology and the usability of the data, the 

data will be used to evaluate the possible associations between the symptoms included. 

Chapter 1 demonstrated how prevalent and dangerous RA was and also showed how 

common the comorbidity of depression existed in RA patients. It was established that both 

physical and psychological symptoms affect patients greatly, and that the connections 

between the symptoms are unclear. This meant that it is important to investigate the 

associations between physical and psychological symptoms in RA. Furthermore, other 

important variables such as physical activity and social contact also play a role in influencing 

different symptoms in RA, and the connections between these variables and the symptoms 

need to be covered as well.  Because of the COVID-19 pandemic, a study was also created to 

capitalise on the opportunity to look at how RA patients’ symptoms behave differently 

during a lockdown. Chapter 1 also discussed the importance of different treatments for 

disease remission in patients, and thus in order to provide important clinical implications, 

the associations of RA symptoms before and after a new treatment are investigated to 

enable more understanding in how a new treatment works. 
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3. The last aim is to investigate the feasibility of using a new analysis method, the 

network approach in exploring cross-sectional and longitudinal data in the field of RA 

and depression. 

 

Aim 3 Objective 1: The first objective is to utilise network analysis on a secondary cross-

sectional dataset. 

Aim 3 Objective 2: The second objective is to create individual network plots for patients 

with different symptom variabilities. 

Aim 3 Objective 3: The last objective is to investigate how network plots differ before 

and after treatment for RA patients.  

 

In Chapter 1, the comorbidity of depression in RA patients were explored thoroughly. It 

was established that in order to understand the comorbidity, the model of depression had 

to be covered first. The models of depression changed over time, and it was demonstrated 

that the modern approach looked at depression not as a latent variable, but as a construct 

that made every symptom significant. This change in model of depression pushed forward 

the network approach as the way to not only look at depression, but also the comorbidity 

that exists between RA and depression. There were no study in the field of RA that utilised 

longitudinal data and network analysis to look at individual symptoms and the interactions 

between each symptom. Thus, it is important to discover if the use of network analysis in 

this field is feasible, and what novel information could be revealed while using this method. 

With most current literature focused on cross-sectional data, network analysis will be 

carried out on cross-sectional data first to discover if there are similarities in findings. With 

the network approach suggesting that each patients’ symptom network plot to be different 

from each other, a comparison could be made between different types of patients to 

distinguish if there were any particular differences in patients with high variability in 

symptom severity.  
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2.1 Structure of Thesis  

 

Chapter 3 is a scoping review that is carried out to investigate current literature that is 

based on longitudinal data in the field of musculoskeletal disorders. This chapter will 

complete the first objective of the first aim, and also provide more rationale for why the 

empirical chapters are created. Chapter 5 utilised secondary cross-sectional datasets of 

TITRATE and IMPARTS to estimate the network structure of physical symptoms, 

psychological symptoms, and inflammatory markers in RA. This will aid in discovering a 

potential bridging symptom between physical and psychological symptoms. This chapter 

tests the feasibility of using network science in the analysis of symptoms in RA by seeing if 

findings reflect existing literature, and also the possibility of novel findings from using 

network science, thus fulfilling the first objective of the third aim. Chapter 5 could be 

considered as the preliminary chapter that tests for the feasibility of network analysis in the 

field of RA, and also what potential cross-sectional result could be derived from multiple 

physical, psychological, and inflammatory symptoms. 

 Chapters 6 and 7 were chapters added in because of the COVID-19 pandemic and 

resulting lockdown. It is part of the larger IA-COVID study and participants were recruited 

from the sample that participated in the IA-COVID study. Chapter 6 includes data collection 

during July 2020, a period of no governmental lockdown restrictions, and Chapter 7 includes 

data collection during November 2020, which is during a period of government 

implemented lockdown. Chapter 6 looked at the association of physical and psychological 

symptoms temporally and investigated any diurnal patterns. The use of network science 

was also more advanced here, where individual network plots were created for patients of 

different symptom variability and severity to compare differences. Chapter 7 compared data 

collected during lockdown with data collected during a period of no restrictions to identify 

how symptoms change between the two time periods, and if any temporal associations 

change as well because of the change in social contact and physical activity. This was a 

build-up of the temporal associations that were discovered in Chapter 6 and brought in 

further variables such as physical activity and social contact. Symptom network plots were 

also drawn to evaluate differences between the two time periods. These network plots 

consist of multiple subjects over a long period of time and could be considered as a 

feasibility test for Chapter 8.  Chapter 8 also included an intensive data collection 
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methodology that utilises wearables and included periods of both before and after a new 

biologic treatment. Chapter 8 tests the feasibility of the study design of intensive data 

collection and wearables in a RA cohort starting a new treatment, and also the adherence to 

study protocol and drop-out rate to evaluate the quality of the data collected. This tested 

for the feasibility of the collection and analysis of such data. Associations between physical 

and psychological symptoms were then calculated before and after a biologic treatment, 

which provided clinically important information Symptom network plots for both before and 

after exposure to the new treatment were also created, thus allowing a complete look at 

how a new biologic treatment changes the symptom profile and interactions in RA patients. 

Table 2.1 below shows where each objective and aim are investigated in this thesis, and the 

corresponding study name and population associated with it.  

 

 

Aim and 
Objective 
Number 

Thesis 
Chapter 

Study Name Study Design Population 

Aim 1 Objective 1 Chapter 3 Scoping Review  Scoping Review Musculoskeletal 
Disorders 

Aim 1 Objective 2 Chapter 8 APPro EMA Study with 
wearables 

RA 

Aim 1 Objective 3 Chapter 8 APPro EMA Study with 
wearables 

RA 

Aim 2 Objective 1 Chapter 6 IA-COVID EMA Study IA 

Aim 2 Objective 2 Chapter 7 IA-COVID EMA Study IA 

Aim 2 Objective 3 Chapter 7  IA-COVID EMA Study IA 

Aim 2 Objective 4 Chapter 8  APPro EMA Study with 
wearables 

RA 

Aim 3 Objective 1 Chapter 5 TITRATE Secondary Data 
Analysis 

RA 

Aim 3 Objective 2 Chapter 6 IA-COVID EMA Study  IA 

Aim 3 Objective 3  Chapter 8 APPro EMA Study with 
wearables 

RA 

 

Table 2.1: Objectives and Chapter Number  
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3. Scoping Review  
 
3.1 Overview of Scoping Review  

 

This chapter directly addresses the first objective of the first aim and examines current 

literature in the field of longitudinal data analysis in musculoskeletal disorders. This chapter 

also shows the gap in literature in this field and helps to shape the design of both the IA-

COVID and APPro studies in the following chapters. This scoping review was published in the 

Rheumatology Journal in 2021 (Tung et al., 2021) and the chapter is slightly adapted from 

the published manuscript. This means that there are some overlaps in information in the 

Introduction section. This review was designed to be a scoping review instead of a 

systematic review because the purpose of this chapter is to investigate current literature 

and to identify a gap in research that can help shape the future chapters (Munn et al., 

2018). As the aim was to identify the range of previous studies published, the number of 

studies within certain categories was considered (e.g, monitoring method, symptoms 

assessed). This means that it is not important to perform a meta-analysis because there is 

no requirement for the review to answer a question or to provide evidence.  

 

 

3.2 Introduction 

 

Longitudinal studies of patient reported outcomes in musculoskeletal disorder research 

typically capture outcomes for a limited number of time points, often months or years apart 

(Bildt et al., 2001; Collins et al., 2010; Kennedy et al., 2005). They usually assess change from 

baseline, where baseline may be diagnosis, or treatment or research study initiation, and 

the level of a variable at baseline is typically used as a predictor of some longer-term 

outcome. However, for most outcome measures, such as pain, there is a dynamic 

component, which is not captured using this approach. The natural day-to-day fluctuations 

of symptoms(Stefan Schneider et al., 2012), that are a major aspect of living with a 

musculoskeletal condition, are treated as noise, and potentially important insights missed.  
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It is increasingly recognised that while understanding disorder trajectory is 

important, because symptoms behave dynamically, there will be missing insights if 

trajectory is the sole focus of a study (Hamaker et al., 2018). Contemporary longitudinal 

studies and clinical trials fail to collect data frequently enough to reveal diurnal variations 

and fluctuations of symptoms over-time. The majority of studies include further follow-ups 

only if specific events happen within the study, such as in Maradit-Kremers’s study 

(Maradit-Kremers et al., 2005) where the event is death or migration, or follow-up only after 

months or years have elapsed (Ogdie et al., 2014; van Steenbergen et al., 2015). It has 

traditionally been difficult to collect more intensive measurements because of the burden of 

data collection, for example in a sample of 50 individuals, daily measurements for a month 

would mean 1500 separate datapoints, and 6 assessments per day would mean 9000 

datapoints. However, technology is making high frequency assessments more feasible to 

collect (Bromberg et al., 2016; Fischer et al., 2016; Hacker & Ferrans, 2007).  

High-frequency follow-up studies, often referred to as ecological momentary 

assessment (EMA), experience sampling, or ambulatory assessments, provide fast ‘in-the-

moment’ assessment, reducing recall and desirability bias (Saul Shiffman et al., 2008). 

Furthermore, since EMA involves repeated sampling in participants’ natural environments, 

ecological validity is maximised. This allows researchers to see how behaviours change in 

real life contexts (Saul Shiffman et al., 2008), and enhances establishment of causal relations 

between variables (Welsing et al., 2004).   

EMA studies in other areas have demonstrated how examining within-person 

variability in symptoms can provide novel insights. For example, in general population 

samples, people with fluctuating mental health have been shown to have a greater 

mortality risk than those with a low stable mental health, even though less time is spent 

with low mental health in the fluctuating group (Boehm et al., 2015). This demonstrates the 

potential for novel insights using high-frequency assessments in musculoskeletal disorders, 

where symptoms such as pain and fatigue may vary dramatically even over short time 

periods.   

Currently there has been no review specifically focused on studies with high-

frequency assessment of psychological and physical symptoms using EMA approaches in 

musculoskeletal conditions. Therefore, our aims are: i) identify and describe the nature of 

studies in the field musculoskeletal disorder using high-frequency assessments using EMA 



 59 

approaches, and ii) examine whether this research has considered whether symptom 

variability independently predicts worse disease outcomes, where symptom variability is 

defined as the change in the severity of symptoms over a short-period of time, which could 

be quantified using methods such as the within-person standard deviation, coefficient of 

variation, or difference between the persons highest and lowest level of repeated 

assessments of a symptom (e.g. pain) over a day or week..  

 

3.3 Methods 

  

This review was conducted following the method for scoping reviews outlined by Liberati 

(Liberati et al., 2009) and the PRISMA reporting statement (Moher et al., 2009). Determining 

the coverage of high frequency follow-ups in the musculoskeletal disorder field and 

identifying a gap in available literature was the priority here, therefore a scoping review was 

carried out instead of a full systematic review (Munn et al., 2018), thus some components 

differ from the PRISMA statement. Meta-analysis was not undertaken, and the scope of the 

narrative synthesis is broad and focused on describing the topics addressed, rather than 

summarizing findings of the studies.   

  OVID was used to conduct the search in health journals, using the Embase, Medline, 

and PsycInfo databases. The Institute of Electrical and Electronic Engineers (IEEE) database 

was also searched using the IEEE Xplore search engine to ensure that studies published in 

computer science would be included in this review. These searches were initially carried out 

in 2018, however an updated search was also completed in November 2020 before the 

publishing of this paper. 

 

The inclusion and exclusion criteria can be seen in Table 3.1 below. 

 

 

 

 

 

 

 



 60 

 

 

Inclusion Criteria Exclusion Criteria 

1) Patients must have a 

musculoskeletal condition such as 

as osteoarthritis, fibromyalgia, 

rheumatoid arthritis, low back pain, 

or juvenile idiopathic arthritis 

2)  the design must be prospective 

observational 

3) follow-up must be intensive and 

focus on at least one physical or 

psychological symptom. We defined 

‘intensive’ as at least 10 

assessments no less frequently than 

weekly* 

1) Studies not involving human 

participants 

2) Study focused on the genetic and 

biological side (on a cellular level) 

without looking at any physical or 

psychological symptoms 

 

 

The following search strategy was used on OVID: 

1. These musculoskeletal disorders terms combined with OR.  

“Arthritis” “Tendonitis” "Muscle Strain" "Tendon Strain"  “Spondylitis”  "Rheumatoid 

Arthritis" "Connective Tissue Disease" “Fibromyalgia” "Chronic Widespread Pain" 

"Low Back Pain" "Joint Pain". 

 

 

 

 

Table 3.1: Inclusion and Exclusion Criteria  
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2.  These assessing symptoms terms combined with OR. 

“Pain” “Stiffness” “Fatigue” “Tenderness” “Mobility” “disability” “function” 

“tiredness” “swelling” “depression” “anxiety” “mental disorder” “disease activity” 

“inflammation” “distress” “adherence” “compliance”. 

 

3. These intensive follow up terms combined with OR  

“Diary Research” “Daily Diary” “Event-Contingent Recording” “Intensive Follow-up” 

“Passive Telemetric Monitoring” “Naturalistic Observation Sampling” “n-of-one” 

“ecological momentary assessment” “remote measurement” “remote monitoring” 

“home based assessments” “ambulatory assessment” 

 

4. 1 AND 2 AND 3. 

 

Additional musculoskeletal disorders were included in the search terms, instead of just 

arthritis related terms, because there were concerns that there were insufficient literature if 

only rheumatoid arthritis and inflammatory arthritis studies were included in the search. 

There are similarities between these musculoskeletal disorders in shared symptoms (i.e., 

pain is central to all) and fluctuations in symptoms, and thus the information derived from 

these studies will be helpful in identifying the gap in literature. Furthermore, this allowed 

for the identification of evidence in areas outside of inflammatory arthritis to identify 

evidence gaps in the inflammatory arthritis evidence base. The terms for assessing 

symptoms were chosen because they are the most common symptoms and terms that are 

associated with musculoskeletal disorders. There are many other possible symptoms but 

the terms that were selected should cover all aspects of symptoms.   

A final total of 1504 records were returned after deduplication was performed. 

Screening the title and/or abstracts to determine if the study included the requirements of 

symptom assessments, intensive monitoring (defined as at least 10 assessments and no less 

than once per week), and appropriate musculoskeletal disorders led to a shortlist of 28 

papers that required full text inspection. The final sample of papers included in this review 

involved 21 reports of 33 different cohorts, which can be seen in the PRISMA flow diagram 

in Figure 3.1. There are additional cohorts compared to studies because some studies used 

multiple cohorts in the analysis.  
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For searches on the IEEE database, the search strategy was modified to simply identify 

all available studies focused on musculoskeletal disorder. The search terms were: 

“Arthritis” OR “Tendonitis” OR "Muscle Strain" OR "Tendon Strain" OR Spondylitis OR 

"Rheumatoid Arthritis" OR "Connective Tissue Disease" OR Fibromyalgia OR "Chronic 

Widespread Pain" OR "Low Back Pain" OR "Joint Pain". This resulted in 759 papers, however, 

none of the papers found met our definition of intensive monitoring of symptom 

assessment (Figure 3.1). 

Due to heterogeneity of the research questions addressed and study analytic 

approaches, no meta-analysis was conducted.  
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through other sources 

(n = 3  ) 

Records after duplicates removed 
(n = 1504 + 729 = 2233  ) 

Records screened 
(n = 1504  ) 

Records excluded 
(n = 161 + 729 = 890 ) 

Full-text articles assessed 
for eligibility 

(n = 28  ) 

Full-text articles excluded,  
 

736 because they are not 
about musculoskeletal 

disorders 
 

369 because they do not 
contain symptom 

variability 
 

292 because they are not 
intensive enough 

 
79 because they are 

animal studies 

Studies included for 
systematic review 

(n = 21  ) 

Figure 3.1: PRISMA Flow Chart 
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3.4 Results 
 
The conditions, symptoms, monitoring methods, number of follow-ups completed, and a 

brief summary of each of the 21 included studies are shown in Figure 3.2.  
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Paper Title Cond
ition 

Symptoms No. of patients Monitoring 
technique 

Times collected Brief Summary 

Inflammatory & Osteo Arthritis     

Graham-Engeland et al. 
(2016) (Graham-
Engeland et al., 2016) 

RA Depression/Mood/
Pain 

31 EMA, palmtop computer 
with custom software 

5 times a day for 7 days 31 patients with RA recorded pain and mood using EMA for 5 times a day for 7 days. It is 
found that greater momentary positive mood is associated with lower momentary pain, 
while greater depressive symptoms predicts more pain. 

Hamilton, Catley, & 
Karlson (2007) 
(Hamilton et al., 2007) 

RA/FMS 
 

Sleep/Stress/Pain 49 EMA, has a watch to 
remind them to fill in 2 
small booklets 

7 times a day for 2 days 49 patient with RA or fibromyalgia were recruited to record levels of pain, occurrence of 
stressful event, sleep quality, as well as positive and negative affect 7 times a day for 2 
days. It is found that sleep disruption does not influence affect, but plays a role in 
moderating the association between stress and affect, and pain and affect. 

Keefe et al. (2001) 
(Keefe et al., 2001) 

RA 
 

Spiritual and 
religious 
coping/pain 

35 Structured daily diary 1 time a day for 30 days 35 RA patients recorded structured daily diaries for 30 days looking at spiritual 
experiences, spiritual pain coping, pain and mood. Participants that recorded higher 
frequent daily spiritual experiences also had higher levels of mood, while lower pain is 
associated with those that has higher spiritual pain coping efficacy.  

Stone et al. (1997) 
(Stone et al., 1997) 

RA  
 

Pain/Fatigue 35 EMA, alerted by 
wristwatch and fill in 
part of a small booklet 

7 times a day for 7 days This study included 35 patients with RA and utilized EMA (7 times a day for 7 days) to 
look at their levels of pain and fatigue. It was found that there were large individual 
variations in both, and low sleep quality is associated with both.  

Cruise et al. (1996) 
(Cruise et al., 1996) 

RA  
 

Pain/Mood 35 EMA, alerted by watch 
and fill in questionnaire 
in booklet 

7 times a day for 7 days This study uses EMA on 35 RA patients for 7 times a day for 7 days to look at levels of 
pain and mood. Mood is separated into different aspects of positive and negative mood, 
and it is found that pain has a strong negative association with Alert and Energy, and a 
strong positive association with Fatigue 

Smith and Zautra 
(2009) (Smith & Zautra, 
2008a) 

RA/OA 
 

Anxiety/Depression 82/88 Interviewed by phone 1 time a week for  
11 weeks 

82 patients with RA and 88 patients with osteoarthritis are recruited to this study where 
they track depression, anxiety, pain, stress, and affect weekly for 11 weeks. It is found 
that anxiety and depression are associated with pain, with a much bigger association with 
anxiety. Depression also interacts with stress to predict current pain.   

Zautra, Johnson, & 
Davis (2008) (Zautra et 
al., 2005) 

RA/OA 
 

Positive affect/pain 124 Interviewed by phone 1 time a week for  
10/12 weeks 

124 female patients with osteoarthritis or fibromyalgia recorded pain, stress and affect 
for 10-12 weeks through an interview. Higher affect scores weekly results in lower weekly 
negative affect scores. Increased negative affect scores are also associated with greater 
levels of pain in the subsequent week. 

Robbins et al. (2012) 
(Robbins et al., 2011) 

RA 
 

Sighing/Depression 13 Using an Electronically 
Activated Recorder, an 
observational 
ambulatory assessment 
tool 

50 seconds every  
18 minutes for 2  
weekends (fri-sun) 

13 RA patients used an electronic device in their ear for 2 weekends (Friday-Sunday) one 
month apart to track the number of times they sighed. Depression and pain were 
measured as well during those assessment periods. It was found that sighing is associated 
to depression, but has no correlation with pain.  

Bromberg et al. (2016) 
(Bromberg et al., 2016) 

Arthritis 
 

Sleep/Pain/Functio
n 

59 EMA, smartphone based 
diary 

3 times a day for 1 month This study included 59 children with Juvenile Idiopathic Arthritis (JIA) and recorded sleep 
quality daily for a month, and pain and functioning 3 times a day for a month. It is found 
that pain is a mediating factor in the association between function and sleep quality, 
which affirms their hypothesis. 

Bromberg et al. (2014) 
(Bromberg et al., 2014) 

JIA 
 

Pain/disease 
symptoms 

59 E-diary 3 times a day for 1 month Bromberg et al looked at 59 children with JIA and collected ratings of pain, stiffness, 
fatigue and function 3 times a day for 1 month. It was found that no children were 
entirely pain-free, and high pain and high stiffness is associated with high functional 
limitations.  

Bromberg, Gil, & 
Schanberg (2013) 
(Bromberg et al., 2012) 

JPA 
 

Sleep/Mood/Pain 51 Daily Diary 1 time a day for 2 months 51 children with polyarticular arthritis were recruited to track sleep quality, mood and 
pain over 2 months. It was concluded that poorer sleep quality is associated to higher 
next day pain ratings, however this relationship is weakened when the participant has 
high positive mood. Daily pain does not predict that day’s sleep quality.   

Fibromyalgia      
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Doerr et al. (2017) 
(Doerr et al., 2017) 

FMS 
 

Stress/Fatigue 26 Using a pre-
programmed iPod 
Touch. 

6 times a day for 14 days 26 female fibromyalgia patients recorded general, mental and physical fatigue levels 6 
times a day for 14 days, and stress were measured by salivary cortisol and alpha-amylase. 
Lower increases in cortisol after awakening predicted higher average general and physical 
fatigue levels for the day. Physical fatigue is also associated with concurrent cortisol 
levels. Alpha-amylase showed no associations with fatigue.  

Fischer et al. (2016) 
(Fischer et al., 2016) 

FMS 
 

Stress/Pain 32 Using an iPod Touch 6 times a day for 14 days 32 female fibromyalgia patients participated in this study by providing diary entries on 
stress and pain levels 6 times a day for 14 days. Cortisol and alpha-amylase were 
analysed for those time points as well. Higher stress level is associated with a higher pain 
level for the subsequent diary entry, however cortisol and alpha-amylase plays no role in 
the association between stress and pain. Cortisol levels are however found to be 
independently associated with concurrent pain levels.  

Linnemann et al. (2015) 
(Linnemann et al., 
2015) 

FMS 
 

Pain/Stress 30 Using an iPod Touch 5 times a day for 14 days 30 females with fibromyalgia recorded pain intensity, perceived control over pain, stress 
level and music listening behavior 5 times a day for 14 days. Saliva samples were taken 
during each measurement too for cortisol and alpha amylase analysis. It is found that 
increased music learning helps with perceived control over pain, especially when it was 
listened for purpose of “relaxation”. Stress plays no role in mediation between this 
association.  

Hamilton et al. (2008) 
(Hamilton et al., 2008) 

FMS 
 

Sleep/Negative 
event recovery 

89 Using paper and pencil 
diaries and hand held 
computers 

3 times a day for 30 days This paper uses daily diaries and EMA to look at 89 women with Fibromyalgia and how 
sleep influences affect and negative event reactivity. It is found that sleep quality is 
related to affect and fatigue, and low sleep quality will affect patients from recovering 
from negative events the next day. 

Okifuji et al. (2011) 
(Okifuji et al., 2011) 

FMS 
 

Pain/Fatigue/Emoti
onal Distress 

81 Custom programmed 
palmtop computer 

3 times a day for 30 days 81 females with fibromyalgia recorded pain, fatigue, and emotional distress for 3 times a 
day for 30 days. Controlling for previous fatigue ratings, previous pain and emotional 
distress scores are associated with subsequent fatigue score. It is suggested that 
emotional distress and pain increases fatigue, only fatigue increases pain and only pain 
increases emotional distress.   

Tennen, Affleck, & 
Zautra  (2006) (Tennen 
et al., 2006) 

FMS 
 

Depression/Pain 71 Daily Diary 3 times a day for 30 days 71 female fibromyalgia patients (30 previously depressed) recorded pain and mood for 3 
times a day for 30 days. These two groups differed in how they cope with increased pain 
and how they appraised their pain coping efficacy.   

Garcia-Palacios et al. 
(2014) (Garcia-Palacios 
et al., 2014) 

FMS 
 

Electronic 
Diary(smartphone)/
Pain 

47 Comparing paper diary 
and smartphone diary 
(smartphone was 
superior) 

3 times a day for 2 weeks 47 patients were assigned either one group that uses paper diary first, then smartphone 
diary, or the other group that does it opposite to track pain levels for one week with each 
method. It is found from both groups that the smartphone diary gives more accurate and 
complete ratings, and well accepted by patients, even those with low familiarity with 
technology.   

Chronic Low Back Pain     
Burns et al. (2015) 
(Burns et al., 2015) 

Low 
back 
pain 
 

Anger/pain/functio
n 

105 Electronic Daily Diaries 5 times a day for 14 days 105 married couples (with one spouse having low back pain) is recruited to this study 
where they recorded their behavioral anger expression and inhibition, and pain related 
factors for 5 times a day for 14 days. The healthy spouse completed items on their 
observation of patient pain-related factors. It is found that increased anger is associated 
with increase in pain and pain interference, and also matches the observation of pain by 
spouse. Lower function is also related to chronic pain and anger arousal. 

Bruehl et al. (2012) 
(Bruehl et al., 2012) 

Low 
back 
pain 
 

Pain/Anger 48/36 EMA, electronic diary 4 times a day for 7 days This study looks at 48 patients with low back pain (LBP) and 36 healthy controls where 
electronic diary ratings of pain and behavioral anger expression is recorded 4 times a day 
for 7 days.  LBP group shows higher levels of daily anger expressions, and a greater 
association between high pain intensity and high levels of anger expression.  
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Jamison et al. (2001) 
(Jamison et al., 2001) 

Chronic 
Back 
Pain 
 

Electronic 
Diary/Pain 

36 Electronic Diary and 
paper diary (electronic 
diary seems superior) 

1 time a day for 1 year 36 patients with LBP were recruited to this study for a year to monitor their pain. 20 used 
palmtop computers and paper diaries, while 16 used only paper diaries. Ratings of pain 
intensity were accurate for both methodology, but patients using both methods prefer 
palmtop computers over paper diaries and showed greater compliance and satisfaction 
at the end of the study.  

Figure 3.2: Figure of conditions, symptoms, monitoring methods, number of follow-ups completed, and a brief summary of all 21 papers included. 
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Of the 21 papers included, 11 focus on arthritis, 7 on fibromyalgia, and 3 on chronic 

low back pain samples. There was a mean of 54 patients (standard deviation 27.7) and a 

mean of 3588 observations (SD 3271) per study. Five studies assessed symptoms once daily 

or less, and 16 studies assessed symptoms more than once per day. The most common 

symptoms examined were pain (n=16), stress (n=5), depression (n=4), and fatigue (n=3).  

 

 

3.4.1 Monitoring Methods 
 
The main data collection methods were daily diaries, phone interviews, and using portable 

electronic devices. Nine (43%) studies involved using technology for data collection, such as 

customized iPods or palmtop computers, and most of the data input required were 

numbers or short phrases. In a methodological study involving 36 patients with low back 

pain, Jamison (Jamison et al., 2001) found that portable electronic devices were preferred 

over paper diaries.  

Studies involving wearable technology were typically shorter (about one to two 

weeks), but with higher frequency of five to seven times a day. Garcia-Palacios (Garcia-

Palacios et al., 2014) studied 47 patients with Fibromyalgia and compared the use of paper 

diaries and smartphones. It was found that even among those unfamiliar with the 

technology, smartphone diaries are well-accepted and give more accurate and complete 

data. One study (Robbins et al., 2011) of 13 RA patients involved the use of a novel 

wearable, an electronically activated recorder that participants put into their ear to 

automatically register the number of sighs that the participants made. The number of sighs 

was found to be associated with depressive symptoms and may serve as an objective 

marker of mood. This demonstrates the use of wearable technology to automatically collect 

data, which may reduce assessment burden for those with severe symptoms and others 

who may have difficulties self-monitoring.   

 

3.4.2 Symptoms assessed 
 
Sixteen studies (76%) investigated interactions between pain and other symptoms, making 

pain the most highly researched symptom. The five studies not considering pain looked at 

depression, anxiety, stress, fatigue, and sleep. Pain was found to be independently linked to 
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psychological symptoms including depression (Graham-Engeland et al., 2016), mood (Cruise 

et al., 1996), and fatigue (Stone et al., 1997). In a study of 31 patients with RA, Graham-

Engeland (Graham-Engeland et al., 2016) found higher levels of pain were associated with 

more severe depressive symptoms, and lower pain levels were associated with greater 

positive mood. An earlier study with 35 RA patients found that higher pain variability is 

associated with worse sleep quality and higher levels of fatigue for the next day (Stone et 

al., 1997). Finally, a study of 35 RA patients (Cruise et al., 1996) found a strong negative 

association between pain and two components of positive mood (alertness and energy), 

and a strong positive association between pain and one component of negative mood 

(fatigue). Pain was also found to be related to other physical symptoms. In two studies, 

based on the same sample of 59 children with Juvenile Idiopathic Arthritis (JIA), pain was 

found to be associated with higher levels of functional limitation (Bromberg et al., 2014), 

and to mediate the association between function and sleep quality (Bromberg et al., 2016).  

It is also important to note that out of the 21 studies, none looked at more than 

three symptoms and the associations. Only 5 out of 21 (24%) looked at three symptoms, 

and the rest only compared associations between two symptoms. This is an important 

observation to make because musculoskeletal disorder patients suffer from a multitude of 

symptoms and comorbidities, and most of these symptoms have an association with each 

other. Looking at only two or three symptoms in a vacuum will mean that possible 

confounders of the symptoms are not included, and possible interactions with other 

symptoms will be missing as well. 

 

3.4.3 Temporal associations  
 
Table 3.2 below shows whether symptom severity is a predictor of outcome in the short or 

long term (i.e. subsequent days or weeks versus months later), and whether studies 

investigated symptom variability as an independent predictor of outcome. Out of the 21 

studies, 7 studies only considered associations cross-sectionally, while 14 examined whether 

symptom severity was a predictor of outcomes in the short-term.  
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Author Predictor 
of outcome 
in short 
term 
(day/week) 

Predictor of 
outcome in long 
term 
(month/year) 

Symptoms 
investigated 

Was symptom 
variability 
investigated as an 
independent 
predictor of 
outcome? 

Graham-Engeland et al. 
(2016) 

Yes No Depression/Mood/ 
Pain 

No 

Hamilton, Catley, & Karlson 
(2007) 

Yes No Sleep/Stress/Pain No 

Keefe et al. (2001) Yes No Religious coping/ 
Pain 

No 

Stone et al. (1997) Yes No Pain/Fatigue Yes 

Cruise et al. (1996) No No Pain/Mood No 

Zautra, Johnson, & Davis 
(2008) 

Yes No Positive affect/Pain No 

Bromberg et al. (2016) Yes No Sleep/Pain/Function No 

Bromberg et al. (2014) No No Pain/Disease 
symptoms 

No 

Bromberg, Gil, & Schanberg 
(2013) 

Yes No Sleep/Mood/Pain No  

Smith and Zautra (2009) Yes No Anxiety/Depression No 

Robbins et al. (2012) No No Sighing/Depression No 

Fischer et al. (2016) Yes No Stress/Pain No 

Okifuji et al. (2011). Yes No Pain/Fatigue/ 
Emotional Distress 

No 

Tennen, Affleck, & Zautra 
(2006) 

Yes No Depression/Pain No 

Garcia-Palacios et al. (2014) No No Electronic 
Diary/Pain 

No 

Burns et al. (2015) No No Anger/Pain/Function No 

Bruehl et al. (2012) Yes No Pain/Anger No 

Jamison et al. (2001) No No Electronic 
Diary/Pain 

No 

Doerr et al. (2017) Yes No Stress/Fatigue No 

Linnemann et al. (2015) No No Pain/Stress No 

Hamilton et al. (2008) Yes No Sleep/Negative 
Event Recovery 

No 

Table 3.2: Table of papers included in Chapter 3 and their temporal associations 



 71 

No studies examined whether symptom severity predicts outcome in the longer-

term (e.g. weeks or months later). While examining whether the predictive ability of one 

symptom, such as stress, is associated with another, such as pain on the subsequent day, is 

useful, examining longer-term outcomes, in particular specific events, such as job loss, 

surgery and mortality are needed.  

 Only one study in Table 3.2 considered symptom variability, and none specifically 

considered symptom variability as a predictor of outcome. In that study (Stone et al., 1997), 

35 RA patients recorded symptoms seven times a day for seven days, and it was found that 

higher average muscle pain, joint pain, swelling on awakening, and poorer sleep quality 

were observed to be related to greater variability in pain and fatigue over the same period.  

 

3.5 Discussion  
 

Musculoskeletal disorder symptoms are dynamic (Hamaker et al., 2018). However, this 

review has identified relatively few studies using EMA methods to investigate these dynamic 

processes. Furthermore, there is a dearth of studies examining how within-individual 

variability across symptoms is linked, and how this might influence outcomes in the longer-

term outcomes. Pain was the most commonly researched symptom, which is unsurprising 

given it is a central feature of musculoskeletal conditions. This review demonstrated the 

advantages and disadvantages of each type of monitoring methods (daily diary providing 

lowest frequency each day and handheld technology providing highest frequency). Most 

importantly, the results from this review highlight a lack of understanding, particularly of 

symptom and outcome associations, and the lack of knowledge around predictive ability of 

symptom variability in addition to symptom severity. Pain and fatigue have a positive 

correlation with other major symptoms; therefore it would be useful to clarify whether 

fluctuations in these symptoms have an impact as well. No research investigated the 

interactions of more than three symptoms.  

There were methodological changes as technology progressed: studies from mid 

1990s and early 2000s used paper booklets and diaries for participants to fill in data, while 

recent years favor the use of electronic data capture (e.g. smartphones). As method of data 

collection changes, so did the frequency of data collection, with electronic data capture 

allowing participants to completing multiple assessments each day at a particular time with 
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more ease. It was surprising that no studies combined EMA with wearable technologies to 

objectively assess physical activity. The increasing availability of low cost wearable 

technology should lead to further and more in-depth research in this area. A key issue with 

research into symptoms and interactions within conditions such as RA and FMS is the need 

for accurate and easy monitoring of symptoms. In order to see how a symptom fluctuates 

within a day, or the trend that a symptom takes over a long time period, a large amount of 

data is needed. The methodology applied then, cannot be too complex due to constraints 

on time and resources, while the accuracy of the data needs to be maintained. Symptoms 

such as mood, pain, fatigue, and stress fluctuate greatly throughout a day, thus research 

that records only once a day could result in an inaccurate picture of variability. Rating 

symptoms only at one point per day has been shown to be prone to recall bias (McColl, 

2004). 

One method not employed in the sample of papers reviewed here, the day 

reconstruction method (Kahneman et al., 2004), has been demonstrated to have lower 

susceptibility to retrospective reporting biases, and may be useful in musculoskeletal 

populations. The day reconstruction method first involves participants completing a 

structured diary regarding the series of episodes that happened the previous day. Then, 

participants use this diary to answer questions regarding what happened and what they felt 

during those episodes which will then be analyzed by researchers. In comparison to the 

EMA method, there is far less burden on the participants because it only requires one 

assessment per day. However, it will be less accurate because assessment only happens the 

day after and thus will be difficult to recall symptom severity at a particular moment. 

Daily diary methods are often used when the monitoring period lasts for at least a 

month and with at least one recording a day, while electronic methods are typically used for 

shorter periods but with multiple recordings per day. The studies in this review illustrate 

that most of the EMA studies are more recent, suggesting a shift in methodology in order to 

assess intra-individual variability, and perhaps also the technological advances that allow 

EMA studies to be carried out readily. One of the studies identified in the review compared 

paper and smartphone diaries assessing at pain (16) and another compared reports on pain 

using paper diary and e-diary on a palmtop computer (15). These both showed that 

electronic diaries have a distinct advantage in providing convenience to participants and 

more complete data sets. With the advance of technology and abundance of smartphone 
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use (85% of UK citizens use a smartphone (Henshaw, 2018)), electronic methods that can 

both alert the patient to the time of recording and provide a platform for them to input 

their data are surely the way forward in this area of research.  

The use of EMA in high frequency follow-up studies is common, which means that 

data can be collected at home without researcher input and thus non-adherence may be 

reduced. However, constant reminders for participants to check their symptom severity 

might cause increased health anxiety issues for these participants as they are constantly 

reminded of the suffering that they are experiencing. The relative ease of collecting these 

data also means that there is a risk that clinicians and researchers assign too heavy a 

measurement burden for their patients and participants. Researchers need to be mindful of 

the burden expected of their participants, and involve patients in the design of their studies, 

and thus pilot testing the procedures and intensity of data collection are appropriate.  

High frequency follow-up provides sufficient data for researchers to investigate the 

predictive ability of symptom variability. The lack of this in current research highlights the 

lack of focus on the potential importance of symptom variability and the repercussions of 

this for other symptoms and aspects of disease activity. The predictive ability of symptom 

variability has been utilized in other fields of research, such as in lung diseases where it was 

found that high symptom variability is associated with lower lung function and more severe 

respiratory symptoms (Kim et al., 2019). Variability of heart failure symptoms was found to 

be a predictor of higher risk for worse event-free survival (Moser et al., 2011). In cases of 

musculoskeletal disorders, where symptoms fluctuate wildly (Flurey et al., 2014). it is 

important to know whether the excessing symptom variability or unpredictable flares affect 

patients’ symptom severity. For example, patients could be more affected by high pain 

variability than by a consistently high pain level, because of the uncertainty of when pain 

flare-ups will happen and interfere with daily life. Knowing the importance of symptom 

variability will help clinicians decide which symptom to prioritize treatment in patients with 

high disease activity. It is also clear that in current literature, no study has managed to look 

at more than three symptoms even though musculoskeletal disorder patients suffer from a 

huge number of physical and psychological symptoms. This means that when designing 

future study, it is important to include more symptoms that can cover different aspects of a 

patients’ symptomology in order to have a more accurate picture of how patients are 

affected.  
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High frequency symptom assessment could prove to be more than just a research 

tool, potentially providing provide clinicians with useful insights into patients’ symptom 

variations. An understanding of the effects of symptom variability may aid clinicians in 

predicting future symptom flares, which will be important in helping manage these and 

reduce patients’ suffering. Clinicians can also use electronic, high frequency measurement 

to assess the level of intervention required, for example moving some consultations into a 

digital pathway when the symptom severity are particularly low. The potential knowledge of 

when during a day patients suffer symptom flares also means appointment scheduling can 

be improved and made more acceptable to patients.  

The fluctuant nature of RA symptoms means that there will be high variability in 

symptom severity, which makes this kind of analysis even more important. This scoping 

review has illustrated that there is a lack of understanding around symptom variability in 

RA, and also a lack of data around which symptoms interact with each other. Some studies 

that do not fit the inclusion criteria for this review highlight the acceptability and feasibility 

of remotely collecting longitudinal data from RA patients, such as the Remote Monitoring of 

Rheumatoid Arthritis (REMORA) study, which uses smartphone apps to remotely collect 

longitudinal data from RA patients (Lynn et al., 2020). 

Alongside the need for more research in high frequency follow up with numerous 

symptoms, there is a need to consider the acceptability of intensive measurements like 

several other studies in this field such as REMORA and Remote Assessment of Disease and 

Relapse – Central Nervous System (RADAR-CNS) (Matcham et al., 2019). Coupled with 

numerous symptoms, it may be a burden for patients to complete a long list of questions 

multiple times a day. High symptom variability will also mean that patients will have to input 

data when highly symptomatic, and thus could result in high drop-out rates. This is because 

higher pain intensity is a potential predictor for higher drop out rate (Carosella et al., 1994), 

and thus a sudden flare in pain might result in participants not able to complete the 

assessment.   

Patients with musculoskeletal disorders generally have joint pain and stiffness that 

will prevent them using the electronic devices to complete the assessments.  This can be 

addressed by keeping patient questionnaires as easy to complete as possible with Likert or 

numerical rating scales, and also on an easy to access app or website that will not take too 

much time. High frequency data input may also remind patients of their health care 
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problems, thus increasing health anxiety which could prove to be problematic. Mental 

health support must thus be provided for all patients. Even though electronic methods 

provide ease and accuracy in collecting data, it is important to consider the possible 

drawbacks that comes with these methods. The use of technology potentially poses a 

challenge to those that do not possess adequate technology literacy. This means that some 

patients who are willing to participate in these studies are not able to because of the 

inability to use the data collection methodology provided. This exclusion could lead to 

systematic bias where certain groups of people are not able to participate and thus not able 

to provide a complete picture of the population. However, with increasing access to 

technological devices, the improvement of electronic measurement methodology, and the 

need to collect intensive data, the use of these electronic data collection techniques is 

inevitably going to increase. It is important that future studies, considered issue of digital 

exclusion due to low digital health literacy or other factors that may drive health 

inequalities.  

Another issue relates to the potential negative impact of symptom monitoring on 

symptom experience. For example, a randomized study of 58 patients with low back pain 

showed that those who were assigned to fill out daily pain diaries had a significantly lower 

rate of recovery than those assigned to not complete daily ratings (Ferrari, 2015). This 

exacerbation of symptoms is a concern as well for electronic data capture, which means 

that any future study based on the design of EMA needs to consider the possible negative 

effects that it has on the participants. 

Analysis may also be challenging, including the analysis of multiple symptoms and 

the respective variability, thus using novel analysis techniques such as network analysis may 

be a solution. This is because network analysis can consider numerous symptoms, including 

variability and associations between each symptom simultaneously (Borsboom, 2017). 

Connections between groups of psychological symptoms (depression, mood), physical 

symptoms (pain, fatigue) and inflammatory markers (ESR/CRP) should be looked at to see if 

there is a particular symptom that links the different distinct groups together. This symptom 

is known as a ‘bridging’ symptom may be important for clinical use because the elimination 

of a bridging symptom in a network could mean collapse of the network (Goekoop & 

Goekoop, 2014). This means that targeting the symptom that links distinct groups together 
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could cause the connection between those groups to be diminished, and thus will have the 

potential to alleviate the symptom severity for the other group (Lee et al., 2009). 

To summarise, this scoping review identified 21 studies in the field of 

musculoskeletal disorders that utilise high frequency follow up. Out of these, only 1 looked 

at whether symptom variability is an independent predictor for other outcomes, and none 

of these studies looked at more than 3 symptoms together. Symptom variability is especially 

important in disorders that have abilities that fluctuate throughout a day, and thus is a 

noticeable gap in available research that should be researched. New analysis techniques, 

and improvement in technology will make both the collection of data, and analysis of data 

possible.  Alongside this, higher levels of pain were found to be associated with lower 

adherence to treatment (Brown et al., 2002), which is problematic as correct treatment for 

RA improves outcomes (Gibofsky & Yazici, 2010). However, bit is difficult to effectively and 

accurately measure pain because it is accompanied by other sensations. (Jakobsson & 

Hallberg, 2002) This means that making pain the focus of research could result in data not 

reflecting what participants actually wanted to express, which may adversely affect the 

conclusions drawn by putting additional emphasis on pain when it is not as important. 

Methodology and intensity of follow up in research has progressed over time, with EMA 

using electronic methods a popular study design which alleviates a lot of difficulty in getting 

an intensive data set. With the increase in technology and popularity in technological 

products, and also new analytical methods like network science available, there is a wealth 

of opportunities for research and clinical practice.  
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4. Methodology 
 
4.1 Introduction and thesis design 
 

This thesis includes four separate studies to address the aims that were set out in Chapter 2. 

The first is TITRATE-US, which is a cross-sectional study that recruit patients in clinics and 

provides detailed clinical phenotyping. The next study is the IMPARTS study, where data 

from routine care, and patient reported outcome measures (PROM) are combined with 

other information from the electronic healthcare record in the hospitals. These two studies 

are combined in the same chapter in Chapter 5. The third study is the IA-COVID study which 

is a 10-day intensive longitudinal study that recruited patients online. There were two 

waves of assessments, where the first was during a period of no governmental restrictions 

during the pandemic, and the second during a lockdown where clinical services were 

severely limited due to the pandemic. This study will make up Chapters 6 and 7, with 

Chapter 6 focusing on the first period of data and Chapter 7 focusing on the difference 

between waves of assessments.  The last study is the APPRo study, which is a 30-day 

intensive longitudinal study that recruit patients via clinics at the time of initiating biologic 

therapy. This study will make up the final empirical chapter in Chapter 8. Chapter 5 utilises 

secondary data analysis using the TITRATE-US and IMPARTS datasets that were collected in 

the hospitals. The IA-COVID study for Chapters 6 and 7 is a primary research study that is a 

sub-study of a larger cross-sectional study. The researcher designed the sub-study 

personally, recruited participants from the larger study, and managed the data collection 

procedure for this study. It is useful to note that this study was set up due to the delayed 

start of the APPro study. The APPro study for Chapter 8 is wholly designed and carried out 

by the researcher. 

 

As there are four different studies, the specific details of the methodologies of these 

studies will be described in each of the chapters that first includes those studies. This meant 

that the IMPARTS and TITRATE studies will be discussed in Chapter 5, IA-COVID study in 

Chapter 6 and 7, and APPro study in Chapter 8. This chapter will instead focus on the 

methods of assessment of clinical and psychological factors in rheumatological studies, and 

to provide additional information about the specific analytical methods used in this thesis. 
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This will include analysis of intensive longitudinal data using regression techniques, and also 

network analysis.  

 

4.2 Ecological Momentary Assessment of symptoms 
 
4.2.1 Introduction 
 
IA-COVID and APPro studies both involve the collection of intensive longitudinal data, where 

assessments are gathered at least once a day throughout the study period. As mentioned, 

RA symptoms can fluctuate widely throughout a day, and these fluctuations may potentially 

impact on physical, mental, and social health of patients (Sanderson & Kirwan, 2009) and 

thus intensive longitudinal data is needed to investigate this. High-frequency data collection 

is referred to using numerous terms, one of the most common that will be used here is 

ecological momentary assessment (EMA). Other terms used are experience sampling, daily 

diaries, and ambulatory (psychophysiological) assessment. Although these describe specific 

types of studies with intensive longitudinal data collection, there are overlaps and the term 

EMA is used here. This is because self-reported outcomes are not limited to diaries or 

ambulatory methods and experience sampling is focused on the representativeness of 

experiences, while EMA is focused on the dynamic changes of behaviour. 

There are multiple ways to develop an EMA study, as long as the underlying principles 

are met. These main features, as outlined by (Stone & Shiffman, 1994) are:  

 

1) Data needs to be collected in a real-world environment, where the participants are 

going on with daily lives. This will allow the data to be generalisable to the 

participants’ real lives and explains the ecological aspect of EMA. 

2) The data collected needs to concern participants’ current experience and symptoms, 

instead of a different time point. This is to ensure that there are no recall bias and to 

provide real-time data and explains the momentary aspect. 

3) There needs to be multiple repeated sampling of the participants to allow for 

generalisable data across time and across environments. 

 

EMA data is applicable in the field of RA because researchers are interested in how the 

experiences and symptoms of RA symptoms change throughout the day, and during their 
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day-to-day lives. Clinicians and researchers often use retrospective self-reports during 

clinical visits that require patients to describe the symptom levels and behaviours during a 

previous period of time, typically a week or more ago (S. Shiffman et al., 2008). This means 

that researchers potentially not only miss out on seeing the dynamic changes of behaviours 

and symptoms, but also restricts the ability to generalise findings to patients’ day to day 

lives and invites the possibility of recall bias. It has been shown that when participants are 

asked quantitative information regarding the past, there are limits on the ability to 

accurately recall information which means that participants have to combine both inference 

and partial memory to give an answer (Bradburn et al., 1987). This means that different 

types of recall bias errors could happen, like omission, telescoping, and confusion (Öztaş 

Ayhan & Işiksal, 2005). Omission refers to forgotten events. Telescoping occurs when there 

are inaccurate perceptions regarding the period of time that the event is in, and can happen 

both backward and forward, where backward is interpreting a recent event as more remote, 

and forward is when a remote event is interpreted as more recent. Confusion is the mixing 

up previous events when trying to recall. Together these issues demonstrate that 

retrospective surveys could potentially result in missing or wrong information. The effect of 

recall bias is also present with mood and psychological symptoms, especially positive affect 

that has been found to often be overestimated in retrospect (Ottenstein & Lischetzke, 

2020). This study also found that the accuracy of retrospective assessments of positive and 

negative affect varies both between and within persons, showing the importance of using 

EMA which eliminates recall bias and the possibility of inaccurate retrospective 

assessments. 

Retrospective surveys often also require not just the recollection of experiences, but 

also the need to aggregate the recollected experiences into one overall score in order to 

record the experiences of an entire day. For example, some surveys would ask about the 

pain score for the past week, and with pain being a fluctuant symptom, it is difficult to give a 

total score for such a long period of time.  This means that it is not just recall bias that could 

affect the accuracy of the data, but also the aggregation methods that participants use in 

order to have an overall score (Robinson & Clore, 2002). Not only does EMA allow there to 

be no recall bias, but it is also important to note that EMA methods will also lessen the bias 

from the use of estimation strategies for an overall score. This is because EMA utilises 

multiple repeated assessments, and thus instead of estimating how a symptom is overall 
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throughout a day, multiple assessments of the symptoms’ score in one day provides a 

quantifiable value.  

Besides data collection method, the scheduling for measurement also needs to be 

determined. EMA measurements can be either randomised, scheduled throughout a day, or 

event-based (Smyth & Stone, 2003). This means that participants could either fill in EMA 

surveys at random times throughout the study period, or at selected scheduled times, or 

only after a certain event has happened. In the context of investigating symptom variability 

in a RA cohort, event-based measurements are unnecessary since the variability throughout 

a day is the main objective. Having random measurement times may also provide 

insufficient data at a certain time of day, thus fixed measurement times throughout a day is 

the suggested method for following chapters. The frequency of EMA measurements 

typically varies from every half an hour over a period of a few days, to once a day over a 

year as seen in the scoping review carried out in Chapter 3. The frequency is determined by 

the requirement of the study and limited by the amount of patient burden that is ethical. 

There will still be some aggregation due to the inability to measure every minute of the day, 

however the possible bias from estimation is drastically lessened. As it was noted in Chapter 

1, symptoms of RA fluctuate throughout the day. This means that only one data collection 

per day may not be enough to capture the dynamic changes throughout the day. Asking for 

an overall score for pain for the past week, or even past day would result in an inaccurate 

score because of the difficulty for the respondent to take into account the possible 

fluctuations. This means that it is important to be able to track how symptoms change over 

time which is a key aspect of EMA.  

Another benefit of using EMA is that it maximises ecological validity, which is the ability 

to generalise to the individuals’ real lives. This is because EMA assess participants in a real-

world environment instead of in a clinical setting, which means that the data can be 

generalised to the day-to-day life of participants. This is useful for RA patients because of 

the possibility of a spike in symptom severity when not in a clinical setting for the clinicians 

or researchers to observe. The use of EMA means that it is possible to remotely measure 

symptoms of participants in settings outside of the clinic, which will allow the daily 

fluctuations to be recorded, and possible interactions due to the fluctuations to be 

discovered. This means that EMA allows for ecologically valid data to be collected which 
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enables the data to be generalisable to real life experience for participants (S. Shiffman et 

al., 2008).  

 

4.2.2 Application of EMA 
 

The previous section showed the advantages of using an EMA approach in the field of RA to 

allow for generalisable data to be collected that can capture the dynamic and fluctuant 

changes of RA symptoms and experiences. As mentioned before, EMA is a collection of 

methods that share the same underlying principles, and thus it is important to note the 

optimal methodology to use in this thesis to track the symptoms of RA and depression.   

Chapter 3 displayed 21 studies in the field of musculoskeletal disorders that utilises 

intensive longitudinal data collection to look at symptom variability. The methods used 

range from palmtop computers or pocket-sized PCs (Graham-Engeland et al., 2016), paper 

diaries (Keefe et al., 2001), phone interviews (Smith & Zautra, 2008a), electronic diary on a 

smartphone (Bromberg et al., 2016) to custom iPods (Fischer et al., 2016). It can be seen 

that there are multiple different ways to collect EMA data, but the more recent publications 

utilize more technology-based techniques, such as iPods and smartphones. Older methods, 

such as phone interviews, typically only collect data once a day, because of the patient and 

researcher burden of multiple phone interviews a day, while modern methods using an iPod 

allows for multiple measurements a day. This trend towards using electronic methods that 

allow for more measurements a day is ideal for use in RA cohorts where researchers want to 

examine how symptoms change throughout the day. One measurement a day will not be 

able to capture diurnal variations throughout a day, while six measurements a day provide a 

much clearer picture on the dynamic fluctuations within each participant. Thus, in order to 

collect enough data and following along with the trend of EMA publications in a similar field, 

study designs for later chapters should incorporate an electronic EMA method.  

EMA methods were implemented in order to collect data at multiple points throughout a 

day for both the IA-COVID and APPro studies. IA-COVID consists of a duration of 10 days, 

with the first five surveys of each day sharing the same format, while the last survey 

includes additional questions regarding COVID-19 and sleep. APPro collects 6 times a day for 

14 days, and then once a day for 16 days with this lone survey sent out at 8pm. The first 5 

surveys a day for the first 14 days share the same questions, while the last survey included 
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additional questions on physical activity and sleep. The lone survey for the last 16 days 

possessed the same questions as the last survey for the first 14 days. The surveys were sent 

out at 9am, 11am, 1pm, 3pm, 5pm and 8pm each day for both studies with the lone survey 

for chapter 8 sent out at 8pm as well. The spreading out of surveys throughout a day means 

that assessments will be able to capture symptom severity throughout the day, and also 

manage to capture any potential fluctuations during the morning or evening. These 

methods allow for a thorough look at the diurnal variations of symptoms, and possible 

dynamic changes throughout a day. When considering the number of time points to be 

selected for symptom measuring, it is important to include sufficient assessments to allow 

for estimation of within day variability where the higher numbers of assessments are more 

optimal. Unfortunately, a high number of assessments also mean that there will be 

increasing burden for participants. 6 was the number that was chosen after input from a 

patient representative as an acceptable balance between these two factors. Fixed time 

point is also chosen over random time point because utilising fixed time points help to 

support analysis like autocorrelation and time series analysis (Saul Shiffman et al., 2008) The 

studies were also set up during the pandemic, and thus with fixed time points being the 

easiest to implement, was chosen as the model.  

It is important to note that although EMA methods allow for repeated sampling 

which leads to generalisability across time and environments, the additional burden that 

repeated sampling presents compared to a cross-sectional method means that there is a 

possibility of non-adherence to the study protocol. This means that there is a likelihood of 

bias that arise due to factors that may affect participant adherence, for example a 

participant with severe symptoms may find it difficult to complete 6 surveys a day, and thus 

do not present complete data. To combat this, information sheets need to be very clear on 

study protocol, so participants are aware of the possible burdens. Furthermore, adherence 

can be improved by optimising access to the questions and making sure the measurements 

are manageable and easily answered. It is important to note that these issues are true of 

any study and may simply be exacerbated in studies with intensive longitudinal 

assessments.  

While bias due to missing data are almost inevitable for any longitudinal study, 

analyses also do not require a full dataset with complete data for all individuals, where 

approaches such as full information maximum likelihood estimation are used. This means 
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that all participants starting a study will be included in the analysis even where there are 

missing data. Furthermore, approaches to identify factors associated with dropout and 

account for attrition bias are available and relatively straightforward to implement (Enders, 

2022) even where data are potentially missing not at random (Muthen et al., 2011). 

 

4.3 Ambulatory Assessment of Physical Activity 

 

Physical activity is one of the most important disease management technique suggested by 

clinicians for RA patients because it significantly improves muscle function without elevating 

disease activity (Plasqui, 2008). However, the level of physical activity among RA patients is 

lower than the healthy population as shown by a systematic review that looked at 16 

studies (Tierney et al., 2012). This is largely due to patients lacking the motivation and 

knowledge to correctly exercise, and clinicians placing insufficient emphasis on the health 

benefits from physical activity (Verhoeven et al., 2016). This showed the lack of focus on 

physical activity that should be present, which prompted the inclusion of physical activity in 

this study. 

Having establish the importance of measuring physical activity, it is vital to evaluate 

the methods of measuring physical activity because it is difficult to be able to objectively 

assess patients’ physical activity patterns (Vuori et al., 2013). It can be seen that past 

research on physical activity has been based on questionnaire assessments (Lee et al., 

2012), while newer studies have begun to take advantage of the technological advances and 

used other methods such as accelerometers in a smartphone (Althoff et al., 2017). As 

mentioned above, there is a need to record these data in an intensive longitudinal manner 

as well to observe the fluctuations of the level of physical activity, and these methods are 

called ambulatory assessment. Ambulatory assessment consists of FitBit, a type of 

accelerometer to monitor movement, mobile electrocardiogram to track physiological 

function and many others (Reichert et al., 2020). These methods do not rely on 

retrospective self-report and could also maximise ecological validity and showing within-

subject variations, and thus is the ideal method to pair with the monitoring of physical and 

psychological symptoms using EMA. 
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FitBit Charge 4 were issued to participants before the commencement of the APPro 

study in Chapter 8. Participants were allowed to test out the FitBit before the study, and 

was then instructed to log in using researcher-created accounts when the study starts. This 

was to allow for the researcher to log in and extract data without further participant 

burden. The information gathered from the FitBit were physical activity defined by steps 

walked and minutes of intense activity, and sleep defined by number of minutes asleep, and 

number of minutes in deep sleep. These information extracted consist of both an overall 

number per day, but also intra-day where number of steps walked each minute, and 

whether the participant is asleep for each minute are calculated. The FitBit was chosen 

because of its ability to track not just physical activity but sleep as well which is an 

important variable to track because it is shown to be significantly associated with fatigue, 

pain and depression in RA patients (Irwin et al., 2012). Furthermore, the FitBit is also shown 

to be a reliable method to track physical activity over time. A study on 23 participants that 

used the FitBit during slow, moderate, brisk walking speeds, and jogging showed that there 

is strong criterion validity when comparing both step counts and energy expenditure with 

an indirect calorimeter (Diaz et al., 2015). It was also shown that when compared with two 

industry-standard accelerometers and an indirect calorimeter device, the FitBit is still a valid 

and reliable measurement for steps and energy expenditure, especially on a flat surface 

(Noah et al., 2013). The FitBit is one of the most common commercially available device on 

the market, and combined with its validity and reliability to track sleep as well, makes it the 

ideal choice for this study. 

 

4.4 Scales, Screening Tools & Outcome Measures:  

 

There are many different symptoms present in RA patients, and multiple scales and 

screening tools can be utilised for each of these symptoms. This section will describe the 

symptoms chosen for each study and how these symptoms are measured.  This will be 

carried out by separating this section into different symptom constructs. 

 

4.4.1 Inflammation and Synovitis  
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Rheumatoid arthritis is a chronic autoimmune inflammatory disease that manifests as 

swelling and pain in joints, particular articular joints (Falconer et al., 2018). These 

inflammation leads to an activation of the synovial lining and inflammation cytokines which 

causes the swelling and damaged joints (Sweeney & Firestein, 2004). Thus, the 

measurement of inflammation is a big part of how clinicians measure disease activity. There 

are multiple ways of assessing RA, such as joint assessment, laboratory testing, imaging, and 

patient self-report measures (Sokka, 2010). This section will cover how inflammation is 

measured in the thesis, where it is featured prominently in Chapter 5.  

 

4.4.1.1 Disease Activity Score 28  

 

Disease Activity Score (DAS) was developed in 1990 in order to quantify the severity of RA 

which included a variety of disease expression and symptoms that vary between patients 

(van der Heijde et al., 1990).The DAS combines information from swollen and tender joints, 

inflammation levels, and patient reported outcome measures of general health into a scale 

that could evaluate the disease activity of a patient (van Riel, 2014). This means that the 

DAS combines both clinical variables and patients’ experience into a single scale.  A modified 

version of the DAS was developed, called the DAS28 which still has the same patient 

reported measures such as the patient global assessment (PGA), inflammation proteins such 

as the Erythrocyte Sedimentation Rate (ESR), but instead of 44 joints, only include 28 joints 

for the hands, arms, and knees, discounting the joints in the feet and ankles (Prevoo et al., 

1995). Even though there are discrepancies between DAS and DAS28 due to the decrease in 

joints counted, the DAS28 is still able to discriminate between different levels of disease 

activity and was preferred due to its relative ease and feasibility in clinical settings 

(Carpenter et al., 2018). ESR is generally used as part of the DAS28 scale as part of the 

biomarker of inflammation, but C-reactive protein (CRP) can also be included as an 

alternative to ESR (Siemons et al., 2014). The usage of both CRP and ESR in DAS28 were 

validated for assessing disease activity, and also shown to have agreement in determining 

disease remission (Wells et al., 2009). The steps for scoring DAS28 can be seen in Table 4.1 

below: 
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Steps to Score DAS28 

1) Count number of swollen joints (out of 28) (t28) 

2) Count number of tender joints (out of 28)  (sw28) 

3) Take blood to measure either ESR (mm/hr), CRP (mg/l) or both 

4) Patients score global assessment of health (PGA) on a 10cm line from very bad to 

very good (score of 0 to 100). 

 

After these steps, the formula below is used to calculate the DAS28 score (Prevoo et al., 

1995):  

!"#28 = 0.56 × √-28! + 0.28 × √/028! + 0.70 × ln(5#6) + 0.014 × :;" 

 

A score above 5.1 implies active disease, low disease activity is lower than 3.2, and 

disease remission at a score less than 2.6. Since there is no gold standard scale for 

measuring disease activity, physician judgement of severity of disease activity is used 

instead. Compared to this, the DAS has displayed ability in discriminating between low and 

high disease activity (van Riel, 2014). Even though DAS28 is validated for use in determining 

severity of disease activity, there remains some doubts as to whether it is appropriate to 

assess remission, due to the fact that 19% and 11% of patients respectively still have tender 

and swollen joints even with a DAS28 score of lower than 2.32 (Makinen et al., 2005). 

Inflammation, which is included as part of the DAS28 is collected in both the 

TITRATE-US and IMPARTS dataset that is present in Chapter 5. With both the IA-COVID and 

APPro studies consisting of longitudinal data collection methods, the measurement of 

inflammation is difficult to include because of the additional participant burden and 

difficulty for participants to self-report inflammation levels. 

 

4.4.2 Physical Symptoms 

 

Even though this section is based on physical symptoms, it is important to note that these 

are more accurately somatic symptoms because as described in Chapter 1, physical 

symptoms such as pain and fatigue also has an emotional aspect of it that cannot be 

Table 4.1: Scoring Criteria for DAS28 
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ignored. Disease activity, pain, and function were described by the American College of 

Rheumatology to be core symptoms that every clinical trial in RA should include (Felson et 

al., 1993). The understanding of RA has progressed tremendously since the 1990s, and thus 

it is important to include more symptoms that play an important role in how disease activity 

and experiences of RA patients were affected. New symptoms were recommended to be 

included as core symptoms such as fatigue, stiffness, emotional distress, and daily well-

being (Bartlett et al., 2015). The use of Patient reported outcomes (PROs) in these 

symptoms have also been proved to be both reliable and valid when administered online 

(Bartlett et al., 2015) This meant that when choosing which physical symptoms to be 

included in this thesis, it is important to extend more than the guidelines from American 

College of Rheumatology. This section will cover the main physical symptoms that are 

included in this thesis, and also how the different studies assess these symptoms. 

 

4.4.2.1 Pain   

 

Pain is one of the major symptoms of RA and considered as a core symptom as seen from 

above. Chapter 2 also showed that it was also one of the most commonly researched 

symptoms in longitudinal studies. Pain also adversely affects disability, quality of life, and 

psychosocial outcomes (Walsh & McWilliams, 2014). This means the pain needs to be 

included as one of the physical symptoms.  

 

4.4.2.1.1 Widespread Pain Index 

 

Widespread pain index (WPI) was developed in tandem with Symptom Severity Scale (SS) by 

the American College of Rheumatology (ACR) in order to classify fibromyalgia (Wolfe et al., 

2010). WPI looks at muscle pain instead of joint pain and includes a list of 19 body parts to 

be identified. WPI is scored by noting the number of areas that were painful over the past 

week, and each painful area were given a score of 1. Table 4.2 below shows the 19 body 

parts that are included in the WPI.  
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Shoulder girdle, left Shoulder girdle, 

right 

Upper arm, left Upper arm, right 

Lower arm, left Lower arm, right Hip, left Hip, right 

Upper leg, left Upper leg, right Lower leg, left Lower leg, right 

Jaw, left Jaw, right Chest Abdomen 

Upper back Lower back Neck  

 

Even though WPI was initially developed for use in fibromyalgia, it has since been utilised to 

capture pain across the body in other chronic pain conditions as well (Dudeney et al., 2019). 

It shows expected differences in sex and demonstrates good construct validity by comparing 

WPI to pain regions (Dudeney et al., 2019). The use of WPI showed good validity for 

investigating clinical pain, however reliability was low if used by itself without the 

combination of SS (0.34 when used alone, 0.82 for combination) (Galvez-Sanchez et al., 

2020). However, WPI has not been used in the field of RA without including fibromyalgia 

before, even though there were studies that looked at widespread pain, where participants 

were asked to report pain distribution on a pain manikin instead of using WPI (Bilberg et al., 

2018). WPI was used in the TITRATE-US study in Chapter 5.  

 

4.4.2.1.2 Visual Analogue Scale  

 

The Visual analogue scale (VAS) is a measurement tool used to measure subjective or 

behavioural characteristics and is utilized in many different disorders and research (Flynn et 

al., 2004). It usually consists of a line 10cm long with descriptive anchors at each end, for 

example “None” to “Extreme”. Participants will then choose a point on the line to use as 

measurement for their outcome.  One of the advantages of using VAS is that the scale is 

interpreted as an interval, thus the same sizes between two different sets of scores can be 

classified as the same differences, allowing for descriptive statistics to be carried out (Klimek 

et al., 2017).   

 

Table 4.2: 19 body parts for WPI 
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VAS is used in a wide variety of conditions and is proven to be valid and reliable to 

measure pain (Bird et al., 2016). VAS has also been used in musculoskeletal disorders, where 

it is a reliable scale to be used in low back pain, as it has been shown to have a significant 

correlation of 0.92 with the Brief Pain Inventory Scale (BPI) (Shafshak & Elnemr, 2020). VAS 

has also been used on RA patients, and after looking at the test-retest correlation, and in 

comparing its correlation to other scales, it has been proven that VAS is a reliable and valid 

way to measure pain, depression and anxiety symptoms in a RA cohort (Tamiya et al., 2002). 

VAS is used in the IMPARTS dataset in Chapter 5 to measure levels of pain and has a score 

from 0 to 100, with 0 meaning no pain or fatigue, and 100 representing the maximum 

amount of pain and fatigue that the patient is experiencing. 

 

4.4.2.1.3 Numerical Rating Scale 

 

Numerical rating scale (NRS) is another measurement tool used to measure pain in this 

thesis. It is scored from 0 to 10, where 0 represents none and 10 represents extreme. NRS 

differs from VAS only slightly, as VAS allows for a continuous scale where participants can 

choose scores with a decimal point, while NRS only offers a whole number. However, NRS 

and VAS are very similar and NRS can be interpreted as the numerical version of VAS with 

each integer having a specific segment of the scale. It has also been shown that the use of 

NRS in rheumatoid arthritis patients to measure pain is highly reliable, and highly correlated 

(0.86-0.95) to the VAS (Hawker et al., 2011). The NRS for pain is actually preferred over all 

other scales, including the VAS because of its ease of completion and comprehensibility (de 

Williams et al., 2000) and is also shown to be more responsive to change when compared to 

the VAS, Verbal Rating Scale, and Faces-Pain Scale Revised (Ferreira-Valente et al., 2011). 

NRS is preferred over VAS in this thesis because of the mode of survey completion that 

participants utilise. Participants use a smartphone to complete surveys, and a VAS 

questionnaire would mean that participants have to be very precise in moving the scale to a 

specific score. With most RA patients suffering from stiff and swollen joints, it may be 

difficult for movements that require such finesse and precision. This means that the use of 

NRS is preferred because it is much easier to drag the slider over to a large segment that 

covers the integer score. This scale is used in both the IA-COVID and APPro study for the 

EMA measurements. 
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4.4.2.2 Fatigue  

 

Even though fatigue was not considered as a core symptom, there is an international 

consensus to measure fatigue in addition to the core symptoms in all clinical trials (Kirwan 

et al., 2007). It is also the second most researched symptom as shown in Chapter 2. Fatigue 

has a 70% prevalence rate in RA patients and was described by RA patients to be as 

important as pain as an outcome measure (Hewlett et al., 2011). These mean that fatigue is 

a very important physical symptom to include.  

 

4.4.2.2.1 Functional Assessment of Chronic Illness Therapy - Fatigue 

 

Functional Assessment of Chronic Illness Therapy (FACIT) is a collection of health-related 

quality of life questions targeted for chronic illness and was originally developed in 1997 

(Cella et al., 2019). The FACIT-Fatigue (FACIT-F) scale which is the one that is used in the 

TITRATE dataset here, is a subset of this scale and was originally developed for gauging the 

level of fatigue in anaemia (Yellen et al., 1997). The 13 questions, and the score for each of 

the choices that are included in FACIT-F can be seen in Appendix A. The score ranges from 0 

to 52. Questions 7 and 8 have a reversed scoring criteria of an ascending order because of 

the way the questions are worded. A score that is below 30 indicates severe fatigue. The 

higher the score, the less fatigue and better quality of life the patient is experiencing.  

The scale is stable over time (ICC = 0.87) and also have good internal consistency 

(Cronbach’s alpha = 0.93) and qualitative interviews also showed that patients deem the 

FACIT-F scale to be sufficient to assess fatigue (Acaster et al., 2015). FACIT-F is now used in 

other conditions as well, where it is shown in a cohort of psoriatic arthritis patients that 

both qualitative and quantitative methods proved that FACIT-F is both a valid and reliable 

method to assess fatigue (Cella et al., 2019) (Cronbach’s alpha > 0.90, ICC > 0.80, r > 0.8 with 

SF-36 Vitality). Most importantly, in a cohort with RA patients (Cella et al., 2005),FACIT-F 

also displayed good internal consistency (Cronbach’s alpha = 0.86) and a strong correlation 

coefficient (r = 0.84) with SF-36 Vitality, showing good reliability and validity as an 

assessment measure for fatigue.  
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4.4.2.2.2 Visual Analogue Scale 

 

The use of VAS was described above and was also shown to be valid and reliable for fatigue 

(Ozyemisci-Taskiran et al., 2019). It is present again in measuring fatigue in the IMPARTS 

study in Chapter 5 and is scored the same as pain.  

 

4.4.2.2.3 Numerical Rating Scale 

 

NRS is also used to measure fatigue, and it has been shown to be reliable and sensitive to 

change when measuring fatigue in the use of the Bristol Rheumatoid Arthritis Fatigue Scale 

(Dures et al., 2013). This is scored the same as pain and is present in the EMA aspect of both 

IA-COVID and APPro studies.  

 

4.4.2.3 Joint Stiffness  
 

The last physical symptom that is included in this thesis is joint stiffness. Joint stiffness was 

chosen instead of joint swelling because joint stiffness is more closely associated with 

functional disability than joint swelling (Yazici et al., 2004), and function is one of the main 

outcomes that RA patients are measured in. This means that the inclusion of joint stiffness 

will not only show the effects of inflammation and disease activity, but also show more 

information regarding the function of patients. Joint stiffness was also recommended to be 

included as a core symptom (Bartlett et al., 2015).  

Stiffness is only included in the IA-COVID and APPro studies as one of the EMA 

measurements. This meant that it is also measured using NRS. The use of NRS in joint 

stiffness has been displayed in RA before, for example when observing stiffness levels after 

a new treatment (Li et al., 2020). 
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4.4.3 Mental Health and Psychological Well-Being 

 

Depression and low mood are also found to have a high correlation with other RA disease 

activity such as decreased function and worse quality of life (Lwin et al., 2020), however not 

all RA patients have been assessed for psychological well-being. This establishes the 

importance of capturing symptom severity for mental wellbeing, and also the possibility of 

having clinically useful information derived from the inclusion of psychological symptoms. 

The NICE guidelines also published a reporting detailing depression in chronic physical 

health conditions (NICE, 2009) and state the importance of both recognising and managing 

depression in those with a chronic disorder. Following this guideline, it meant that 

psychological symptoms and mood should be recognized as one of the important factors in 

any physical chronic disorder such as RA. In a study that looked at core symptoms to look 

for after a pharmacological treatment in RA patients (Sanderson et al., 2010), further 60 

outcomes are included such as physical unwellness, emotional health, physical activity, and 

coping. These shows the importance of including more than the three core symptoms that 

was mentioned previously, and the importance to include psychological symptoms. 

 

4.4.3.1 Depression 

 

Depression is the most common comorbidity in RA and has negative impacts on the quality 

of life and well-being on RA patients as shown in Chapter 1. There are around 280 different 

scales of depression that were developed over the past century and many are still in use 

(Santor et al., 2006). Common rating scales are the Hamilton Rating Scale (HRSD), Beck 

Depression Inventory (BDI), Centre of Epidemiological Scales (CES-D), and the Patient Health 

Questionnaire (PHQ-9) (Fried, 2017). PHQ-9 will be used in this thesis because it is widely 

used in routine care and research, such as being present in the TITRATE-US and IMPARTS 

studies and is also psychometrically sound.  

PHQ-9 includes nine items linked to each of the main DSM-IV criteria for depression, 

which are scored in terms of frequency of experience over a two week period from “0” (not 

at all) to “3” (almost every day)” (Kroenke et al., 2001). PHQ-9 is scored out of 27, and a 

score of 0-4 is indicative of minimal symptoms of depression, often referred to as ‘none’, 5-



 93 

9 indicates mild symptoms, 10-14 moderate symptoms, 15-19 moderately severe 

symptoms, and 20-27 severe symptoms. The scoring criteria can be seen in Appendix A. 

A diagnostic accuracy study of 580 patients from primary care clinics comparing the 

PHQ9 to an independent structured mental health professional interview indicated that a 

score of 10 or above in PHQ-9 has 88% sensitivity and 88% specificity for major depression 

(Kroenke et al., 2001). Sensitivity is the true positive rate, the proportion of those who 

received a positive result on the test with the condition, and specificity is known as the true 

negative rate, the proportion of those who received a negative result on the test without 

the condition. Besides use in a medical setting, PHQ9 is also proven to have good construct 

validity and can screen for both major depression and subthreshold depressive disorder in 

the general population (Martin et al., 2006). Most importantly, the validity of use of PHQ-9 

in a RA sample has been tested , and it has an 88% sensitivity and 84% specificity while using 

the cut off score of 10, when compared to a gold standard of patients diagnosed with 

depression using Structured Clinical Interview (Hitchon et al., 2020).  

The PHQ-9 scale is used in the TITRATE-US study in Chapter 5 and measures the 

individual scores for each of the 9 questions. A shortened scale, the PHQ-2 was used in the 

IMPARTS study. PHQ2 only includes two items; 1) Little interest or pleasure in doing things, 

2) Feeling down, depressed, or hopeless and is scored the same way as PHQ-9. PHQ-2 was 

also validated in a primary care setting against a reference standard interview, and there is 

an 86% sensitivity and 78% specificity for detecting major depression when using a cut off 

score of 2. In IMPARTS, PHQ-2 was given to patients initially and if the score is above 3, then 

the other PHQ-9 items were scored as well.  

 

4.4.3.2 Anxiety  
 

Anxiety is another major comorbidity that RA patients suffer from, with symptoms of 

anxiety playing a role in exacerbating disease activity and tender joints in RA patients 

(Matcham et al., 2016). Anxiety and depression are also highly connected in RA patients, 

with around 15.9% of patients suffering from mixed anxiety-depressive disorder (Isik et al., 

2007). There are many common measures for anxiety, such as the Hospital Anxiety and 

Depression Scale, Beck Anxiety Index, State-Trait Anxiety Inventory, and the Generalised 

Anxiety Disorder-7 (GAD-7) (Julian, 2011). GAD-7 will be the scale used in this thesis because 
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similarly to PHQ-9, it is included in routine clinical care and research such as in the TITRATE-

US and IMPARTS studies. 

The GAD-7 was developed to identify cases of GAD and assess symptom severity by 

using the DSM-IV criteria (Spitzer et al., 2006). It was tested on 15 primary care centres in a 

sample of 2740 patients, where sensitivity and specificity were 89% and 82% respectively 

using a cut-off score of 10. It has good agreement between other patient-reported and 

clinician administered scales as well. The scoring criteria for GAD-7 can be seen in Appendix 

A. The scores of 5, 10, and 15 are used as cut-off points for mild symptoms, moderate 

symptoms, and severe symptoms of anxiety respectively. Typically, a score of 10 is the score 

used to screen for GAD. This scale has been validated for use in the general population by a 

study of 5030 participants in Germany (Lowe et al., 2008). It was shown to be in comparison 

with the Rosenberg self-esteem scale, but also reliable with high internal consistency across 

7 questions. In RA, the GAD-7 is shown to have acceptable sensitivity and specificity values 

of 64% and 86%, respectively. GAD-7 also have a test-retest reliability intra-class correlation 

coefficient of 81%, where the test-retest reliability is the reliability of applying the same test 

twice over a period of time to the same group.   

GAD-7 was used in the TITRAT-US dataset, focusing primarily on individual scores for 

the 7 questions. For IMPARTS, GAD-2 was used instead which included the first two 

questions of GAD-7 but were scored the same way. These two questions are; 1) Feeling 

nervous, anxious, or on edge, 2) Not being able to stop or control worrying. A systematic 

review that looked at 12 total samples (Plummer et al., 2016) showed that using a cut-off 

score of 3, the sensitivity and specificity is 76% and 81% respectively in screening for GAD.  

 

4.4.3.3 Affect 
 

As detailed in Chapter 1, the model of depression in this thesis will be based upon the 

network model, where individual symptoms of emotional distress will be considered instead 

of depression as a whole. This model meant that instead of using latent variables and asking 

participants for the presence of depression or the use of the PHQ scale, the study would ask 

patients for observable symptoms. The use of depression scales to observe psychological 

symptoms in RA patients is difficult, because it is shown that in the seven most common 

depression scales, there are considerable differences in content and consists of 52 
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symptoms (Fried, 2017). With how diverse the depressive symptoms are, the results that 

are observed from one cannot be applied on a different scale. This reinforces the idea that 

to accurately measure emotional distress, individual symptoms need to be measured.  

The study of emotions and mood was based on the theory of basic emotions started 

by Darwin in the 1800s and developed and built on by various other psychologists (Gu et al., 

2019). This theory states that humans have distinct and independent emotions that are 

biologically basic, namely happiness, sadness, fear, disgust, anger, and surprise (Wilson-

Mendenhall et al., 2013). These emotions are what drive all behavioural patterns and 

psychological disorders (Ekman, 1992). However, this theory is unable to explain the 

presence of co-morbidities in mental and affective disorders which often share the same 

basic emotion.  

Affect is a psychological construct that looks at anything emotional, including moods, 

feelings, and emotions (Rosenberg, 1998). One of the main fundamental concepts in 

emotion is the distinction between the level of valence (Shuman et al., 2013) thus the 

structure of affect is split into positive and negative affect which can be interpreted to 

include all affective states with a positive (joy, enthusiasm) or negative (anger, fear) valence 

respectively (Ryff & Keyes, 1995). This structure was reaffirmed by a re-analysis of a large 

number of studies on affect (Watson & Tellegen, 1985), and stated that positive and 

negative affect are the two dominant and independent dimensions of affect. Further 

development produced the circumplex model of affect (Russell, 1980), which proposes that 

affect is not just influenced by valence, but also by arousal. In this context, arousal can be 

interpreted as a state of activation in the neural system. This means that each emotion is a 

combination of different degrees of valence and arousal, which means that instead of 

having just independent basic emotions which groups together emotions such as sad and 

upset, the circumplex model separates sad and upset by differing in the degree of arousal. 

This model allows for overlapping experiences between the different emotions felt and also 

treats emotions as measures that depend and correlate with each other. This circumplex 

theory of affect can be seen in Figure 4.1 below. The diagram shows the arousal scale as 

activation and deactivation, and valence scale as pleasant and unpleasant.  
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Both positive and negative affect have shown to have a significant association with 

the presence of depression and anxiety (Fredrickson, 2001). With Chapter 1 discussing the 

strong comorbidity between depression and RA, this association means that using the 

concept of affect to choose psychological symptoms will be beneficial to investigate this 

comorbidity further. It is important to not only look at the negative valence of affect even 

though there is an increased emphasis on negative mood compared to positive mood in 

psychology research (Hoyt et al., 2015) because it was shown that positive affect is an 

important factor to physical symptoms as well (Pressman & Cohen, 2005). Furthermore, in a 

longitudinal study (Ambrona & Lopez-Perez, 2014) that looked at positive and negative 

affect alongside physical health, it is shown that both positive affect and negative affect 

predict physical health both 1 month and 1 year later. These studies show the importance of 

utilizing the concept of valence in affect when choosing psychological symptoms for the 

empirical chapters in this thesis.  

Symptoms of affect chosen for this thesis needed to have varying degrees of a 

combination of both dimensions of valence and arousal to allow the full range of emotions 

to be captured. In order to choose the specific outcome measures, a previous study that 

Figure 4.1: Graphical representation of circumplex model of affect (Posner, Russell & Peterson, 2005) 
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utilizes similar EMA techniques on affect and physical activity (Wichers et al., 2012) was 

used as a guideline. This study (2012) utilized 10 affect symptoms, namely insecure, lonely, 

anxious, low, guilty, suspicious, cheerful, content, energetic, and enthusiastic. Another study 

looked at all the symptoms of major depression compiled from 7 different depression scales 

(Fried, 2017) and discovered that there are 52 unique outcome measures and was used as a 

framework as well to look for overlap of symptoms between both affect and depression. 

6 affect symptoms were chosen for IA-COVID studies for Chapters 6 and 7, namely 

lonely, anxious, irritable, content, enthusiastic, and cheerful. Lonely and content were 

measures that were of low arousal state, while the rest were of high arousal state. Negative 

valence symptoms were all present in the study by Fried (2017) while irritable was the only 

one that was missing from study by Wichers et al (2012). However, no positive valence 

symptoms were provided in Fried (2017) and thus all were picked from the other study. The 

same symptoms were included for the APPro study, but sad and relaxed were included as 

well. Both are low arousal measures from the study by Wichers et al (2012) and were 

included to make the number of low arousal symptoms equal.  

The 6 and 8 affect symptoms for IA-COVID and APPro studies respectively were 

measured using NRS. They were captured using the same EMA method and scored in the 

same 0-10 scale as physical symptoms.  

 

4.4.4 Physical Functioning 

 

Physical function is one of the original core symptoms of RA defined by the American 

College of Rheumatology(Felson et al., 1993) and is one of the major concerns for RA 

patients. This was specifically measured in the TITRATE-US study, however in the 

longitudinal studies, it was measured as part of well-being and will thus be shown in the 

next section. 
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4.4.4.1 Health Assessment Questionnaire – Disability Index 

 

The Health Assessment Questionnaire (HAQ) was first developed in 1978 (Fries et al., 1980) 

for use in rheumatic diseases to measure a wide variety of patient-reported outcome. Only 

the domain of functional limitation (HAQ-DI) was used in this thesis, specifically in the 

TITRATE-US study in Chapter 5. The HAQ-DI consists of 8 main sections of dressing, arising, 

eating, walking, hygiene, reach, grip, and activities. There are either two or three questions 

in each sections, adding to a total of 20 questions. Scoring for each section remains the 

same, from a score of 0 (without any difficulty) to 3 (unable to do). The score given to each 

section is the highest score for any of the questions in that section. The total score is 

calculated by summing the scores for each section and then dividing by the number of 

sections. HAQ-DI also incorporates questions regarding the use of aids or help for some of 

the functioning questions. It may increase the category score by one or two, however the 

use of the aids section is not necessary (Maska et al., 2011). The HAQ-DI can be both self-

administered or clinician administered, and the test is valid only if at least six sections are 

scored. As mentioned before, it is scored by taking the highest score for each section and 

adding them together, then dividing by the total number of sections included. It is rounded 

off after division to the nearest 0.125, and the total score ranges from 0 to 3. The higher the 

score, the greater the functional impairment.  The scoring criteria can be seen in Table 4.4 in 

Appendix A. 

The test-retest correlations of HAQ ranges between 0.87 to 0.99 (Bruce & Fries, 

2003) and in RA patients, there is an intraclass correlation coefficient value of 0.97 and 

Cronbach’s alpha of 0.95 for internal consistency (Linde et al., 2008). HAQ demonstrates 

strong criterion validity with an overall correlation of 0.88 with observed functional 

performance (Fries et al., 1980). HAQ also has strong predictive validity, with it being the 

strongest predictor of mortality and long-term outcomes like work disability compared to 

other patient measures like joint counts and inflammatory biomarkers (Wolfe et al., 2003). 
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4.4.5 Disease Impact and Health-related Quality of Life  

 

A meta-analysis that looked at 31 studies found that RA patients have a significantly lower 

health-related quality of life compared to other physical illnesses and the general public 

(Matcham et al., 2014). The impact that RA has on the patient spreads to other aspects of 

life as well such as physical activity and social contact. The following sections will show the 

different impact that RA has, and which quality of life measures were collected. 

Furthermore, the scale used for measurement will be introduced as well.  

 

4.4.5.1 Physical Activity 
 

The IA-COVID study was carried out during lockdown, which meant that levels of social 

interactions and physical activity were affected. There are evidence of social interaction and 

physical activity influencing mental health (Alexandratos et al., 2012), and physical activity is 

also one of the main self-management tools for improving disease activity (Metsios et al., 

2015). This association with both physical and mental health meant that it is important to 

track how physical activity changed as well. The APPro study also has an interest in physical 

activity, as FitBits were given to the participants to provide an objective measurement for 

physical activity.   

The study by Wichers et al (2012) examined physical activity in an EMA environment 

as well, and used a 7 point Likert scale that ranges from resting, sitting, walking, household 

chores, biking, tennis, to running. This scale was a good model to adapt from, but certain 

points such as biking and tennis were too limited. In order to have a question that could be 

answered by more participants, a similar scale that utilizes more general exercise ranges 

were utilized. It was shown that there are five main categories of physical activity intensity, 

from sedentary, light, moderate, vigorous to high (Norton et al., 2010). This was 

incorporated into the scale, and thus the final options that participants could choose from 

were seen in Table 4.3 below: 
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What was your highest level of physical activity (for at least 10 minutes)? 

(1) Resting (e.g. napping) 

(2) Sitting (e.g. watching tv, working) 

(3) Standing (e.g. cooking) 

(4) Walking slowly (e.g. doing housework, gardening, yoga) 

(5) Walking briskly (e.g. fast walk as a form of exercise, cycling) 

(6) Moderate intensity exercise (e.g. carrying light loads, jogging, social tennis) 

(7) Vigorous or high intensity exercise (e.g. swimming, HIIT (high intensity interval 

training), workouts, sprints). 

 

The intensity scale provided were distinguished by oxygen intake levels and heart 

rate, but requesting participants to measure these to answer a question is not practical. 

Thus, the questions were designed so participants were given example activities for each 

category and they could choose what is closest to their activity. These examples were 

extracted from the same paper that provided the intensity categories. This question covered 

all the possible intensity categories of physical activity and provided ease for participants to 

choose the most appropriate answer. This EMA measurement of physical activity was asked 

in both the IA-COVID and APPro studies.  

 

4.4.5.2 Sleep 
 

RA patients were shown to have bad quality sleep, with only 18.5% reporting sleep of good 

quality (Goes et al., 2017). It also shown that sleep plays a role in enhancing pain 

perceptions in RA (Lee et al., 2013), and sleep loss exacerbates fatigue and depression in RA 

patients (Irwin et al., 2012). One of the objectives of the APPro study was also to test the 

feasibility of FitBit and compare its objective measurements with subjective measurements, 

and thus measuring sleep through self-reported outcomes is necessary.  

FitBit measures sleep by the number of minutes asleep and the number of minutes 

that were in REM sleep and deep sleep. REM sleep and deep sleep are both indicators of 

sleep quality (Ohayon et al., 2017), which can be used as an objective measurement for 

Table 4.3: EMA measurement of physical activity 
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sleep quality. This meant that when designing questions for sleep, both sleep quality and 

hours of sleep could be used. Both IA-COVID and APPro studies use the same format of 

questions for sleep, which include asking for the hours of sleep for the previous night, rating 

sleep quality using an NRS, and asking if participants took a nap during the day. These 

questions were asked once a day for both studies. Full details can be seen in Appendix C and 

D for IA-COVID and APPro studies.  

 

4.4.5.3 Well-Being 
  

4.4.5.3.1 Musculoskeletal Health Questionnaire  
 

The Musculoskeletal Health Questionnaire (MSK-HQ) was developed in 2016 (Hill et al., 

2016)through a co-production process with patients based on patient-reported outcome 

measures (PROMs). These PROMs identify key outcome measures that are relevant to both 

clinicians and patients across a range of different musculoskeletal disorders such as 

osteoarthritis, RA, and low back pain. With different musculoskeletal disorder patients 

experiencing symptoms in different regions of the body (Kamaleri et al., 2008), a single 

outcome tool that could be used across a range of conditions and settings needed to be 

created for these patients to be accurately and efficiently diagnosed. The MSK-HQ was 

created so it could be used generally across different musculoskeletal disorders, sensitive to 

change to enable changes over time to be measured, and also easily accessible in routine 

clinics (Hill et al., 2016).  

The different domains that MSK-HQ capture are pain severity, physical function, 

work interference, social interference, sleep, fatigue, emotional health, physical activity, 

independence, understanding, confidence to self-manage and overall impact. These 

domains were covered using 14 questions, with one last question at the end asking how 

many days in the last week did the participant have 30 minutes or more of physical activity. 

These domains were identified by experts and patients as the main domains that all 

musculoskeletal disorders covered, and are more suitable to be measured. The  

The MSK-HQ showed high completion rates in 4 different musculoskeletal disorder 

groups and excellent test-retest reliability ranging from 0.79 to 0.93. It also displayed 

convergent validity when comparing to other scales such as the EQ-5D-5L which is one of 
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the most commonly used scale internationally for health status (Devlin & Krabbe, 2013), and 

Oxford Hip, Knee, and Shoulder scores (Hill et al., 2016). Furthermore, when used on a 

group of primary care patients with musculoskeletal pain, it was shown to be valid, and 

more sensitive to changes than the EQ-5D-5L scale (D. I. C. Scott et al., 2020). The MSK-HQ is 

used to measure well-being in the baseline surveys that are present in the APPro study. It 

was not suitable for the EMA measurements because of the number of questions that it 

asks which will increase participant burden. The full MSK-HQ can be seen in Appendix D.  

 

4.4.5.3.2 Numerical Rating Scale 
 

Because of the inability to measure MSK-HQ often, NRS was used to measure some 

elements of well-being as well, such as the impact of physical symptoms, function, 

enjoyment from everyday activities, and social interactions.  The questions that are asked 

are:  

 

1) How much have your joint or muscle symptoms bothered you today? 

2) Did you experience any problems physically performing the tasks you were doing 

today? 

3) How much enjoyment did you experience from your activities today? 

4) How satisfied were you with the amount of social interactions you had today? 

5) How supported by others did you feel today? 

 

These questions are scored from 0 to 10 and are measured once a day at the end of the day 

for both IA-COVID and APPro studies.    

 

4.4.5.4 Social Interaction 
 

The IA-COVID study was carried out both during lockdown and right after a lockdown, thus 

the amount and form of social interaction that occurred are important factors that could 

influence symptoms. The full reasoning and rationale could be seen in Chapters 6 and 7, and 

this section will be used to design the questions to measure social interaction. The first 

question involved asking participants what they were doing in the past hour before the 
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survey. Participants were allowed to pick multiple options from resting, leisure activities, 

household activities, or working. They were then asked about the company they had during 

those activities, and if it was virtually or in-person. The full questions could be seen in 

Appendix C.   

 

4.5 Analysis Methods 
 

Chapter 5 utilises secondary cross-sectional data from existing studies, while Chapter 6, 7, 

and 8 all contain rich longitudinal data that were collected at least once a day, with the 

majority of the dataset consisting of 6 measurements a day. This rich and intensive 

longitudinal dataset require appropriate advanced analytical methods to fully explore the 

dynamic associations that exist between variables. This section provides a comprehensive 

look at the different analytical methods used for the empirical chapters. The two main 

analytical methods that were utilised were mixed effects regression model and network 

analysis. The mixed effects regression model was used to achieve different goals, such as 

finding if there were significant differences between groups of data, and also in use in 

dynamic regression where the longitudinal aspect of the data was examined. As mentioned 

in Chapter 1, the network approach was the model used to understand depression and the 

comorbidity with RA by handling not just high frequency longitudinal data, but also a large 

number of variables.  

The words “interact” and “interaction” is used commonly in this thesis with 

reference to the associations between different variables. It is important to note that the 

use of these words do not always mean the statistical “interaction” where one variable 

modulates the effect of an exogenous variable on an endogenous variable (also known as 

effect modification).This term is often used in network science to indicate where nodes in 

the network have connected edges and thus information is considered to flow through the 

network via multiple “interacting” nodes in a manner that is typically referred to as 

mediation in the psychological sciences (Epskamp, 2020).  

This chapter will thus be split into two main sections, the first to cover regression 

models and the second to cover network analysis. An overview will be presented for each of 

the analytical techniques to introduce the general approach of these methods and show 
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how the techniques work. Following that, how these methods could be utilised in the 

chapters are shown.   

 

4.5.1 Regression 
 

4.5.1.1 Introduction 
 
Regression is a statistical concept that is used to estimate the relationship between a 

dependent variable, and one or more independent variables.  The purpose of regression is 

to investigate the effect that the independent variables (explanatory variables) have on the 

dependent variables, which is the primary interest (Fahrmeir et al., 2007). Regression is 

often used to either predict what will happen in the future based on existing information of 

the relationship or to infer a causal relationship between the variables. However, in reality, 

it is often difficult to infer a relationship because of the potential confounder effects of 

other variables, and also the possibility of other unobserved variables that play a part in the 

relationship. The regression model can be seen below:  

 

Yi = f (X1,!) + ei 

Yi is the dependent variable while Xi is the independent variable. !are unknown 

parameters that influence the independent variable, for example in the case of a univariate 

linear regression, the slope and y-intercept of the line. Last but not least, ei is the error term 

that account for factors which were not included in the data. In a real-life situation, there 

are never perfect independent variables that predicts dependent variables, and thus error 

terms are required to explain the certainty of the function. f (X1,<) is the function that 

researchers have to specify to determine the dependent variable, and thus this function is 

what will drive the regression model. Thus, it is important for the researcher to choose the 

appropriate function that could estimate the data, which would depend on the structure of 

the data. The specific types of regression that were used in the different chapters will be 

covered in the next section.  
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4.5.1.2 Mixed effects regression for longitudinal data 
 

In order to decide which regression model to use, the type of data that was going to be 

analysed had to be discussed first. In Chapters 6, 7, and 8, the data collected were all EMA 

data, ranging from frequency from once a day to six times a day. All the measurements 

collected were also longitudinal, meaning that it was asked over a period of time, with the 

majority asked six times a day and the lowest denominator for the frequency of the 

repeated measurement is once a day. This meant that observations are nested among the 

participants, where the individual observations are referred to as being at level-1, and the 

participants are considered to be level-2. Other levels of nesting are also possible, for 

example, where there are multiple observations per day there would be observations at 

level-1, day at level-2 and participant at level 3. This nesting meant that a multilevel model 

would be used, specifically a mixed-effects model, which is also known as a multilevel model 

for repeated measures. A multilevel model thus allows for variability at each of the given 

levels. The within participant effects mostly occur in level 1, where the repeated measures 

are, and level 2, which is the level of the participant consists of mostly between participant 

effects (Howard, 2015). The mixed effects regression model can be seen below:  

 

Yi = f (X1,!) + Zu + ei 

 

Similar to the model show in 4.5.1.1, Yi is the dependent variable and ei is the error 

term. With the addition of the random effects, f (X1,<) is interpreted as the fixed effect term 

and Zu is the random effect term. The random effect includes both random intercept and 

random slope. 

Because these observations were measured from the same participant multiple 

times, it meant that these measurements are not independent and are correlated with each 

other among the participants. This meant that multiple regression cannot be used because 

of the assumption of independence of observations, and thus random effects had to be 

included in the model. In order to understand what a random effect is, it is important to 

discuss a fixed effect model first. A fixed effect is when an independent variable has a fixed 

relationship with the dependent variable across all observations. This meant that each of 

the independent variable has fixed categories as answers, and all responses fit under one of 
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these categories, for example sex where the only possible outcomes are male or female. 

Random effect model on the other hand assumes that the fixed effect, or the fixed 

relationship between independent and dependent variables may vary from one observation 

to the next. This meant that the categories of the variable are just a sample of all possible 

outcomes that might occur. In other words, assigning a random effect to a variable meant 

that it is possible to take into account the variability from picking the sample of categories 

from all the possible outcomes (Peacock & Peacock, 2011). This meant that if the 

relationship to be explored contains both fixed and random effects, the final model that 

need to be utilised is the mixed effect model that allows for both fixed and random effects.  

Thus, considering the data that was collected that contained high-frequency longitudinal 

repeated measures, the best model would be the multilevel mixed effects model. In a multi-

level model utilising longitudinal data, it was shown that the use of a model with random 

effect estimates the relationship better than a fixed effect model (Shor et al., 2007). One of 

the benefits of using a mixed effect model is also that it takes into account the non-

independence between the level 1 observations, which is applicable in this situation.  

Traditionally, the repeated measures analysis of variance (ANOVAs) is the analytical 

method chosen for any repeated measures studies. However, the use of the repeated 

measures ANOVA is not optimal because of its inability to take into account variability for 

both participant and observation levels. This meant that only one variability could be 

accounted for which reduces the statistical power of detecting a relationship (Barr, 2008). 

Most importantly, any significant associations that repeated measures ANOVA detect would 

not reveal information about its magnitude and direction, which decreases the amount of 

information that this test could provide (Brown, 2021). Furthermore, repeated measures 

ANOVAs assume sphericity of residuals, which is likely untenable, and require list-wise 

deletion of participants with missing observations. A multilevel model will be able to handle 

the variability on both level 1 and level 2, missing observations within individuals, and the 

inclusion of random effects also helped with the correlation of observations.  

In order to understand random intercept and random slopes accurately, it is first 

important to identify that the model itself is a linear model. This meant that the relationship 

between independent and dependent variables can be described with a line. A fixed effect is 

used to refer to a parameter that is estimated for the entire sample and assumed to be the 

same for each participant, as with a regression parameter in a standard linear regression 
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model.  Random effects, both intercepts and slopes, thus mean that each participant is 

estimated to have a different parameter. For a model including only a random intercept, the 

slope of the line is the same for each participant, and only the point of intercept between 

the line and the y-axis varies by participant. This meant that the rate of change and 

relationship between the two variables are the same for each participant, however the 

regression line moves up and down the y-axis according to its deviation from the mean. A 

random slope meant that the gradient of the line changes for each of the participants, while 

the starting point on the y-axis is the same for each line. This meant that the change for 

each observation is the relationship between the two variables while the starting point on y-

axis remains the same. In the event of a random intercept random slope model would mean 

that each will have a unique line in terms of the combination of both gradient and y-

intercept. Figure 4.2 below (Midway, 2019) shows the difference between fixed effects, 

random intercepts, and random slopes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.2: Graph of fixed effect, mixed effect, and random effect plots (Midway, 2019) 
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Where there are repeated measures data, it is typically necessary to include a 

random intercept to reflect the clustered nature of the observations being nested within 

individuals.  However, a model including both random intercepts and random slopes is often 

needed to ensure the most accurate interpretation of the data in most cases, in particular 

including a random slope of a time variable to account for individual differences in the rate 

of change in a symptom across the day for different individuals 

 

4.5.2.3 Application of Mixed-Effects Regression 
 

IA-COVID study collected the EMA outcome measures a maximum of 60 times per 

participant, while APPro collected a maximum of 100 times per participant. This rich 

repeated measurement dataset meant that dynamic within-subject temporal associations 

could be discovered between the different categories of symptoms, including physical 

symptoms and psychological symptoms. The advantages of investigating within-subject 

temporal associations is two-fold, with both within-subject and temporal associations 

providing different benefits. Within-subject associations reduces the risk of confounders 

from subject-level factors such as socioeconomic status, education level, and gender. This is 

because within-subject explores the potential associations that occur in the same 

participants, which meant that any potential confounders such as education level remains 

the same for each of the repeated measurements that are investigated. The investigation of 

within-participant effect can capture the effect of how the independent variable changes 

over time. Next, for temporal associations, researchers and clinicians could capture the daily 

realities and fluctuations of participant experiences rather than just a snapshot (Myin-

Germeys et al., 2009). The use of mixed effects regression is present in Chapters 6, 7, and 8. 

Mixed effects regression was used to carry out different analysis in the empirical chapters. It 

was used to examine the change in variables over time to show the diurnal variations in IA-

COVID study, and also used to observe significant differences between different periods in 

both IA-COVID and APPro. Most importantly, it was also used to observe temporal 

associations between symptoms over time. The observations were nested in the 

participants, which meant that it was a multilevel design. The repeated measurement 

structure of the data also meant that this is a time series data, which could allow for a time-

lagged structure to be formed. Each symptom can be examined with regards to the 
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symptoms measured on the previous time points’, which would then allow for temporal 

associations to be investigated. In order to create the time-lagged structure, lagged 

variables needed to be created for those outcome measures that were analysed. A lag-1 

variable meant that there is a delay of one period, where the first observation of the lag-1 

variable will happen at the same time as the second observation of the original variables. 

These lagged variables were used as the explanatory variables in the mixed effect regression 

models against the dependent variable, and a significant association between the two 

variables meant that there was a temporal association. Given the structure of the data, with 

observations nested within days within participants, two random intercepts were specified 

in this case allowing the level of the outcome to vary not only across participants, but also 

within participants over each day of observation.  

 There was also a random slope of the time of day to allow the rate of change over 

the day to vary across participants. Random slopes allowing the rate of change to vary 

within participants across days were not estimated due to issues with convergence, which 

appeared to be due to these random effects being extremely small and close to zero and 

thus uninformative. To aid interpretation, the coefficients describing associations between 

lag-1 components and current period variables form different models were graphically 

displayed as a cross-lagged panel model, as seen in Figure 4.2 below. The panel model was 

to provide ease of identifying significant temporal associations immediately, while showing 

the magnitude and direction of correlation between the variables.  
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4.5.2 Network Analysis  
 
4.5.2.1 Introduction 
 

In Chapter 1, the network approach was discussed in relation to depression and the 

comorbidity between depression and RA. It was established that instead of a latent variable 

approach where symptoms are a common cause to the disorder, the network approach 

states that each symptom is a unique contributor to the disorder and interacts with each 

other. Symptoms are thus viewed as part of the causal system that makes up the disorder. 

This meant that in order to have a complete picture of patients’ disease activity for 

depression, it is important to include multiple outcome measures to take into account all 

the potential interactions. As seen in Figure 4.2 above, a dynamic regression consisting of 

only four variables and their lagged components created a panel model that is full of 

Lag1 Physical Symptom Physical 
Symptom

Lag1 Positive Affect Positive Affect 

Lag1 Negative Affect Negative Affect 

Lag1 Physical Activity Physical Activity 

-0.10 

0.15 

0.
03

 

0.61 

0.14 

0.17 
0.14 

0.47 
0.

07
 

Figure 4.2: Example of a cross-lagged panel model copied from Chapter 6 
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information. Extending this panel model to 10 symptoms would mean that the result would 

be too cluttered with information and impossible to decipher what is important. This meant 

that another analytical method is needed to allow for simultaneous analysis of a large 

amount of outcome measures. Furthermore, the use of network analysis provides additional 

information that traditional methodologies do not (Boschloo et al., 2016), thus proving the 

importance of using network analysis in this thesis.  

Network analysis allows for each of the outcome measures and interactions 

between the measures to all be shown in a graphical manner. In order to perform network 

analysis, there are three main sections that need to be achieved. These are network 

structure estimation, network description, and network stability analysis. The following 

paragraphs will detail how these steps are achieved.  

 

 

4.5.2.2. Creation of Network Plot 
 

The first step to network analysis is to choose what symptoms are included to be the nodes, 

and what relationship is represented by the edges. The nodes in this thesis will be the 

outcome measures that are collected in each of the studies. Edge selection is the next task 

in order to develop a network model for this data. The edges between nodes are dependent 

on the data itself, and could be partial correlations, lag-1 correlation, odds ratios or even 

any causal mechanism provided by the data (Borsboom & Cramer, 2013). In this case, the 

most suitable option is to explore empirical associations between the outcome measures 

that were collected in the studies. The use of a correlation matrix as the empirical 

association is one of the most common methods and it allows for easy identification of 

strongly connected clusters of symptoms, however there are insufficient power to deduce 

any causality between these symptoms (Borsboom & Cramer, 2013). The use of a 

correlation matrix meant that the correlation discovered between two variables could be 

due to the influence of another. In order to combat this, one of the options is to use partial 

correlations where all other symptoms are controlled for and only the correlation between 

the pair is considered. A partial correlation network model will be able to show accurately 

what common pathways are between symptoms in a between participant design. These 

pathways need to be validated in another independent sample, but some information about 



 112 

causal relations can be derived from these (Borsboom & Cramer, 2013). With similar 

network plots drawn for Chapters 6,7, and 8, any common pathways between symptoms 

that appear in all three studies suggest that there is possible causal relationship.  

This information about causal relationship has an unclear direction because the link 

that is created is undirected. In order to deduce the direction of the causation relationship, 

the network graph created needs to be directed. A directed network graph is particularly 

useful for showing cross-lagged relationships among outcome measures, which mean that 

the data used must be longitudinal (Bringmann et al., 2016). Even though the longitudinal 

dataset that was collected in these studies are ideal for a directed network graph to be 

created, the network models created in this thesis will all be undirected. This is because the 

main purpose of network science in this thesis is to show its utility, and with so much other 

analysis being carried out, there was insufficient time to create directed network graphs as 

well. The use of directed network is planned for future papers, particularly in comparing 

with the dynamic regressions that were carried out to examine the feasibility of it. This 

means that the longitudinal time series data collected for these studies will be used as a 

single time point data, or in other words, a cross-sectional data by disregarding the time 

component in network analysis.  

The description of the edges in terms of pairwise statistical associations is the 

pairwise Markov random field (PMRF) model (Epskamp, 2020), and this model is the most 

commonly used model for network analysis that utilises statistical interaction. PMRF is also 

typically used for undirected network models, which makes it the ideal choice here (Hevey, 

2018). As mentioned above, the data will be interpreted into a cross-sectional design to be 

used in network analysis. A cross-sectional network analysis is able to describe differences 

between participants, but is unable to fully describe the differences for any within-subject 

differences (Hamaker et al., 2015). This means that when creating network plots for 

Chapters 6, 7, and 8, the aim has to focus on between-subject difference rather than within-

subject difference. PMRF is separated into two different types, the Gaussian graphical 

model, and the Ising model. Ising model specialises in binary data, which does not fit the 

outcome measures collected in the empirical chapters. The Gaussian graphical model allows 

continuous data, and uses partial correlation coefficients as the edges (Roverato & Castelo, 

2017). Thus, Chapters 6, 7, and 8 will use the Gaussian graphical model. Last but not least, 

even though network analysis allows for a large number of nodes to be analysed at the 
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same time, a large number of nodes still requires more estimates which may be unstable 

(Babyak, 2004). The use of partial correlations also meant that variations would need to be 

taken into account, and that there will be multiple spurious edges created from weak 

correlations. In order to address this, the partial correlation also has to be regularised. 

Regularisation is a technique that adds an additional term to control for overfitting, which 

will restrict the value of the coefficient estimates, thus leading to less variance. 

The most commonly used regularisation method is the graphical least absolute shrinkage 

and selection operator (GLASSO) (Friedman et al., 2008). GLASSO performs well in partial 

correlation coefficients and is able to reduce weak correlations to zero, which prevents any 

spurious edges from forming (Fan et al., 2009). Studies have also been carried out to 

simulate GLASSO networks, and it was found that false positives are unlikely, suggesting 

that if there is an edge, it is highly likely that the edge is not spurious (Kramer et al., 2009). 

One of the potential problems of using GLASSO is the reduction of significant edges to zero 

because of the estimation. This can be fixed by setting a tuning parameter, which will 

determine the threshold to remove edges from the network. In order to find the optimal 

tuning parameter, GLASSO creates multiple network plots ranging from a fully connected 

graph to a graph with no edges, and the researcher has to choose the optimal network. This 

can be done by minimising some information criterion, in particular the Extended Bayesian 

Information Criterion (EBIC) (Chen & Chen, 2008). The EBIC method has been shown to be 

able to choose the right model correctly (Foygel Barber & Drton, 2015), and the 

combination of GLASSO and EBIC has proven to have good sensitivity and specificity in 

picking the right network model. This still needs to be taken with caution because there is 

still the possibility of the reduction of significant edges to zero, and the EBIC method only 

helps to choose the model that has less likelihood of this happening but cannot prevent it 

from happening. The models chosen by the EBIC method follow best practices at the time of 

the analysis, but these types of models are sensitive to specification, thus giving different 

answers when different approaches or settings are used. This is a possible source of bias for 

the analysis and is addressed in empirical chapters by running sensitivity and stability 

analysis to evaluate if different specifications result in broadly similar results.  

A network model presents a topological view which is visually appealing and consists 

of a large number of nodes and links which enable researchers to make quick observations 

on potential clusters and connections. In order to get more information, network 
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description is the next step. Network science allows for the calculation of centralities which 

lead to the discovery of a central node. The central node is an influential symptom that 

when activated, will spread and activate other symptoms faster than a peripheral node.  

Network centrality is thus a quantitative method to calculate influence in a symptom 

network which is clinically useful information (Fava et al., 2018). This is because if the 

symptom network was dormant, the activation of a central symptom will mean that other 

symptoms will be activated and develop at a much faster rate because of the strong 

connections that it has. In RA, the identification of a central symptom could mean that flares 

can be identified in advance. The central symptoms can be a guide to which symptom 

should be given priority in interventions (McNally, 2016). As mentioned in Chapter 1, 

comorbidity can also be explained by the use of network analysis, and the use of centralities 

can allow for the identification of the bridge symptom that is likely to develop comorbidity 

(Fried & Cramer, 2017). This meant that finding the central symptom can also help in 

preventing the development of a comorbidity.  

Having created the network plot and computed the centrality plot, the last step is to 

ensure the accuracy of the estimates and results. Because of the limits in sample size, the 

parameters used may not be accurate which leads to a questionable interpretation of the 

network, thus inaccurate result for the centralities as well. Because of the methodology 

used to create the network plot, estimation of the edges between nodes are included. 

Furthermore, the uncertainty of the network meant that the centrality values derived could 

not necessarily mean that nodes with different centrality values are significantly different 

from each other. Stability analysis will therefore be important to address these points, even 

though only a few network analysis papers regarding psychology have taken accuracy into 

account (Epskamp et al., 2018). In a tutorial paper on estimating cross-sectional network 

papers’ accuracy (Epskamp et al., 2018), it was shown that in order to conduct sensitivity 

analysis, it is important to estimate accuracy on edge-weights using bootstrap confidence 

intervals, assess stability of centrality by dropping cases, and test for significant differences 

between edge-weight and centrality. It was stated that estimating accuracy on edge-weights 

and stability of centrality should be done for every network paper.  

In order to estimate accuracy on edges weights, bootstrapping is used to create a 

95% confidence interval. Bootstrapping is appropriate because it is one of the methods that 

can be applied to regularised correlation, which was created using EBICGLASSO previously 
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(Hastie et al., 2015). A non-parametric bootstrap, where the model is not assumed was also 

chosen instead of parametric because of its suitability with regularisation and does not 

require the need to have a parametric model to sample from. The bootstrapped results can 

be used to show the accuracy of the estimates of edge-weight and to compare edges with 

each other. For stability of centrality to be calculated, it will be done by calculating centrality 

values on subsets of the data, which is referred to as case-dropping subset bootstrap. The 

correlation stability coefficient (CS-coefficient) is invented by Epskamp, Borsboom and Fried 

(2018) which represents the maximum proportion of cases that can be dropped such that 

there is a 95% probability that the correlation between the original centrality indices and 

new centrality indices is 0.7 or higher. CS-coefficient should not be below 0.25, and any 

value above 0.5 is good.   

 

4.5.2.3 Application of Network Science 
 

In a systematic review on the use of network analysis on psychopathology (Contreras et al., 

2019), it was revealed that out of 65 papers, 42 (65%) used an association or regularised 

partial correlation network as the network model, showing that this is the most commonly 

used method in the field of psychology. 55 (85%) calculated centrality as well to provide 

quantifiable information, which is also going to be utilised in this thesis. However, only 21 

(32%) performed a sensitivity analysis which is required to assess the robustness and 

accuracy of the estimated parameters. This low percentage is likely because of the difficulty 

to perform a sensitivity analysis, but it will be carried out in this thesis in order to ensure 

robustness. This thesis will utilise data as a cross-sectional format to create network graphs. 

The symptoms measured will be the node, and the edge will be determined by partial 

correlation. The EBICGLASSO regularisation technique will be used to choose the network 

plot. Centralities will also be carried out for most of the graphs, followed by a sensitivity 

analysis to ensure robustness. All network models utilised will use the aforementioned 

method to calculate edges and statistical models, with the same techniques used as well to 

investigate centrality and to conduct sensitivity analysis. 
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4.5.2 Issues of Causality  

 

Even though there are suggestions that the temporal associations discovered in this thesis 

may be indicative of a causal relationship, it is important to note that deducing a causation 

between variables is very difficult and that the discovery of temporal associations is 

insufficient to suggest causation in itself. In order to be able to draw causation from 

associations, Table 4.4 below shows the Bradford Hill criteria needed to justify any 

causation drawn (Cox, 2018).  

 

 

Bradford Hill Criteria Inference 

Strength of association Strong associations more likely to be 

causal  

Consistency of Findings Results need to be consistent across 

populations, study designs, etc 

Temporality Cause needs to precede effects 

Biological plausibility  There needs to be possible biological 

explanations 

Coherence It has to be coherent with present 

knowledge 

Analogy Similar causes have similar effects 

Experiment Reducing the “cause” should reduce the 

“effect” 

Specificity of Effects The specific cause needs a specific effect 

Biological Gradient Larger the cause, larger the effect.  

  

The Bradford Hill criteria can be used as a guideline to base causality after, but it is 

important to note that not all criteria is applicable to every study, and each criteria has its 

own weakness as well. It was concluded that the most important criteria to follow is 

Experiment, Consistency, and Temporality (Ioannidis, 2016). There are also two main 

methods to deduce causal relationships between variables, which is the Granger causality 

Table 4.4: Bradford Hill Criteria 
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and the Bayesian Network Inference Approach (Zou et al., 2009). The Granger causality is 

best used on time series data, which determines a causal relationship from one time series 

to another by looking at how the prediction of one time series data can be improved by 

incorporating another (Geweke, 1982). The Bayesian Network Approach is basically the 

network science approach where nodes and direct edges are created from a set of data and 

can be used on both static and time series datasets (Friedman, 2004). Both these methods 

however are only an estimate of the parameters of causality, and thus may provide 

superfluous causal relationships. Furthermore, it is also important to note that the data 

used in these chapters are observational data, and as there is no direct manipulation of 

exposure, it is not possible to conclude that associations are proof of causality. Thus, the 

utility of certain Bradford Hill criteria as listed above such as consistency and temporality is 

important to help build the weight of evidence in this thesis.  
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5. Utility of Network Science in Cross-Sectional Data 

 

5.1 Overview of Utility of Network Science in Cross-Sectional Data  

 

Chapter 5 utilises the secondary data collected in both TITRATE-US and IMPARTS studies to 

test the usability of network science in the field of RA and depression. The purpose of this 

Chapter is to establish a basic network structure of this comorbidity, and to identify any 

symptoms that connect the psychological and physical symptoms. This Chapter is based on 

a paper that is due for publication, and thus there are overlaps in the introduction and 

methodology sections that may have been present in other Chapters. 

 

5.2 Introduction  

 

Arthritis is a leading cause of disability worldwide and incurs massive costs to patients and 

healthcare providers alike due to the number and severity of symptoms, and patients’ loss 

of functioning (Messier et al., 2004). Inflammatory arthritis (IA) is one of the main types of 

arthritis, and Rheumatoid Arthritis (RA) is the most prevalent type of IA. Depression is the 

most common co-morbidity of RA (Dougados et al., 2014). Rheumatoid arthritis patients 

have an abnormally high rate of depression, about 16.8% on diagnostic interview (Matcham 

et al., 2013). This is likely to be due to high physical disability, difficulties coping with the 

impact of the having arthritis, and the limited support available to help patients (El-Miedany 

& El-Rasheed, 2002)  

There is a clear need for more comprehensive understanding of the interactions 

between mental and physical health in those with RA in order to be able to effectively target 

treatments and mental health interventions. The scoping review in Chapter 3 showed that 

longitudinal studies of people with musculoskeletal disorders, that examine symptoms 

dynamically, typically only investigate associations among at most 3 variables (e.g. pain, 

function, mood). RA is a disorder associated with lots of different symptoms and markers of 

disease activity, ranging from physical (pain, joint stiffness, fatigue) to inflammation (power 

doppler, joint tenderness) and psychological (mood, anxiety). Given the variety of symptoms 
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present in RA, considering associations between only two or three symptoms is insufficient 

to be able to gain an accurate picture of the association across symptoms and their 

interactions.  

Borsboom’s (2017) network theory of mental illness is gaining traction as a 

symptom-based model for depression which incorporates biological, social, and 

psychological aspects of depression by looking at the interactions between symptoms. This 

approach is not limited to studying mental illnesses and can be readily extended to include 

other variables as well. The network approach considers each symptom as a separate node 

(i.e. variable) within a complex dynamic system where nodes may be linked directly or 

indirectly via other nodes. An advantage of network-based approaches is that they allow for 

individual symptoms to be included in the analysis simultaneously. It is common in most RA 

research to consider composite or total scores as indicators of overall disease activity (e.g. 

DAS28) or symptom severity (e.g. RA Impact of Disease Questionnaire; RAID) rather than 

specific symptoms or distinct components within symptoms that may themselves be 

multifaceted. Disease flare provides a useful example of how network approaches might 

allow researchers to look at interactions between inflammatory markers and symptoms.  In 

the case of a disease flare, inflammation may result in joint swelling and increased pain, but 

also increased fatigue via other mechanisms increased fatigue. Increases in pain and fatigue, 

may then cause a spread of activation throughout the network, for example also impacting 

on other physical symptoms such as functional limitations and on psychological symptoms 

such as mood.   

This means that it is possible to identify a bridging symptom that may play a 

mediating role in between two conditions. A bridge symptom is a symptom that connects 

different clusters of symptoms together, where the clusters could be different disorders 

(Castro et al., 2019). Bridge symptoms could either be a symptom that belong to both 

clusters, for example fatigue that is present in both depression and anxiety, thus creating a 

perfect overlap (Cramer et al., 2010), or a symptom that belongs to only one disorder but 

plays a major role in the other (Levinson et al., 2017). The study by Castro et al (2019) 

proved that the identification and treatment of both central and bridge symptoms will 

deactivate the system of symptoms, which means in this case, the identification of the 

bridging symptom  should enable the cessation of the spread of activation and improve the 

quality of life in patients.  



 120 

 

The purpose of estimating the network structure of physical symptoms, psychological 

symptoms, and inflammatory markers of RA is to test the utility of using network analysis in 

two RA datasets.  The literature regarding associations between physical or mental health 

symptoms in those with RA is vast and unequivocally demonstrates associations. However, 

this literature focuses on broad constructs of mental health and is essentially limited to 

assessing bivariate associations between the severity of physical symptoms (e.g. pain and 

fatigue) and the severity of mental health disorder (e.g. depression). As discussed in Chapter 

1 “Background”, mental health disorders are not homogenous and involve constellations of 

different symptoms that while being correlated are distinct (e.g. anhedonia, dysphoria, 

sleep disturbance). A useful comparison in RA is disease activity, which is assessed using a 

composite of factors (e.g. DAS28 involves tender joint count, swollen joint count, 

biomarkers of inflammation, self-reported assessment). Building on the evidence gap 

identified in Chapter 3 “Scoping Review” which indicated that no studies had to date 

involved  more than three symptoms in a longitudinal dataset and none had considered 

individual components of mental health, this chapter adds to the literature by seeking to 

better understand the associations between individual markers of disease status (e.g. joint 

counts), individual physical symptoms, and individual components of mental health in two 

RA samples.  With the utility of this new analysis approach, where a network structure is 

estimated, it is possible to better understand new potential associations that traditional 

analysis is unable to.    

Currently no study has considered a network approach to mental and physical health 

symptoms in RA. The main aim of this study is to determine whether the application of 

symptom network methods is feasible as a method to further understand the association 

between different characteristics in this population. The study has two key objectives, which 

are addressed using two samples of patients attending hospital outpatient appointments: 

 

1) To estimate the network structure of physical and mental symptoms and 

inflammatory markers of rheumatoid arthritis. 

2) To identify whether there are potential bridging symptoms between physical and 

psychological symptoms. 
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5.3 Methods  
 
5.3.1 Participants 
 

This study uses data from two sources. Data from the Testing and Identifying Targets in 

Rheumatoid Arthritis Therapy ultrasound study (TITRATE-US) is used as the primary research 

dataset for analysis. Data from the Integrating Mental and Physical Healthcare (IMPARTS) 

patient reported outcomes system is used as a validation cohort to determine whether 

similar results are derived in relation to the TITRATE-US sample.  

 

TITRATE-US 

The objective of TITRATE-Ultrasound (TITRATE-US) Study was to investigate whether active 

inflammatory RA (defined by positive power doppler ultrasonography (PDUS)) could be 

differentiated from non-inflammatory rheumatoid arthritis by an algorithm of clinical, 

laboratory and patient-reported outcome measures. This cross-sectional study recruited 

158 patients attending outpatient clinics at Guy’s Hospital between 3rd May 2015 and 29th 

December 2016, who were at least 18 years old, clinically diagnosed with RA, and had active 

disease as indicated by a score of at least a 2.8 score on the Disease Activity Score (DAS28). 

This sample is ideal for considering associations between markers of inflammation and 

synovitis alongside physical and mental health symptoms.  

 

IMPARTS 

The Integrating Mental and Physical healthcare: Research Training and Services (IMPARTS) 

data is from patients attending rheumatology clinics at King’s College Hospital and 

completing patient reported outcomes (PROs), including mental health screening, as part of 

standard care. Over 1000 patients completed PROs with a subsample of 211 patients with 

clinical diagnosis of RA and aged over 18 years where psychological screening and 

inflammatory markers were recorded concurrently (<14 days) extracted for this analysis. 

These data were collected between April 2012 and October 2018. The screening tools used 

were the two-item Patient Health Questionnaire (PHQ2) and the two-item Generalised 

Anxiety Disorder (GAD2), which assess the core symptoms of depression and anxiety: low 
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pleasure/interest, low mood, high anxiety, uncontrollability of worry. Additional data 

recorded were joint counts and visual analogue scales for pain, fatigue and patient global 

disease activity.  

 

5.3.2 Measures 
The TITRATE-US study recorded current medications, pain visual analogue scale (VAS), 

global health VAS, assessor global VAS, 68 tender, 66 swollen joint counts, fibromyalgia 

tender point count, ESR and CRP. This study also looks at power doppler, which is an 

inflammation marker calculated by blood flow in vessels. Subjects also completed the 

following PROMs: Health Assessment Questionnaire (HAQ), Functional Assessment of 

Chronic Illness Therapy (FACIT) Fatigue Scale (Yellen et al., 1997), Patient Depression 

Questionnaire (PHQ9), Generalized Anxiety Disorder 7-item (GAD-7) scale and the 15 item 

Somatic Symptom Severity Scale (PHQ15). The components of the fibromyalgia diagnostic 

criteria, the patient-reported widespread pain index and the physician-reported symptom 

severity scale were also collected.  

Since data from the IMPARTS sample are routinely collected data, the range of 

assessments is more limited. Clinical data extracted from the electronic health record 

including the components of the DAS28 (28 swollen joint count, 28 tender joint count, PGA, 

and CRP). PROs collected were pain VAS, fatigue VAS, HAQ, Work and Social Adjustment 

Scale, HAQ, Patient Depression Questionnaire (PHQ9), and Generalized Anxiety Disorder 7-

item (GAD-7). Since the tools were implemented for mental health screening, the 

completion of the full PHQ9 and GAD7 was undertaken in a staged approach with only those 

screening positive for the PHQ2 or GAD2, involving the first two items of the respective full 

scales. As a result of data from the PHQ9 items 3 to 9 and GAD7 items 3 to 7 being missing 

by design for most patients; only the first two items from each scale are used in the analysis 

to avoid potential selection effects.  

The full scale of PHQ and GAD is only used in the IMPARTS dataset if participants test 

positive for the shortened version of PHQ2 and GAD2 respectively. Even though both PHQ2 

and GAD2 are shown to be reliable screeners and also have acceptable sensitivity and 

specificity at the threshold of a score of 3 (64% and 85% for PHQ2, 71% and 69% for GAD2) 

(Staples et al., 2019), there is still the possibility of measurement imprecision if the full scale 

were not used. There may be misclassification where participants do not reach the cut off 
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score for the shortened scale to be given the full scale, but actually have depression or 

anxiety. This is a valid concern, but IMPARTS is a self-reported outcomes system where 

patients complete these questions while attending clinics. It is vital to decrease participant 

burden in this case, and giving the full scale for both PHQ9 and GAD7 may take up too much 

time. Furthermore, a study carried out on a RA sample showed that the sensitivity and 

specificity of PHQ2 is actually higher than PHQ9 (88% to 87% for sensitivity; 84% to 77% for 

specificity) (Hitchon et al., 2020), suggesting that the use of PHQ2 to screen initially should 

not pose much problems.  

 

 

5.3.3 Statistical Analysis 
 

Two network models, specifically Gaussian Graphical Models (GGMs) (Lauritzen, 1997) 

(Epskamp et al., 2018), were estimated for the TITRATE-US data. The first model included 

the core symptoms of depression (anhedonia, dysphoria) and anxiety (feeling anxious, 

uncontrollable worry), plus pain (tender joint count, Pain VAS, WPI), fatigue (FACIT-F), 

functional limitation (HAQ), inflammation and synovitis (swollen joint count, power doppler 

score, ESR, CRP). For fatigue only items 1, 4, and 7 regarding feeling “fatigued”, “tired” and 

“having energy”, were included in the total score calculation to avoid overlap with other 

constructs. The second model included the other mental health items from the PHQ9 and 

GAD7. 

Each network model involved two steps in its estimation. In the first step, a 

regularised correlation matrix is created, where the correlation between two variables is 

estimated that partials out the effects of potential confounders and a shrinkage factor 

applied to retain only important associations. Regularization involved the ‘least absolute 

shrinkage and selection operator’ (LASSO) method (Epskamp, Kruis, et al., 2017), which does 

not rely on significance tests that are problematic and can result in spurious associations 

being identified in situations where multiple tests are conducted (Hastie et al., 2001). Age, 

gender, ethnicity, disease duration, seropositivity are controlled for in the TITRATE-US 

sample, whereas only age, gender, and seropositivity were sufficiently complete for the 

IMPARTS sample.  
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A network plot is created to graphically represent the regularised correlation matrix 

using the R-package qgraph (Epskamp et al., 2012). This is used to depict the network 

structure of the variables included in the analyses. Considering that these data are cross-

sectional, the network plot is “undirected”, which means that the edges may represent 

bidirectional associations and cannot be interpreted causally. These network plots include 

nodes (circles) for the symptoms, and edges (lines) for the association between the different 

nodes. The layout of the nodes is determined by an algorithm that places nodes that are 

more related closer to each other.  

The next step of the analysis involves the calculation of centrality indices that aid the 

interpretation of the network. Centralities attempt to quantify influence of each node 

within the network. Four centralities are calculated: Degree centrality, Closeness centrality, 

Betweenness centrality, and Expected influence. Degree centrality indicates how many 

significant associations a particular node has with other nodes, where nodes with higher 

degree centrality are more highly related to other nodes in the network. In order to 

comprehend closeness and betweenness centrality, the concept of shortest path needs to 

be understood first. The shortest path theory states that nodes will aim to reach every other 

node using the shortest path possible. Closeness centrality indicates how short the average 

shortest path to all other nodes are, that is, the average number of nodes that edges pass 

through to reach another node. Betweenness centrality indicates how often a node is in the 

shortest path between other nodes. A node with high closeness centrality will thus be able 

to spread information and affect other nodes effectively, while a high betweenness 

centrality means that the nodes has a high influence on the flow of information across the 

network. Nodes with high closeness and betweenness centrality provide potential targets 

for treatment where the aim is to reduce overall levels of activity across all symptoms in the 

network. Bridge strength centrality will also be calculated for one of the TITRATE-US 

network plots to discover which node has the highest influence in connecting the clinical 

variables and psychological symptoms. 
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5.4 Results  
 
5.4.1 Sample characteristics 
 

Table 5.1 displays the demographic and clinical characteristics of the two samples included 

in the analysis. There were some extra information that the TITRATE dataset records that is 

missing in the IMPARTS data, and are not shown in the table, for example disease duration, 

frequency of drug, and past drug records. The patients have an average disease duration of 

12.9 years (SD 10.3 years) and out of the 137 patients with data available, 47 were 

prescribed biologics DMARDs either in combination with a conventional synthetic DMARD 

or alone, 83 conventional synthetic DMARDs only, and 7 patients not recorded as currently 

taking any DMARD. For the analysis, only those with no missing data for all symptoms will 

be included, and thus only 137 out of 158 patients will be used for TITRATE. 

 

 

 

 

5.4.2 Network Plots and Centrality  
 

TITRATE-US networks 

 

The short code for each of the nodes are shown in Appendix B. Figure 5.1 below shows two 

network plots, both from the TITRATE-US dataset, but one containing only a simplified 

version of the psychological symptoms (PHQ2 and GAD2) which will be labelled A, and the 

other containing all psychological symptoms (PHQ9 and GAD7) which will be labelled B. The 

 IMPARTS  TITRATE 

Total Number 211 158 

Average Age (S.D.) 54.1 (1) 58.8 (12.9) 

Gender 164 Females (77.7%) 

47 Males (22.3%) 

 

124 Females (78.5%)  

34 Males (21.5%) 

Seropositive for 

Rheumatoid Factor or ACPA 

148 (70%) 116 (73.4%) 

Table 5.1: Demographics 
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A) 

B) 

nodes are distinguished by the type of symptom they are, where inflammatory symptoms 

are coloured red, physical symptoms are coloured green and psychological symptoms are 

coloured white.  

The symptoms network plots of the 137 patients are weighted networks, which 

means that the strength of the line (edge) connecting two nodes (variables) varies across 

nodes; as indicated by the width and intensity of the lines. The colour of the lines indicates 

the direction of the association, with green lines indicating a positive association between 

nodes and red a negative association.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 5.1: Network Plot for TITRATE-US Data 
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Both network plots provide a clear indication that nodes cluster into two sets of 

related features: patient reported symptoms of physical and mental health, and markers of 

inflammation and synovitis. Patient reported symptoms are also split quite clearly into the 

physical symptoms and psychological symptoms. However, both plots show fatigue as the 

odd one out, in which fatigue is very closely connected and clustered with psychological 

symptoms, particularly in B. An important feature to bear in mind is that nodes that are not 

directly linked still have an indirect association with each other. For example, in A, fatigue 

and tender joints do not have a direct link but are connected indirectly through anxiousness. 

This provides an indication that the effect is mediated; that is a change in tender joint 

counts may lead to a change in anxiousness, which will lead on to a change in fatigue.  

 

 

Simplified TITRATE-US Centrality 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.2 above shows the centrality plots, summarising the centrality values for each 

nodes relative to each other. The higher the degree centrality, the more nodes a symptom 

has a significant association with. Dysphoria (PHQ2) has the highest degree centrality, 

followed by feeling anxious (GAD1). WPI has the highest degree centrality for physical 

Figure 5.2: Centrality Rankings for Simplified TITRATE-US Plot 
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symptoms, while PDUS has the highest degree centrality of the inflammation symptoms. 

The top 4 degree centrality symptoms are all psychological symptoms though, suggesting 

that in this plot, psychological symptoms are the most connected out of all symptoms.  

A high closeness centrality symptom means that changes in that symptom will lead 

to fast changes in other symptoms as well. WPI has the highest closeness score for 

closeness, followed by Tender joints, Anxious and Dysphoria, tender joints and PainVAS. This 

suggests that a change in physical symptoms will lead to a very fast change as well in other 

symptoms, while psychological symptoms do not prompt such a quick change. Inflammation 

symptoms are the lowest in the list, suggesting that a change in inflammation will only lead 

to a change in other symptoms after a significant amount of time.  

A symptom with high betweenness score will affect connections between other 

symptoms, and the removal of one will mean that symptoms will need to find other paths to 

travel, which might result in a collapse in the network. In this plot, it is led by PDUS, WPI and 

Tender Joints. This shows that even though inflammation is not well-connected in the graph, 

it still plays a vital role in how the symptom plots operate. 

 Expected influence accurately measures the nature and strength of each node, 

taking into account whether the association is positive or negative. Dysphoria and 

Anxiousness has the highest expected influence, followed by dysphoria and tender joints.  
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Expanded TITRATE-US Centrality 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The network plot for Expanded TITRATE-US (B in Figure 5.1) is separated into 3 main 

sections again, with inflammation on the left side, and physical and psychological symptoms 

on the upper right and lower right respectively. Fatigue, a physical symptom is situated 

among psychological symptoms. This is likely because of the addition of more psychological 

symptoms, particularly the PHQ9 item relating to sleep and tiredness, pulled fatigue 

towards a symptom that connects the physical and psychological side. This may reflect 

fatigue being a potential bridge symptom between physical and mental symptoms. The 

table of all centrality values can be viewed in Appendix B, and Figure 5.3 shows the 

centrality values relative to other symptoms.  

It is shown that Dysphoria, Trouble Relaxing, and Anxiousness have the highest 

degree centrality, with WPI and PDUS having the highest for physical and inflammation 

symptoms. The same symptoms are also the highest ranked ones for closeness centrality.. 

TPD has the highest betweenness centrality, followed by PHQ7 (Trouble concentrating). The 

possibility of fatigue being a bridge symptom is reflected in the centrality scores, where 

relative to the simplified plot, fatigue is scored much higher on every centrality score. It 

shows that with an emphasis on psychological symptoms in the plot, fatigue became the key 

Figure 5.3: Centrality Rankings for Expanded TITRATE-US Plot 
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physical symptom to look out for in a patient. Fatigue being much more influential in this 

plot suggests that the addition of multiple psychological symptoms has a positive impact on 

how fatigue affects the total network. 

 

Bridge Centrality for Simplified TITRATE-US 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

As shown above, the expanded TITRATE-US network was heavily affected by the 

additional psychological symptoms which resulted in most central symptoms to be 

psychological symptoms. This meant that in order to have a more accurate bridge symptom, 

the simplified TITRATE-US plot will be used instead. The network is split into three 

communities: inflammatory markers, physical symptoms, and psychological symptoms. It 

could be seen from Figure 5.4 that the nodes with the strongest bridge strength are fatigue 

and dysphoria respectively for physical and psychological symptoms. Inflammatory markers 

all have low bridge strength, which meant that there are not much impact from the 

Figure 5.4: Bridge Centrality Rankings for Simplified TITRATE-US Plot 
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inflammatory markers to the other communities of symptoms. This reinforced the idea that 

psychological symptoms are very central to the symptom plots, and fatigue is the physical 

symptom that has the highest association with the psychological aspects in RA. 

 

IMPARTS Network and Centrality Plot 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.5: Network Plot for IMPARTS data 
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Data from the IMPARTS sample were used to test the reproducibility of the network 

shown in the TITRATE dataset. Results shown from the IMPARTS dataset demonstrate a 

similar pattern of connection, albeit with a smaller set of nodes from variables that are 

routinely collected, as seen in Figure 5.5 above. This dataset affirms the TITRATE plot 

because there are several significant similarities between them. The symptom nodes are 

clustered respectively for psychological, physical and inflammation. The inflammation 

symptoms are also likewise very low on centrality scores. Psychological symptoms are also 

very strong generally except for pain that has the highest score  

Figure 5.6 shows the centrality values in relation to each other and indicates that 

pain and dysphoria has the highest degree centrality, while pain, patient global and 

dysphoria has the highest closeness centrality. Pain and dysphoria again have the highest 

betweenness centrality, likewise with expected influence. Fatigue is being rated at a lower 

influence in this dataset compared to TITRATE. However, pain and dysphoria are the most 

influential symptoms in this dataset, and this is reflected in TITRATE as well. Dysphoria in 

particular is the psychological symptom that has the highest influence in both datasets, 

suggesting that mood of a participant is very important as to how their symptom plots react. 

Inflammation also does not appear to have a strong influence on the psychological 

symptoms for both datasets.  

Figure 5.6: Centrality Rankings for IMPARTS data 
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5.4.3 Stability analysis 
 
Two graphs were created for each network plot to test the accuracy of both edge-weights 

and centrality. The first graph looked at the accuracy of edge-weights by comparing both 

bootstrap means and sample means, and the 95% confidence interval was shown as well. 

The x-axis is the edge strength of each edge, while the y-axis is each of the edges, but the 

labels will not be shown because of the large number of edges involved. The particular edge 

is also not of particular interest, because this section aims to test the overall robustness of 

the edge-weights. Any edge that has an edge strength of larger than or smaller than 0 will 

be seen on the network plot.  The next graph showed centrality stability, which showed the 

correlation of each centrality at different percentage of subset of the sample with the 

original sample’s centrality. This is to help calculate for the correlation stability coefficient 

(CS-coefficient). The CS-coefficient as mentioned in Chapter 4, is the maximum proportion 

of cases dropped such that there is still a 95% probability of the correlation between the 

centrality indices and the original centrality indices is 0.7 or higher.  

IMPARTS: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 5.7: Graph for edge-weight accuracy in IMPARTS 
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Figures 5.7 and 5.8 were created to investigate the edge-weight accuracy and centrality 

stability of the IMPARTS network. Figure 5.7 showed edge strength on x-axis, and all the 

different edges on y-axis. Any edge that is larger than or smaller than 0 will be seen on the 

network plot.  Figure 5.7 showed that the sample and bootstrap mean are quite close, with 

the sample underestimating some edge-weights which could have increased the number of 

links in the plot. However, the confidence interval is quite large around the mean, which 

means that across all the estimations, there is some variability. Overall, there is evidence to 

say the edge-weights can be confidently interpreted but should be taken with care.  

Figure 5.8 showed the graph for centrality stability, which showed the correlation of 

each centrality at different percentage of subset of the sample with the original sample’s 

centrality. This is to help calculate for the correlation stability coefficient (CS-coefficient). 

The CS-coefficient for betweenness, closeness, and strength are 0.052, 0.283, and 0.439 

respectively. This meant that betweenness centrality scores for IMPARTS are not very 

stable, while closeness and strength are stable enough to interpret centrality differences, 

but not ideal.  

 

Figure 5.8: Graph for centrality stability in IMPARTS 
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Simplified TITRATE-US 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.9: Graph for edge-weight accuracy in Simplified TITRATE-US 

Figure 5.10: Graph for centrality stability in Simplified TITRATE-US 
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Figures 5.9 and 5.10 were created for the Simplified TITRATE-US network. Figure 5.9 showed 

that the bootstrap mean and sample mean were quite close, but should have included more 

edges in the network as some sample means were 0 when bootstrap mean were not. The 

confidence interval was large as well. This meant that the edges created were reliable but 

should be interpreted carefully when comparing between edges.  

Figure 5.10 showed the correlation of centrality indices with the original centrality 

indices. It is calculated that the CS-coefficient is 0, 0.131, and 0.438 for betweenness, 

closeness, and strength respectively. This meant that both betweenness and closeness were 

not stable enough, but strength centrality was stable enough to interpret differences in 

node strength.  

 

Expanded TITRATE-US 

 

 

 

 

 

 

 

 

 

 

 

 

   

 

 

 

 

 

 

 

Figure 5.11: Graph for edge-weight accuracy in Expanded TITRATE-US 
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Figure 5.11 shows that the bootstrap mean and sample mean values are close, with the 

exception of some sample means interpreting the edge-weight as 0 when bootstrap means 

thinks an edge exist. The confidence interval is also quite large. This meant that the edges 

created are accurate but comparing between edges need to be considered carefully. 

Figure 5.12 showed the stability of centrality indices. The CS-coefficient for 

betweenness, closeness and strength are 0, 0.051, and 0.051 respectively. This meant that 

the stability of centrality values are not very stable for all three centralities, and that 

comparing between nodes could be difficult. This is mainly due to the small sample size as 

the simplified TITRATE plot, but the addition of more nodes meant that the stability 

dropped even further.  

 

5.5 Discussion:  
 

Three network plots derived from 2 different datasets have been shown in this study, with 

consistent elements between them and existing literature to show the reproducibility of the 

findings and network plot in the TITRATE dataset. It has also allowed additional results to be 

Figure 5.12: Graph for centrality stability in Expanded TITRATE-US 



 138 

derived, which will be seen in the paragraphs below. There are some differences in between 

the two datasets as well, in particular how fatigue is interpreted. This can be explained by 

how fatigue is being scored, for example fatigue in IMPARTS is being scored on a 0-10 scale, 

while fatigue in TITRATE is being scored by the FACIT scale that considers more 

psychological aspects. There are also fewer nodes included in IMPARTS, which means that 

the full effect of fatigue may not be shown in comparison to TITRATE.  

To answer the first objective, we need to look at the structure in both adaptations of 

the TITRATE data network plots. Inflammation symptoms including ESR, CRP, Total PD, and 

Swollen joints are very distinctively separate, while the physical symptoms (Tender joints, 

WPI, FACIT, HAQ, PainVAS) and psychological symptoms (PHQ and GAD) are on the other 

side, with less of a difference between them. The proximity of each type of symptoms to 

each other demonstrates that a change in one of the symptoms in that particular type will 

bring about a change in that cluster faster than others. FACIT score (fatigue) is the node that 

has the strongest connection to the psychological symptoms and it can be seen to be among 

the psychological symptom nodes in the B graph in Figure 5.1. Tender joints seem to be the 

main link between physical and inflammation symptoms. It can also be easily seen that 

inflammation symptoms do not have direct links to psychological symptoms, suggesting that 

the associations between these two groups is indirectly through physical symptoms. 

Inflammation symptoms do not have strong links with other symptoms, which suggest that 

doctors prescribing anti-inflammatory drugs will not be enough to cure patients of the other 

symptoms. A decrease in inflammation severity will lead directly to reduced tender joints, 

but if patients want to see a fast and direct effect on other symptoms like depression, a 

decrease in inflammation will not yield much benefit. This means that doctors need to treat 

not just inflammation for RA patients, but to be aware of the importance of other symptoms 

and how they affect the patients as a whole.  

This network structure is also reflected on a different dataset, which exhibits 

reliability of the utility of network science on symptom plots in rheumatoid arthritis. There 

are also 3 distinctive sections in the less data heavy IMPARTS data, but the general gist of 

information that was presented above is also evident in this plot. This achieves the first 

objective of estimating a network structure of symptoms in RA. It can be seen that the 

distinctive types of symptoms do cluster among themselves, with the exception of fatigue. 
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Inflammation symptoms are very different from other symptoms, most often only being 

connected by one symptom node (swollen joints).  

After achieving the network plot, further analysis can be carried out. A high degree 

centrality means that that particular node has many direct links, and thus a change in that 

node will have a major effect on many other nodes. Even though there are only four 

psychological symptoms out of the 15 total symptoms included in the network, dysphoria 

and anxiousness have the highest degree centrality. This hints towards how vital it is for 

doctors to not only care for the patients’ physical health, but also consider their 

psychological health. An increase in the severity score of PHQ2 (dysphoria) in depression 

will thus lead to an increase in severity in multiple other symptoms, for example pain and 

cognitive function (Brown et al., 2002), fatigue (Ulus et al., 2011), and disability (Peck et al., 

1989). Inflammation symptoms do not have high degree centrality scores, which can be 

partly explained by those symptoms being rather disconnected on the lower part of the 

network plot. However, one third of the symptoms included are inflammation, which shows 

that even though high inflammation scores suggest a high disease activity, symptom 

severity does not seem to share that association.  

Closeness centrality shows how closely linked symptoms are, and a node with high 

closeness centrality scores can spread information quickly along a network, and in this case, 

affect other symptoms effectively. Dysphoria and Anxiousness do not have the highest 

closeness centrality scores, suggesting that even though they are directly linked with many 

other symptoms (which results in a very high closeness score), the distance they have 

between inflammation symptoms is too large to give a high overall closeness score. Physical 

symptoms like Pain and Tender joints have the highest closeness score, which coincides with 

the network plot showing physical symptoms being in the middle, and thus have the 

shortest distance to all other symptoms. This means that any change to these physical 

symptoms will allow in quick changes in severity across the network. If clinicians want to 

quickly address several symptoms that are spiking, treating one of the physical symptoms 

that are abnormally high should prove to be more useful than just providing anti-

inflammatory drugs.  

Betweenness centrality shows how influential a node is to the entire network. Nodes 

will always travel between each other using the shortest path. A high betweenness score 

will mean that that particular node is in the middle of the shortest path of a lot of other 
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nodes, and thus the removal of this particular node will cause a lot of the shortest path to 

be diverted, thus having a huge effect on the overall network. Interestingly, an inflammation 

marker, total PD has the highest betweenness centrality score. It can be explained that total 

PD is the only connection that the entire network has with ESR and CRP, and thus a high 

betweenness score is created because every node travels through total PD to create a 

shortest path to ESR and CRP. RA is caused by a high level of inflammation, and a complete 

removal of inflammation in a patient will naturally mean that the patient should suffer from 

no more symptoms and thus the network will fall. However, it is not possible for 

inflammation to be completely removed. This means that even though inflammation 

symptoms do not possess the same influence as other major symptoms like PHQ2, GAD1, 

and fatigue, it is still helpful to keep inflammation as low as possible. A low degree, but high 

betweenness score suggests that inflammation do not have much direct links to most 

symptoms, but its indirect association still plays a significant role in how the network plays 

out.  

Expected influence, a concept coined by Robinaugh et al (2016), takes into account 

whether the edge weight (the correlation between two nodes) is positive or negative. 

Expected influence is only applied in weighted networks, which means that the there is an 

accurate association value between nodes instead of just 0 or 1, indicating whether there is 

a link or not. This is applied in this case because the regularised correlation shows that there 

are quite a lot of negative edge weight especially between total PD and other symptoms. 

Expected influence will thus be able to more accurately measure the weight and importance 

that any node has to the network. Robinaugh et al (2016) argues that a symptom with a lot 

of negative edges should not be classified as just a highly problematic node, but instead 

could mean that it will reduce the severity of other nodes. Total PD has the highest negative 

edge weight with Fatigue (-0.23 and thus not shown on network), which is interesting 

because it suggests that an increase in inflammation coincides with a decrease in fatigue. 

This could be due to patients with high inflammation being more unlikely to have less 

exercise, and thus less corresponding fatigue. The psychological symptoms, Dypshoria and 

Anxiousness have the highest expected influence which coincides with the centrality scores. 

This shows that psychological symptoms play a very important role in patients’ suffering in 

RA and has a large impact on many other symptoms in the network.  
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Bridging symptoms are key symptoms that connect between different areas of a 

symptom plot, which is something that will be of interest in this scenario in which we can 

estimate the symptom that led to such serious psychological symptoms in RA. However, no 

formal quantitative method exist yet (Jones et al., 2021), and a common way with high 

sensitivity (92.7%) and specificity (84.9%) is to look at bridge strength centrality. It is shown 

that fatigue is the physical symptom that has the highest bridge centrality score, while 

dysphoria has the highest score for psychological symptoms. Inflammatory markers all have 

low bridge centrality scores, which meant that there is not much influence on the other 

symptoms. 

Overall, psychological symptoms play a much bigger role in symptom networks in RA 

patients than expected. Mood in particular score the highest among several criteria, 

suggesting that a spike in low mood will play a big part in how other symptoms react. 

However, it is also shown that physical symptoms are very significant, and that with the high 

closeness centrality score, an immediate lowering of physical symptoms’ severity will lead to 

a quick effect on other spiking symptoms. This means that physical symptoms should be 

prioritized, instead of inflammation if physicians are looking for a treatment with fast effect 

on patients’ overall health. Evaluating the difference between physical symptoms’ centrality 

scores between the two TITRATE plot show that fatigue is scored much higher in the plot 

with the full PHQ and GAD symptom nodes. PHQ9 and GAD7 adds to a total of 16 

psychological symptoms, which is 64% of the total 25 symptoms included in the expanded 

TITRATE plot. With how closely connected psychological symptoms are, it is logical for these 

symptoms to have the highest centrality scores. This seem to suggest that fatigue is much 

more connected to psychological symptoms than other physical symptoms, suggesting the 

possibility of fatigue being the bridging symptom between Rheumatoid Arthritis and 

Depression. This is also affirmed by the bridge strength score that ranked fatigue as the 

symptom that has the highest influence on other communities. This makes sense because 

fatigue is regarded to have both physical and mental aspects (Mehta & Parasuraman, 2014). 

This means that a network plot that contains more psychological symptoms will make 

fatigue more central to the entire network which is reflected in the difference of the 

network plot for parts 1 and 2 of the TITRATE dataset. PHQ2 (mood) is the other symptom 

that has high overall scores with the possibility of being the bridging symptom. This shows 
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the duality of symptoms in RA and how important it is for clinicians to consider the 

psychological symptoms in patients when regarding the health and well-being.  

Having achieved both of the objectives, this study has shown that network science is 

indeed a valid and feasible method to utilize in looking at symptom severity in RA. It has 

allowed many symptoms to be included in the analysis and showed the distinctive clusters 

that different types of symptoms form. Common conceptions of symptoms are also 

reflected here, for example the influence of pain, the importance of inflammation and the 

strong associations between physicianVAS and swollen joints. The inclusion of a different 

dataset to affirm the network plot also helped with the reliability of this methodology. 

Network science revealed new findings, in particular fatigue being the main bridging 

symptom and the importance of psychological symptoms as a whole to RA patients. This can 

be interpreted as a connected finding because the importance of psychological symptoms 

increased the importance of fatigue, a physical symptom with strong links to the 

psychological aspects as well. Pain has always been the symptom that is heavily focused on 

by clinicians when prescribing treatment, but the revelation of fatigue as a bridging 

symptom should shift the focus. The dynamics of fatigue is something that needs to be 

considered and should be further researched on as to how does fatigue get activated in a RA 

network plot.  

Even though there are no current studies that looked at more than 3 symptoms in a 

longitudinal dataset, there are existing studies that looked at symptom associations in a 

cross-sectional format, using structural equation modelling approaches. These studies 

provide further rationale in exploring symptom interactions across many symptoms 

temporally. For example, a study consisting of 228 RA patients looked at fatigue using 

structural equation modelling (Rongen-van Dartel et al., 2016) discovered that there are 

multiple dimensions to fatigue, that these are directly influenced by sleep and physical 

functioning, and indirectly influenced by mood and pain. Furthermore, a different study that 

consists of 108 RA patients (Nicassio et al., 2012), also looking at fatigue using structural 

equation modelling, discovered that sleep quality, disease activity and mood are the main 

influencing factors for fatigue. While these studies provide important insights there is an 

important limitation of this approach. Specifically, the ‘network’ of symptoms in these 

studies study is still relatively limited, particularly in the number of endogenous variables 

that can be included, and the associations must be specified directly as regression paths 
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that are assumed to be causal, though in reality cannot be (Hofmann et al., 2020). While the 

number of endogenous variables included is not typically an issue for structural equation 

models based on cross-sectional data, models with large numbers of endogenous variables 

applied to longitudinal data become increasingly difficult to estimate and interpret (as will 

be considered in the next chapter). Furthermore, control for confounding across highly 

related variables can be problematic leading to the overestimation of some coefficients, 

that require shrinkage, and underestimation of other (Epskamp & Fried, 2018). A network 

approach solves both of these problems (Hofmann et al., 2020). Though, as both structural 

equation modelling and some network approaches can be seen as extensions to the 

standard general linear model, it is possible to consider a network approach as essentially 

an extension to structural equation models. In fact, generalisations combining features of 

structural equation models (e.g. latent variables) within network approaches are available 

(Epskamp, Rhemtulla, et al., 2017). Combined this evidence point strongly to the need for 

the use of network approaches in RA to further the understanding of the complex dynamical 

association between individual symptoms over-time. 

One of the major weaknesses of this methodology is the inability to see the direction 

of the edge. This is due to the nature of the dataset, and thus a longitudinal dataset is 

required to ascertain the direction. The revelation of direction in a network plot will enable 

more understanding in between symptoms, and allow researchers to try and gauge 

causality. The problem of a bridging symptom is also more likely to be solved with the 

inclusion of longitudinal data. Fatigue is calculated using questions 1, 3 and 7 of the FACIT 

scale, and a possible method to improve on this study is to separate fatigue into these 3 

components in the network plot. This study has shown that fatigue is a major symptom to 

be considered, and thus a deeper dive into how components of fatigue affect other 

symptoms will be very helpful for clinicians. It will also be important to see how 

inflammation is connected to the components of fatigue, because inflammation is very 

often the activator in a RA network plot. It is also important to note that both studies 

involved in this data analysis were cross-sectional studies which means that the results 

derived from this analysis should be considered with care, and not be taken as direct 

evidence of causal links. Significant associations that derive from cross-sectional datasets 

are not sufficient to show either the direction of the association let alone a causal link 

between the variables. Though, were an association is not observed there is strong evidence 
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against a causal link. This chapter can be considered as more of an assessment of the utility 

and the feasibility that looked at the possibility of using network approach to analyse a large 

amount of data and variables. As such, it provides an indication of the topography of 

symptoms through a biopsychosocial continuum, and manages to reflect current literature 

and also show promise in divulging new associations through further analysis 

The results from this study show that network analysis of cross-sectional data 

coincides with a lot of existing study on the findings. Pain, fatigue are symptoms that plays a 

major role in how a RA patient experience life daily, and that inflammation is an important 

key to having low overall disease activity. However, it also shows that common treatments 

currently (anti-inflammation drugs) are not always enough to treat patients, especially those 

with a high psychological severity score. GAD1 and PHQ2 have very high degree centrality 

scores and expected influence in the network plot, and thus are important symptoms to 

watch out for as well. Network structure of a RA symptoms has been estimated using 

different datasets, and the possibility of a bridging symptom is also investigated, thus 

reaching the aim of proving the feasibility of network science in RA. This study can be 

improved though, in terms of using longitudinal data that will have provide the possibility of 

looking at direction of influence, and causality.  
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6. Longitudinal Assessment and Effects of Symptom 

Variability 
 

6.1 Overview of Longitudinal Assessment and Effects of Symptom Variability 
 

This chapter uses the longitudinal data collected in the IA-COVID study that is during a time 

with no governmental restrictions. Even though there are no governmental restrictions, it is 

important to note that RA patients were advised to engage in shielding practice during the 

pandemic (Mikuls et al., 2021). This means that RA patients were likely to still be relatively 

isolated from the public and social distancing since quarantining was strongly encouraged 

even during periods of no governmental restrictions. The main IA-COVID study, a 

prospective observational study of 338 people with inflammatory arthritis over one year 

from June 2020 to June 2021 identified that in June 2020, 79.9% of respondents reported 

social distancing by staying at home all or most of the time. This shielding naturally leads to 

social isolation for many people, which has implications for their mental health (Cook et al., 

2021). 

This builds on the previous chapter by utilising network science to look at individual 

symptom plots, and also the inclusion of analysing longitudinal data to explore the 

symptoms. The purpose of this chapter was to check if there are any diurnal variations in 

symptoms, and also uses a mixed effect model for the first time in this thesis to test for 

temporal associations. Furthermore, the effect of symptom variability is also investigated by 

the use of network science. This Chapter is adapted from one of two IA-COVID papers that 

will be published, and thus there will be repetitions in introduction and methodology.  

 

6.2 Introduction 

 
Inflammatory arthritis (IA), including rheumatoid arthritis (RA), psoriatic arthritis and 

ankylosing spondylitis are chronic inflammatory disorders, which may lead to disability, and 

increased comorbidity and mortality risk (Lee et al., 2018; Scher et al., 2020; Smolen & 

Aletaha, 2015). IA has many symptoms, including most commonly joint stiffness & swelling, 

pain, and fatigue, plus other factors associated with comorbidities such as low mood (NHS, 
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2019). Managing the severity of these symptoms is the focus of most treatments and 

research, but several studies (Finan et al., 2010; Smith & Zautra, 2002) highlighted the 

fluctuating nature of these symptoms, which typically vary across weeks and days. Research 

on IA symptoms over-time is generally confined to assessment that are months or even 

years apart, limiting our understanding of fluctuations in symptoms over shorter periods.  

A study considering biomarkers in arthritis (Kong et al., 2006) indicated that there 

needs to be a standardized time for biomarker samplings such as serum hyaluronan (HA) 

and high-sensitivity C-reactive protein (hsCRP) because of the significant variations 

throughout a day. Biomarkers reflect the level of disease activity (Boyd et al., 2020), and 

thus this diurnal variation in biomarkers will most likely suggest that symptoms fluctuate 

throughout a day as well. It has been established that pain, fatigue and stiffness vary from 

day-to-day (Schanberg et al., 2003; Zautra et al., 2007). However, no studies have 

objectively considered intra-day fluctuations. Diurnal variation in stiffness has been 

considered, with early morning stiffness being a classic feature of rheumatoid arthritis 

(Scott, 1960), but patterns for pain and fatigue currently have not (Harkness et al., 1982). 

Intra-day variations have been investigated in other conditions, for example cancer where 

fatigue, sleep, depression, and activity are looked at before and after infusions to see if 

there are any differences (Jim et al., 2011). It was shown that there are significant changes 

in all symptoms measured after infusions, and that associations between symptoms 

changed as well after infusions. It has also been established that there are diurnal variations 

in depressive symptoms, with an exacerbation in early morning classified as part of the DSM 

criteria (Wirz-Justice, 2008). The variability of mood in particular has been investigated in 

several studies that looks at mood in depressed patients and gender differences in mood 

(Adan & Sanchez-Turet, 2001; Haug & Fahndrich, 1990). It is also established in a systematic 

review by Dickens et al (2002) that there is a strong association between depression and 

arthritis, which suggests the fluctuant nature of mood which is a key symptom in 

depression, is likely to be influential in patients with arthritis as well. 

The scoping review in Chapter 3 demonstrated that most studies only capture less 

than three symptoms over a limited number of data points, and without examining dynamic 

changes over time specifically while focusing mainly on the associations between 

symptoms. These studies mostly only gather 1 to 3 data points a day, or in studies where 

there are more than 5 data points a day, is only carried out for a week. None of the studies 
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also looked at how symptom variability may be an independent predictor of symptom 

outcomes. This means that studies have been unable to reveal diurnal variations and 

fluctuations of symptoms over-time. Intensive longitudinal data capture, through ecological 

momentary assessment (EMA), allows for symptom severity to be tracked throughout the 

day; allowing for the possibility of symptom variabilities to be explored (Kratz et al., 2017). A 

recent systematic review of the use of EMA in chronic pain  (May et al., 2018) shows the 

feasibility of using EMA for pain, which is one of the main symptoms of IA. A total of 105 

papers from 62 projects of EMA in pain research is included in this review, showing the 

availability and feasibility of using EMA in pain. It was also discovered that most of these 

studies studied the within-person associations between pain and other variables, showing 

the potential uses of intensive longitudinal data for each participant. The average 

completion rate among those projects were 86%, suggesting the viability of using EMA. 

However, none of these studies were related to IA, showing the gap in literature. 

  EMA studies capturing multiple symptoms are challenging to analyse because of the 

number of possible interrelations between variables that can be considered.  The network 

approach to psychopathology by Borsboom (2008b) considers disorders as an interacting 

system of mutually reinforcing symptoms that considers the associations between all 

symptoms. This theory has been gaining traction and is a growing area of research interest 

(Robinaugh et al., 2020). Symptom networks can readily be extended to incorporate 

physical as well as psychological symptoms, ideal for looking at comorbidities (Cramer et al., 

2010). Network models may provide additional insights into within-day symptom 

fluctuations by demonstrating the strength of the association between different symptoms 

over-time. 

 

 

6.3 Aims and Objectives:  

The aim of this study is to investigate within-person variability in symptoms of physical and 

mental health in a sample of people with inflammatory arthritis over a period of ten days. It 

is important to investigate whether collecting intensive longitudinal data is useful, and 

necessary to provide extra information that cross-sectional data could not. This will be 

achieved through these objectives below: 
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1) Determine variability in symptoms of physical and mental health during the day. 

2) Identify temporal associations by looking at how physical symptoms, mental 

symptoms, and physical activity are influenced by previous time points’. 

3) Are there any differences in symptom network plots between patients with 

fluctuating data compared to one with not much changes throughout the 10 days? 

 

 

6.4 Methods 

 

6.4.1 Patients and Study Design 

 

Participants who had participated in the main IA-COVID observational study and 

consented to contact  for further studies were contacted via email, where they were sent a 

participation information sheet and consent form. This email invited the participants to 

participate in two further studies, a telephone interview study and the EMA component that 

Chapters 6 and 7 are based on. Only those that indicated consent for the EMA component 

were then further emailed to be invited to participate in the EMA sub-study. Recruitment 

was done in batches on a weekly basis until the minimum target sample size for each of the 

sub-studies was achieved. 

This prospective observational study used an EMA approach, with participants 

providing assessments six times per day for a period of ten days. Specifically, surveys were 

sent at 9am, 11am, 1pm, 3pm, 5pm and finally at 8pm asking participants to complete 

ratings of physical and mental health symptoms, plus information about activities and social 

interactions in the last hour. The final survey at 8pm contained additional questions 

regarding functioning during the day and sleep during the previous night and during the day. 

This study received approval from the King’s College London Research Ethics Committee 

(Ref Number: LRS-19/20-18186). Data were collected during July and August 2020, during a 

period when pandemic related restrictions were relatively relaxed. Participants were 

recruited from the IA-COVID study, a mixed-methods prospective study which recruited a 

participant pool in June 2020 through communications on social media (i.e. Twitter, 
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Facebook) and also through charities (e.g. Arthritis Action). Participants in the IA-COVID 

study provided consent for contact for potential recruitment to further studies. In total, 338 

patients were recruited to the IA-COVID study, of these 328 (97%) provided consent for 

contact. We approached a total of 218 participants to achieve our target sample size of at 

least 30 participants; recruiting 31 in total. Similar sample sizes were recruited for other 

longitudinal studies involving EMA and musculoskeletal disorders (Tung et al., 2021). 

Initially, the APPro study was supposed to be carried out before but due to the COVID-19 

pandemic, it was delayed. This means that this study was then designed and carried out 

during the pandemic to collect data. Thus, the sample size here is based on that of the 

APPro study and presented as an opportunity as a pilot for both the data collection methods 

(EMA Surveys) and also the sample size.   

One participant had no data for the baseline survey, and thus is omitted from the 

study, resulting in only 30 participants. Participants were only recruited to participate in the 

EMA sub-study upon consent of the original baseline survey study. This means that there 

might be an issue with the ID generated, for example the ID did not get automatically pulled 

through from the invitational email link to Qualtrics due to a technical error, which cause a 

patient’s baseline data to not be linked to the EMA data. Another possible reason is that 

someone passed on the link to the EMA study to a friend, which resulted in there being no 

baseline data related. The surveys that are sent to the participants can be seen in Appendix 

C. 

The inclusion criteria for the IA-COVID study were a diagnosis of inflammatory 

arthritis (e.g. rheumatoid arthritis, psoriatic arthritis, ankylosing spondylitis), at least 18 

years of age, and living in the UK. We did not have any specific exclusion criteria that were 

applied for this study, though individuals without access to a mobile phone with internet 

capability would have not been able to sign up.  

 

6.4.2 Measurements 

 

Questions regarding physical symptoms were asked six times a day, using a numerical rating 

scale (NRS) from 0 to 10, with 0 being none, 5 being moderate and 10 being extreme. The 

symptoms included are pain, fatigue, and joint stiffness. Pain and fatigue are the most 

commonly included physical symptoms in EMA studies in musculoskeletal disorders, with 
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pain appearing in 17/21 studies and fatigue in 3/21 studies (Tung et al., 2021). Joint stiffness 

is included because it is very common in IA patients and also associated with inflammation, 

which is key in IA (Khurana & Berney, 2005). 

Psychological symptoms, including both positive affect and negative affect were also 

asked six times a day, using the same scale as the physical symptoms. These symptoms 

include lonely, anxious, irritable, content, enthusiastic and cheerful. These measurements 

were chosen to fairly depict both positive and negative affect and also include both high 

valence and low valence psychological symptoms. Irritable and Enthusiastic are symptoms 

taken from Positive and Negative Affect Schedule (PANAS) that is developed by Watson, 

Clark & Tellegen (1988). Anxious and mood symptoms like content and cheerful are 

included to get a gauge of participants’ depression and anxiety states, while loneliness was 

chosen because it is significantly associated with both depression and anxiety (Ebesutani et 

al., 2015).   

There are three physical symptoms, three positive affect symptoms and three 

negative affect symptoms so that all aspects of participants’ symptoms can be measured. 

The number of symptoms included in the study were capped at nine to prevent over-

burdening the participants with too many questions. Pilot tests have been run that ensured 

9 measurements to be a suitable number. More symptoms could have been included, 

however because of the number of times that participants have to follow up, it has been 

decided that there should be a limit on the number of symptoms recorded so that 

participants will not be over-burdened.  

The use of the numerical rating scale from 0-10 is acceptable in this case, as it has 

been validated for use in pain by three different datasets in a study by Von Baeyer et al 

(2009). Although the visual analogue scale (VAS) is the most popular and reliable method of 

measuring pain (Bijur et al., 2001), the NRS has been shown by Bijur, Latimer & Gallagher 

(2003) to be a reliable substitute. The NRS has also been established as a reliable and valid 

scale for fatigue (Nicklin et al., 2010). Three new variables are also created from the 

aforementioned nine measurements, named physical symptom, positive affect and negative 

affect. Physical symptom includes the average score for pain, joint stiffness, and fatigue, 

positive affect includes the average score for content, enthusiastic, and cheerful, and 

negative affect includes the average score for lonely, anxious, and irritable. These average 
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scores were created so that we can look at each aspect of symptoms as a whole and to 

allow analysis between each aspect easily. 

The rest of the measurements were recorded once a day, at 8pm because of the 

static scores. These include daily well-being questions which were scored using the same 

NRS, including questions about joint and muscle symptoms, problems performing tasks, 

enjoyment from tasks and social interactions and support available throughout the day. 

These questions were asked only once a day because they are unlikely to vary as much 

throughout a day, or are regarding the culmination of the whole day, for example the social 

interaction questions. Participants were also asked if they may have COVID-19, or are 

experiencing any of the symptoms including fever, difficulty breathing, coughing, headache, 

and loss of smell/taste. These questions were asked because severe COVID-19 symptoms 

would impact on the survey answers from before, and thus will have to be checked. The 

hours and quality of sleep from the previous night, and if there was a nap during the day 

were also asked. Sleep is an important variable to investigate because sleep pattern is 

significantly associated with pain in Rheumatoid Arthritis (Drewes et al., 1998). RA patients 

are also shown to have poor sleep quality overall, with a significant association with 

depression as well (Goes et al., 2017). This shows that sleep has a connection with both the 

physical and psychological aspects of IA, and thus will be important when looking at 

variability in those symptoms over time. One of the main strength of EMA methodology is 

the elimination of recall bias since participants are asked questions that concern the current 

situation. However, questions regarding sleep are only asked at the end of the following day 

at 8pm for this study. It was designed this way because of input from expert patients that 

indicate the preference for minimising response burden by having only one longer 

questionnaire each day that has additional questions asked once per day. Furthermore, with 

the need to enquire about naps throughout the day, it is not possible to ask questions 

regarding sleep at the beginning of each day. This means that in a bid to balance patient 

burden, it is necessary to ask questions regarding sleep quality in the last measurement of 

the following day. 
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6.4.3 Statistical Analysis 

 
In order to commence with analysis, the survey data has to be manipulated into a form that 

can be used in STATA first. Time variables are recoded to allow for a time series analysis to 

be set up. This is done by creating variables for each day, and also each time of day and 

combining them together to create a unique time point for each input. Some variables, for 

example physical activity and COVID-19 symptoms are also re-coded to enable analysis.  

Missing data were looked at to make sure that there was enough longitudinal data 

to be analysed. Participants were included in the analysis if there are consecutive 

measurements collected on least five days. It was also being observed if there is a particular 

time or day that data collection dropped. This is done by creating bar graphs for each time 

interval, and day interval with the y-axis showing the percent of surveys completed at each 

interval. 

Descriptive statistics including mean, within and between person standard deviation 

were carried out. This shows how variables vary between participants and within 

participants throughout the study. Histograms were also created for physical symptoms, 

positive affect, negative affect, and physical activity to see the general distribution of scores. 

Line plots were then created for each symptom relative to the 6 time points to display how 

the symptom scores vary throughout the different time points from 9am to 8pm. This 

addressed the first objective of looking at variability throughout a day. Effect size were also 

calculated for each of the symptoms to see if the variability is significant. This is done by 

dividing the difference between the highest point and lowest point of the line chart by the 

between standard deviation. It is important to look at effect size instead of just p-values 

because while with a large sample, a statistical test will ultimately demonstrate a significant 

difference even where the actual difference is negligible, and effect sizes are not influenced 

by a large sample size (Sullivan & Feinn, 2012). Furthermore, effect size also helps to 

determine the size of the effect and helps to inform about situations where a non-

significant finding may be a Type 2 Error and an effect exists, for example, when the test is 

underpowered. The framework for which effect size is being interpreted follow Cohen’s 

rules of thumb for interpreting a mean difference standardised against the pooled standard 

deviation (termed Cohen’s d), where a small effect size is considered to be 0.2, medium 

effect size 0.5, and large effect 0.8 (Selya et al., 2012).  
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To achieve the second objective, lagged variables are created for each of the main 

symptoms, which is a variable that starts in a preceding period. This allows researchers to 

investigate associations not just between variables, but also between different time points 

of each variable. To calculate temporal associations, lagged variables need to be detected 

for association with the original variables. A cross-lagged correlation table is created first to 

observe for any possible connections between variables and the lagged counterparts.  After 

establishing possible connections, the time-series data was then used in a dynamic 

autoregressive model to look for direction between any associations between variables. 

Mixed effects regression was carried out to test for significance between variables and lag-1 

variables, and these mixed models were used to account for observations nested within 

patients, and the correlation between the residual errors follow an autoregressive process 

of order 1. The significant associations were then exported to a panel model to be displayed 

in the results section 

In order to address the third objective, line plots for the severity of symptoms over 

the 10 days for all participants were created. From these plots, 4 participants were chosen, 

one with very high variability of symptoms, one with a flare in symptoms, and two with low 

variability but varies in severity. Only 4 was chosen out of the sample because it was only 

necessary to choose participants with different variability of symptoms, and only qualitative 

output was derived from the network plots. These network plots will allow further 

understanding of how the fluctuant nature of symptoms affect participants and the 

interactions between symptoms. Any notable differences between a fluctuant symptom 

network plot and a stable symptom network plot may allow researchers to understand the 

dangers of symptom variability in IA. After choosing the four participants, a correlation 

matrix for each was created and then a network plot derived from those.  

The analysis was mostly carried out in STATA including the line plots for the third 

objective. Only the network plot was created using qgraph in R.  

 

6.5 Results 

6.5.1 Demographics and Descriptives 

 
Two additional participants were excluded in the further analysis of participants because 

not enough longitudinal data were achieved; out of 60 possible data inputs, they only 
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contributed four times and 13 times respectively. The 28 included participants have had a 

mean of 50 entries. Table 6.1 shows the demographics for all.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  N = 30 
Age (Mean (Range))  47.9 (38-59) 
Gender Male 7 (23.3%) 
 Female 23 (76.7%) 
IA Subtype Psoriatic Arthritis 16 (53.3%) 
 Rheumatoid Arthritis 7 (23.3%) 
 Spondylarthritis 4 (13.3%) 
 Connective Tissue Disease  3 (10.0%)  
Diagnosis Year  2011 (2006-2018) 
Ethnicity White 27 (90.0%) 
 Black 1 (3.3%) 
 Mixed 2 (6.7%)  
Education No formal education 2 (6.7%) 
 O levels 2 (6.7%) 
 A levels 10 (33.3%) 
 Undergraduate 8 (26.7%) 
 Postgraduate  8 (26.7%) 
Smoker Never smoked 15 (50.0%) 
 Ex-smoker 10 (33.3%)  
 Current smoker 5 (16.7%) 
BMI  29.2 (24.8 – 33.2)  

Table 6.1: Demographics 
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6.5.2 Missing Data 
 

 

 

 

 

 

 

 

 

 

 

 

From the 28 participants included in this study, it is important to see how much missing data 

there are and if there are any particular time or day that may stand out. There is a general 

downward trend of completion from 9am, but there is still about a 75% completion rate at 

8pm. The first two days of the study have a 100% completion rate, with a slight dip in day 

three. It rose again for a constant percentage from day four to day seven which suggests 

that the dip is likely not very important. The percentage completed each day never drops 

below 87% though, which shows quite a constant participation throughout the study. 

Figure 6.2 below shows the respective percentage for each score of the three main 

aspects of symptoms, and physical activity (physact). It shows that the average scores for 

physical symptoms (physymp) and positive affect (paffect) are quite close to 5, while 

negative affect (naffect) seems to be very low, with 50% having a score of 0 or 1.  

 

 

 

 

 

 

 

Figure 6.1: Percentage completed for each day, and each time of day. 
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Figure 6.2: Distribution of percentage of scores for physical symptoms, positive affect, negative affect and 
physical activity 
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Table 6.2: Descriptive Statistics for Symptoms  

Variables Number of 

participants 

(average number 

of assessments) 

Mean  Between 

S.D. 

Within 

S.D. 

Pain 28 (50) 4.2 2.6 1.2 

Joint stiffness 28 (50) 4.4 2.4 1.3 

Fatigue  28 (50) 4.4 2.6 1.5 

Loneliness 28 (50) 0.6 0.8 1.0 

Anxiousness 28 (50) 1.4 1.6 1.4 

Irritable 28 (50) 1.5 1.4 1.6 

Content 28 (50) 5.3 2.1 1.8 

Enthusiastic 28 (50) 4.8 2.0 1.7 

Cheerful 28 (50) 5.5 2.3 1.7 

Joint pain effect 28 (8.4) 4.7 2.3 1.2 

Difficulty performing 

task 

28 (8.4) 4.3 2.4 1.4 

Enjoyment from 

task 

28 (8.4) 5.8 1.5 1.7 

Satisfaction from 

social interaction 

28 (8.4) 6.3 1.9 1.9 

How supported they 

feel 

28 (8.4) 6.2 1.8 1.9 

Quality of sleep 28 (8.4) 5.2 1.8 1.5 

 

 

Table 6.2 shows the descriptive statistics for all symptoms measured in this study. Both 

between and within person Standard Deviation are shown here. Between-person standard 

deviation describes the variation of symptom severity scores between different participants, 

while within-person describes how a certain symptom varies within a participant 

throughout the study. For example, pain has a between-person standard deviation of 2.6, 
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and a 1.2 for within-person standard deviation. This showed that pain scores vary much 

more between participants, compared to how pain scores vary throughout the study for 

each participant. A symptom score with very high within-person standard deviation, for 

example irritable with a score of 1.608 compared to 1.409 for between-person, signifies that 

irritability scores are quite similar for all participants, but has a large variation for each 

participant throughout the study. Within-person standard deviation thus allows a quick look 

into the variability of symptoms, albeit for the whole duration of the study. This means that 

in order to address the first objective, diurnal variation needs to be looked at to see how 

symptoms vary through the course of a day. Table 2 shows that the average score for 

negative affect is relatively low (range of 0.6 to 1.5) compared to positive affect (range of 

4.8 to 5.5). The standard deviation of negative affect is high, suggesting that negative affect 

is prone to fluctuations throughout the study. Only four variables have a within S.D. that is 

higher than between S.D., and 2 of the variables, loneliness and irritability, are negative 

affect symptoms. This seems to suggest that negative affect is relatively stable between 

participants, but varies throughout the study for each participant more.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 159 

6.5.3 Diurnal patterns 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.3: Line plots of symptom severity throughout a day 
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To address the first objective of looking at variability throughout a day, line plots for each 

symptom scores over time are shown in Figure 6.3. Negative affect symptoms (loneliness, 

irritability, and anxiousness) are consistent throughout the day (effect size = 0.30). Positive 

affect symptoms (contentness, enthusiasm and cheerfulness) have a constantly increasing 

score from 9am to 8pm (effect size = 0.43), suggesting that participants feel more positive 

as the day goes on, coinciding with the drop in physical symptoms. Physical symptoms 

(effect size = 0.14) drop in severity as the day goes by, with joint stiffness (effect size = 0.43) 

having a massive decrease after the first measurement at 9am. This coincides with what is 

known about joint stiffness being much higher in the morning. Fatigue had a short increase 

at around 4pm but decreases again after 6pm. From the diurnal patterns, negative affect 

does not have much variation throughout the day, with a small decrease at the end of the 

day. Positive affect on the other hand increased as the day goes on, coinciding with 

decreasing physical symptoms. After defining the variability of measurements through the 

course of a day, it is important to investigate if there are any influences on the variability, 

and how different measurements affect each other’s variability. This corresponds to the 

second objective, where temporal associations between measurements and their lagged 

components are looked at.  

 

6.5.4 Cross-correlation and Dynamic Modelling 
 

In order to look at temporal associations, 6 lagged variables are created for each of the EMA 

measurements. There should be a high correlation between the lagged variables of each 

individual measurement because a certain symptom should be similar to the previous 

measurement of just a two hours ago. This autocorrelation of each variable and its lagged 

products can be seen in Appendix C. Physical symptoms have the strongest correlation 

amongst the lagged variables, with the association between lag 1 and lag 6 having a 

correlation value of 0.87. Negative affect symptoms on the other hand had the lowest 

lagged correlation, with lag 1 and lag 6 having a value of 0.58.  

After establishing the validity of the lagged variables through the autocorrelation, 

the next step will be to identify possible temporal connection between measurements. This 

is done by using cross-correlations between physical symptoms, positive affect and negative 

affect symptoms which can be seen in Table 6.3 below. 
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Physical 

Symptoms 

Negative 

Affect 

Positive 

Affect 

Lag-1 

Physical 

Symptom 

Lag-1 

Negative 

Affect 

Lag-1 

Positive 

Affect 

Physical 

Symptoms 
1 0.37 -0.06 0.90 0.35 -0.02 

Negative 

Affect 
 1 -0.22 0.35 0.71 -0.16 

Positive 

Affect 
  1 -0.03 -0.15 0.80 

Lag-1 

Physical 

Symptom 

   1 0.37 -0.06 

Lag-1 

Negative 

Affect 

    1 -0.22 

Lag-1 

Positive 

Affect 

     1 

 

Table 6.3 shows that between each variable and their lagged counterpart, there is a 

strong correlation (lowest is 0.71 for negative affect and lag-1 negative affect). The 

significance for all the correlations between the original value and the lagged counterpart is 

significant, with p-value < 0.01 which reaffirms the autocorrelation values mentioned above. 

Comparing between symptoms, positive affect, and lag 1 negative affect, and negative 

affect and lag 1 positive affect showcases a significant negative correlation. This means that 

an increase in either affect will lead to a decrease in the other affect which is logical. It is 

also shown that there is a significant weak correlation between physical symptom and lag-1 

negative affect, which may suggest that current negative affect plays a part in higher 

physical symptom severity in the next period. There is also a significant correlation between 

Table 6.3: Cross-lagged correlations 
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lag-1 physical symptom and current negative affect, suggesting that the influence between 

negative affect and physical symptom may go both ways. The only non-significant 

correlation here is between physical symptoms and lag-1 positive affect, and positive affect 

and lag-1 physical symptom.  

These correlations show temporal connections between symptoms however it does 

not show any associations or directions between the correlations. The significant 

correlations between symptoms exist for both directions, and thus not revealing any causal 

possibilities. Dynamic regression models between these significant correlations have to be 

created to show significance tests between variables to infer more from these correlations. 

 

Dynamic Regression Models: 

 

Dynamic mixed effects autoregressive models between physical symptoms, positive affect, 

negative affect, physical activity, and the lag-1 components are shown in Appendix C. 

Significant associations between these variables were then gathered and displayed in the 

form of a panel model in Figure 6.4 below. The only associations shown are significant, and 

all directions of the arrows are from lag-1 to current period. The coefficients of the 

significant associations are also shown above the arrows.  
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Dynamic regressions incorporate lagged variables and attempts to see if variables in 

a lagged period have a significant association with another variable. In Table 6.3, it was 

found that there is a cross-lagged correlation between negative affect and physical 

symptom, however the direction of correlation was unclear. Figure 6.4 shows that lag-1 

negative affect and physical symptoms is significant with a p value of 0.020 and 95% CI 

[0.0053,0.062], however it also does not show any significant associations between lag-1 

physical symptom and negative affect. This is suggestive of a causal relationship where 

current negative affect has a causal relationship with physical symptom in the next time 

period, while physical symptoms do not seem to have much effect on the next period’s 

negative affect symptoms. 

Lag-1 physical symptoms are also significant with positive affect with a p value of 

0.008 and 95% CI [0.041, 0.27], while there is a lack of significance between lag-1 positive 

affect and physical symptoms. This suggests that current physical symptoms play a major 

Figure 6.4: Autoregressive Cross-Lagged Panel Model 

Lag1 Physical Symptom Physical Symptom 

Lag1 Positive Affect Positive Affect 

Lag1 Negative Affect Negative Affect 

Lag1 Physical Activity Physical Activity 

-0.10 

0.15 

0.
03

 

0.61 

0.14 

0.17 

0.14 

0.47 

0.
07
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role in positive affect of the patient in the next time period. In Table 6.3, it was discovered 

that there are only non-significant correlations between positive affect and physical 

symptom, suggesting no linear and temporal correlations between the two variables. This 

showed how vital it is to carry out mixed effects regression to have a more accurate look at 

how variables influence each other. Compared to the non-significant association with 

negative affect (p-value = 0.89), physical symptoms play a bigger role in influencing positive 

affect compared to negative affect for the next period. Positive affect is significantly 

associated with lag-1 of all other symptoms, suggesting that a positive affect is more easily 

affected by other symptoms and physical activity, and that it may be a very fluctuant 

symptom.  

Finally, it is also shown that lag-1 positive affect is the only variable that is significant 

with physical activity with a p value of 0.006 and 95% CI [-0.30, -0.05]. This suggests that a 

high positive affect will probably influence participants to be more active in the next time 

period. There are no significant associations between physical symptom and physical 

activity.  

 

6.5.5 Network Model 
 

The dynamic mixed effects models revealed significant associations and potential direction 

between variables through time, but those were based after all participants’ data. 

Participants’ symptom variability change over time, and as mentioned by Tung (2021), is a 

key factor that should be investigated which may affect symptom severity. This leads to the 

third objective, which investigates if network plot of fluctuant symptom severity has any 

distinctive differences compared to network plot of stable symptom severity. Relative to all 

other participants, a participant with particularly high variability in symptom severity, one 

with a sudden flare in physical symptoms, and two with low variability (one with high 

severity and one with low severity) are chosen for the network model analysis by looking at 

the line graph of each participant. The line graphs of these 4 participants could be seen in 

Appendix C.  

Figure 6.5 below shows the participant with fluctuant symptom, while Figure 6.6 

shows a participant that had a spike in symptom severity. Figure 6.7 and 6.8 respectively 

shows a symptom plot of participant with low variability, however Figure 6.7 has low 
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symptom severity as well while Figure 6.8 has high symptom severity. These network plots 

will allow the difference between a fluctuant and stable symptom variability to be 

investigated, and also how symptom severity may affect the symptom plot.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.5: Network Plot of Fluctuant Symptoms 

Figure 6.6: Network Plot of Flare in Symptoms 
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Figure 6.7: Network Plot of Stable Symptoms with Low Severity 

Figure 6.8: Network Plot of Stable Symptoms with High Severity 
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Comparing Figures 6.7 and 6.8 that to Figure 6.5, we can see that the difference 

between low and high fluctuating symptoms is that fatigue seems to be disconnected from 

physical symptoms in a patient with high fluctuating symptoms. Figure 6.5 has Fatigue 

connected to the positive affect symptoms, while the other physical symptoms are 

disconnected at the bottom right. In low variability state, fatigue is closely related to pain 

and joint stiffness in those. This suggests that fatigue is much more closely related to the 

psychological aspects in a patient with high symptom variability compared to the other 

physical symptoms.   

Figure 6.6 shows a patient with a sudden flare of symptoms. Besides anxiety and 

loneliness, symptoms are all very closely connected. This shows that a flare in symptom will 

result in most symptoms being affected simultaneously and resulting in a close-knit network 

plot, including positive affect symptoms. Only irritability as a negative affect symptom is 

included, which shows that positive affect seems to be more influenced in the case of a 

flare.  

Panels 6.7 and 6.8 also shows the difference between a consistent low symptom 

rating and a consistent high symptom rating. In low severity state, the physical symptoms 

are on their own in the top left-hand corner, while high severity state shows the physical 

symptoms being closely related to negative affect. This shows that in the situation of low 

symptom severity, the psychological symptoms are more isolated and less influenced by the 

physical symptoms. In high symptom severity states, it is thus more likely for physical 

symptoms to affect the psychological symptoms of participants, meaning that the severity 

of all symptoms is likely to be higher than usual.  

 

Sensitivity Analysis: 

 

Sensitivity analysis were also carried out on these 4 network models to establish the 

accuracy of the edges. A graph that compares between the bootstrap mean and sample 

mean will be shown for each of the network models, and each graph will also contain the 

95% confidence interval. The y-axis of the graph represents each of the edges, but the labels 

will not be shown because this analysis wants to examine the overall robustness of the 
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edges, instead of particular edges. The x-axis shows the edge weight, and any weight that is 

above or below 0 should be represented on the network plot. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.9: Graph for accuracy of edge-weight for Patient A 

Figure 6.10: Graph for accuracy of edge-weight for Patient B 
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Figure 6.11: Graph for accuracy of edge-weight for Patient C 

Figure 6.12: Graph for accuracy of edge-weight for Patient D 
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Figures 6.9 to 6.12 shows the bootstrap mean and sample mean for each of the 

edges, alongside the 95% confidence interval. It can be seen that in general, all four graphs 

show large confidence interval, which meant that some care needs to be taken when 

considering the edges of the graphs. Figures 6.9 and 6.11 especially showed that a large 

number of edges are missing in the sample data when the bootstrap means showed that it 

is above or below 0. This is largely because those participants had less data entry than 

Figures 6.10 and 6.12, and the smaller sample size resulted in a less accurate edge-weight 

estimation. These accuracy tests showed that doing individual network plots could be 

difficult especially because of the smaller sample size which means the interpretation of the 

edges need to be carefully considered.  

 

6.6 Discussion 
 

This longitudinal study carried out during the end of the lockdown implemented by the UK 

government investigated the variability and temporal associations between physical and 

psychological symptoms in participants with IA. It is found that most symptoms vary 

between participants more than within participants, besides loneliness, irritability, feeling 

supported and enjoyment from task. Both loneliness and feeling supported socially stems 

from the amount of social contact that participants have at that particular time (Drageset, 

2004), which may vary wildly throughout a day. Diurnal variations showed that negative 

affect does not vary much throughout a day, while positive affect increases and physical 

symptom decreases. Temporal associations discovered that the direction of association 

between negative affect and physical symptoms is from negative affect, while the direction 

between physical symptoms and positive affect is from physical symptoms. Positive affect is 

also significantly associated with both lag-1 negative affect and lag-1 physical activity, 

suggesting that it is highly fluctuant because it could vary according to any of these variables 

in the previous time point. It is also revealed that positive affect is the only variable that 

affects next time period’s physical activity. In order to investigate if fluctuant symptom 

severity differs from stable symptom severity, network plots between particular participants 

showed that in a high fluctuant network, fatigue is disconnected from other physical 

symptoms and are clustered with psychological symptoms instead. High symptom severity 
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network plots also differ from low severity in a stable variability environment in that 

physical symptoms are more closely connected to psychological symptoms in high severity.  

In addressing the first objective, it is observed that physical symptoms decrease 

slightly throughout the day (effect size = 0.14), in particular joint stiffness which has a very 

high score for the 9am time point and decreases drastically (effect size = 0.43). This 

coincides with the wealth of current research which shows the severity of morning stiffness 

and its subsequent decrease through a day (Bacci et al., 2017; Cobb et al., 1955; Mok, 2018) 

and is even included as a classification criteria (Arnett et al., 1988). It is also found that 

morning stiffness may be a better indication for functional disability and pain than 

inflammatory markers like ESR (Yazici et al., 2004). This finding highlights the importance for 

targeted treatment, through identification of those with particularly bad morning joint 

stiffness scores, as a study by Clarke et al (2011) shows that using low-dose prednisone is 

likely to decrease morning stiff jointness severity.  

The decrease of severity in physical symptoms as a whole most likely reflects on the 

general uplift in affect for the participants. Negative affect is overall scored quite low but 

still has a slight decrease, while positive affect has an increasing trend as the day goes on. 

The effect size for both affect is 0.30 and 0.43 respectively. This displays the potential 

association of increasing positive affect and decreasing physical symptoms. However, a 

study carried out on a representative sample of older people aged 52-79 (Steptoe et al., 

2011) showed that positive affect increases and that negative affect decreases progressively 

throughout a day. The diurnal variation discovered in this study could thus be explained by 

this natural diurnal effect instead. This information would not be possible to glean from a 

cross-sectional dataset, suggesting the importance of a longitudinal data collection from 

arthritis patients, particularly because of the severity of morning joint stiffness which will 

not be captured in a single time point measurement. However, these diurnal variations 

discovered for the first objective could have been caused by other factors or symptoms, and 

thus significance test of the associations have to be carried out, which brings us to the 

second objective.  

As noted by Tung et al (2021), current literature only include at most three 

symptoms for an EMA study which is insufficient to explore the psychological and physical 

aspects of IA. This study looks at six time points over 10 days with at least nine symptoms 

measured in each. This means that temporal associations and correlations could be 
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discovered by using lagged variables and see how symptoms change over time in each 

participant. The first objective noted a possible connection between physical symptom and 

psychological symptom, but the diurnal variation is insufficient evidence for association. 

Table 3 showed a weak correlation between negative affect and physical symptoms, while 

none was found between positive affect and physical symptoms. This is affirmed by 

Leventhal et al (1996) who showed that negative affect is a consistent predictor for physical 

symptoms 6 months later, and a study by Charles and Almeida (2006) showed that physical 

symptoms such as pain predicted next day negative affect. However, positive affect has also 

been found to be a significant predictor of good health (defined by the Seriousness of illness 

rating scale (SIRS)) five weeks later while negative affect was not. This could be explained by 

the scale used, which not only includes physical symptoms, but also specific cold/flu 

symptoms. The five weeks in between measurements are also drastically different from the 

hourly difference here, which could affect the associations. However, these conflicting 

information on correlation between physical symptoms and affect points out the necessity 

to run significance tests to identify any possible causations between variables.  

Dynamic regression models which take into account time series data and the change 

over time in symptoms were used to look at the temporal associations between the 

correlations that were brought up previously. It was discovered that there is actually no 

significant association between negative affect and lag-1 physical symptom, while it is 

significant for lag-1 negative affect and physical symptom. This means that if a participant 

feels irritable and lonely at a certain time, their physical symptoms like pain and fatigue will 

increase in the next time period. This is a very novel finding as there have been no previous 

literature on this regarding IA patients, but has been found to be an issue in a study on the 

general population by Charles & Almeida (2006) which states that previous negative affect 

does predict pain on the next time point. This finding implies that clinicians should pay more 

attention to patients’ negative affect because it may be the cause of spikes in physical 

symptom.  

Lag-1 positive affect is the only variable significant with physical activity, suggesting 

that high positive affect in the current time period will lead to an increased rate of physical 

activity in the next time period. There are evidence of positive affect predicting high 

exercise frequency controlling for age, gender, occupation and BMI (Garcia et al., 2012), 

however that is in a cross-sectional study. No study to date has shown any association 



 173 

between positive affect and next day physical activity. Physical activity is heavily promoted 

for IA patients (Rausch Osthoff et al., 2018) as a self-management tool, and is found to help 

with disease activity. It is therefore important to increase physical activity to improve the 

quality of life for IA patients. This finding points out a possible method to increase physical 

activity, and thus more research should be carried out on the possible ways to increase 

positive affect, and on the causation effect between positive affect and physical activity.   

The dynamic regressions performed previously showed new findings that have not 

been discovered in the field of IA before. However, it does not differ between fluctuant or 

stable symptom severity, which as stated by Tung (2021), is valuable information that is 

missing from current research. In order to see how symptom variability affects the 

participants, the third objective has to be carried out. The four network plots presented 

allows researchers to have a better overview of how every symptom is associated with each 

other through variety of symptom variability and severity. It was shown that in the presence 

of a flare, physical symptoms and positive affect symptoms are highly correlated and 

influences each other, suggesting that a flare in physical symptom will also result in a drastic 

decrease in positive affect. However, in a consistently high symptom severity patient, it is 

negative affect that is closely associated with physical symptom. This means that both 

aspects of psychological symptoms are influenced by physical symptoms, but positive affect 

is much more influenced in the presence of a flare. There has been no previous research 

carried out looking at how positive affect changes during a flare in physical symptoms.  A 

possible reason for this will be that those with consistently severe physical symptoms have 

had enough time to develop habituation to the physical symptoms, similar to how a study 

by Rodriguez-Raecke et al (2014) shows chronic low back pain patients developing 

habituation to pain within 8 days.  

This habituation to physical symptoms will naturally translate to positive affect as 

well. Those that experienced a flare did not experience habituation and as a result do not 

have the time or preparation, thus suffering a decrease in positive affect symptoms. This 

difference in influence due to the change in situation means that the focus on psychological 

symptoms should change with regards to the patients. Clinicians who have patients with 

consistently severe physical symptoms should be very aware of their negative affect 

symptoms and thus address it as required. A flare can be interpreted as having a sudden 

variation in symptom at one point in time, and it can be seen that even having just one time 
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point of variation changed how overall connections between all variables work. When 

comparing between stable symptoms and fluctuant symptoms for the entire study, the 

major difference is that fatigue is less connected to other physical symptoms in a high 

fluctuant state. This means that when patients experience high variability in symptoms, 

fatigue is more likely to influence, or to be influenced by psychological symptoms rather 

than physical. There has been no prior research on how fatigue is affected by overall 

symptom variability, and as stated by Tung (2021), there has been no studies that looked at 

symptom variability in high frequency measurements in musculoskeletal disorders. These 

findings showed how symptom variability could result in a change in how fatigue operates in 

patients, and the potential research theories that could be tested.  

Because recruitment was only carried out through social media and charities, it is 

possible that there is a selection bias present which could exclude certain demographics in 

the sample. IA patients that are not on social media often, or included in RA charity emails 

will not be able to participate in this study. This is a valid concern because it may result in 

poor representation of certain minorities which will skew the results of this study. However, 

this recruitment methodology was utilised because it was carried out during the COVID-19 

pandemic where recruitment through social media and charities mailing lists had to be 

done, and there was a need to recruit a large amount of participants quickly due to the time 

constraints of a PhD. As a result the generalisability of the results to under-represented 

groups may not be possible.  

The first and third objective of this study are exploratory, showing possible theories 

and connections between variables, but not proving any of them. This opens up avenues for 

future research that will be discussed in the next paragraph. Objective two regarding 

temporal association showed significant associations, however variables chosen are the sum 

scores of physical symptoms and affect, and thus there are no specific information available 

for each of the symptoms. A follow-up study based on the theories that have been proposed 

by this study, focusing on the individual symptoms will solve most of these problems. As 

mentioned in the Methodology Chapter in Chapter 4.5.3, these temporal associations 

discovered in Chapter 6 potentially brings about a discussion for causality, but it is 

important to evaluate how strong the evidence for causality is. With these temporal 

associations being discovered for the first time in the IA population, it is important to repeat 

the experiment to achieve consistency of findings which is a key component of the Bradford 
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Hill criteria (Cox, 2018). The network models that were created here were also utilised using 

cross-sectional methods, which means that causality cannot be directly inferred from these 

network graphs. These means that when discussing the associations that were discovered in 

this chapter, it is important to distinguish that these only represent temporal associations 

between variables that have potential to extend to causality, but are as of yet only 

associations.  

This study has shown the validity of the information derived from collecting 

longitudinal data, and also the importance it brings in providing new information that has 

not been researched before. The existing knowledge from previous cross-sectional studies 

has been reflected here, affirming the studies’ validity and reliability, such as joint stiffness 

decreasing throughout the day, the associations between physical symptoms and affect. 

There has been no research in the field of IA that showed the direction of association 

between negative affect and physical symptoms, and also positive affect and physical 

activity. It is shown that negative affect significantly influences next period’s physical 

symptoms, and likewise for positive affect and next period’s physical activity. These two 

new findings exhibit the importance of psychological symptoms in patients, not only for 

improving disease activity such as pain, but also for self-management in physical activity. 

There needs to be a greater focus on possible negative affect in patients and to identify the 

main driving force because it may be a sign of future deterioration of physical symptoms. 

Clinicians also need to be wary of any spikes in negative affect in their patients because it 

can warn of future spikes in physical symptom. Physical symptoms are significantly 

associated with negative affect cross-sectionally, but only pain influences negative affect for 

the next time point. This shows the possibility of studying specific physical symptoms and 

negative affect symptoms instead of looking at them as a whole aspect. The importance of 

physical activity for IA patients also mean that future research should focus on how positive 

affect influences next time period’s physical activity, specifically which positive affect. It will 

also be helpful to explore ways of improving positive affect, with the purpose of increasing 

physical activity. Network plots have also revealed that the associations between 

psychological symptoms and physical symptoms vary wildly between how physical 

symptoms vary in patients. This means that needs to be both targeted and personalised 

treatment, depending on the variability of the patients’ symptoms. The network plot was 
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also only derived from one participant for each of the varying situations, and thus more 

research on each of the situations will be needed to ensure accuracy and validity.  
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7. Impact of COVID-19 & Lockdown on IA Patients 
 

7.1 Overview of Impact of COVID-19 & Lockdown on IA Patients 

 

Building on Chapter 6, this chapter uses data from the same IA-COVID study, but includes 

both waves of data collected during lockdown and during a period of no restrictions. Due to 

the COVID-19 pandemic, this study was carried out and presented an opportunity to 

understand how the implementation of a lockdown affects RA patients. Due to the success 

of previous chapters in analysing longitudinal data and using network analysis, this chapter 

uses the same methods in previous chapters and provides a explores how associations and 

temporal effects change in between waves.  

It is important to note that even though one of the waves of data is during a period 

of no governmental restrictions, IA patients that are involved with this study were still 

affected by social distancing and social isolation due to shielding. This means that when 

comparing between waves, it should not be assumed that during a period of no restrictions, 

participants are experiencing a normal amount of social interactions and no lifestyle 

restrictions. This was mentioned in Section 6.1, and the possibility of worse mental health 

derived from shielding was discussed. The need for shielding thus means that it is difficult to 

generalise the results from this comparison between the two waves to a period after the 

pandemic where there are no social isolation necessary.  

  

7.2 Background 

 

In December 2019, a new type of pneumonia supported by a novel member of the 

coronoviridae family named SARS-CoV-2 (severe acute respiratory coronavirus 2 syndrome) 

developed from Wuhan Province in China. This disease is characterized by dry cough, fever, 

dyspnea and fatigue (Wu & McGoogan, 2020). Higher age is one of the known risk factors 

and the clinical course, disease related complications of COVID-19 is more severe in older 

individuals (Lekamwasam & Lekamwasam, 2020). This is similar to patients with 

inflammatory arthritis, where the majority of patients are of a higher age. Patients with 

immune-mediated disease may also be prone to an increased risk of infection and/or more 
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severe course. Significant comorbidities that are risk factors for a more severe course of 

COVID-19 are hypertension, diabetes, and cardiovascular diseases. Inflammatory arthritis 

patients are known to have comorbidities like cardiovascular disease, metabolic syndrome, 

obesity, and inflammatory bowel disease (Perez-Chada & Merola, 2020). These features 

show a clear overlap to comorbidities in COVID-19. These show how the COVID-19 

pandemic is especially a danger to patients with an existing inflammatory arthritis condition, 

and thus it is important to see how the symptoms that patients are experiencing have been 

changed by the ongoing pandemic. 

The COVID-19 pandemic has a strong negative impact on human society worldwide. 

Since the initial outbreak, the epidemic has had a rapid global spread worldwide which led 

the World Health Organization (WHO) to declare the disease now called COVID-19 a Public 

Health Emergency of International Concern on 30th January 2020 (WHO, 2020a) and a 

pandemic on 11th March 2020 (WHO, 2020b). In the UK, the government introduced a 

national lockdown on 23rd March 2020 where everyone, except for a small group of key 

workers, were legally obliged to stay at home (GOV.UK, 2020b). This was in place until mid-

May at which point social restrictions were gradually lifted. Two further national lockdowns 

were enacted , with one in from 5th November 2020 and the other form 5th January 2021. 

During the period up to July 2021 some form of social restrictions were in place.  

There are long-term effects of quarantine and social distancing, such as l negative 

psychological symptoms including confusion, anger, and post-traumatic stress symptoms 

(Brooks et al., 2020). The impacts of lockdown spread to both physical and psychological 

health in the general public, and also implemented lifestyle changes which can be felt 

worldwide (Tommasi et al., 2020). A study carried out in the United States of America using 

the World Health Organization Five Well-Being Index (WHO-5), which has been found to 

have good construct validity in measuring depression and well-being (Topp et al., 2015), 

showed a significant reduced score of 0.085 standard deviation lower for WHO-5 in states 

that have lockdown measures compared to states that do not have lockdown measures 

(Adams-Prassl et al., 2020).  

The impact is also felt in the United Kingdom, where it has been shown that 29% of 

adults without a common mental disorder one year before the lockdown were found to 

screen positive for one in April 2020 (Chandola et al., 2020), and higher levels of post-

traumatic stress symptoms, anxiety, and depressive mood was found to positively associate 
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with the lockdown in Italy (Rossi et al., 2020). It is also shown to affect University students 

tremendously, with decreased sleep quality, quality of life, and an increase in clinical 

depression and suicidal ideation (Kaparounaki et al., 2020). The impact of COVID-19 on 

mental health is also significantly more pronounced in women who reported higher 

psychological distress of about 13.8%, while men only reported around a 9% increase in 

psychological distress (Niedzwiedz et al., 2021). There is also a significant increase of 

domestic violence from 4.4% to 14.8% (Sediri et al., 2020) which could play a factor in why 

women are more affected by the lockdown than men.  

The general impact from COVID-19 and the subsequent lockdown were serious, 

posing a threat to not just the mental health as previously mentioned, but physical health 

and other aspects of life as well. COVID-19 infection is significantly associated with muscle 

pain and also increased sensitivity to pain (El-Tallawy et al., 2020). Those that uses opioid 

for the chronic conditions were also in danger of opioid addiction because of less access to 

treatment and less distractions (Silva & Kelly, 2020). There are also cancellations of non-

urgent outpatient visits and less admissions which have implications on medical adherence 

(Palmer et al., 2020). Other general impact such as fewer treatment availability, increased 

stress due to perceived vulnerability, and delays in diagnosis are also present because of the 

COVID-19 pandemic and subsequent lockdown. The implementation of lockdown also 

means that there are restrictions concerning seeing people from outside of the immediate 

household. People were not allowed to meet in person, and only very small bubbles were 

allowed to form for people to be able to meet outside. Online interactions provide a 

different experience for the public as well. Loneliness is recognised as a major public health 

concern (Bu et al., 2020a), and these restrictions mean that this concern should intensify.  

Thus, it is important to see how the changes in social context which should influence 

loneliness will affect other symptoms. The implementation of lockdown means the closure 

of gyms, indoor sport complexes and any type of social sports, which should influence the 

level of physical activity that people can engage in. It is shown that in some population of 

people, including those over age 55 and those who were highly active before lockdown, the 

amount of exercise has decreased during lockdown (Constandt et al., 2020). It has also been 

stated that a decrease in exercise during the lockdown in comparison to before result in 

worse mood and well-being (Brand et al., 2020). These problems are evident in those with 

chronic disorders as well. There were concerns with the availability of medications and 
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follow ups with clinicians, as seen in worsened glycaemic control in diabetes 1 patients 

(Verma et al., 2020), and a significant decrease on hospital admissions including the 

paediatric wards (Gavish et al., 2021) and patients with acute myocardial infarction 

(Mesnier et al., 2020). Patients with chronic pain conditions, such as chronic migraine and 

small fibre neuropathy, suffered from worse physical health due to the pandemic distress 

(Consonni et al., 2021) and cancer patients complained of delayed diagnosis, missed 

treatments and weakened immunity (Moraliyage et al., 2021).  

Patients with chronic musculoskeletal disorders, in particular inflammatory arthritis 

(IA) are also negatively impacted by COVID-19 and the lockdown implemented. The 

lockdown has an even higher impact on IA patients especially, because around 60% of IA 

patients are engaged in shielding (Mahil et al., 2021). Those engaging in shielding are 

involved in the most stringent risk mitigating behaviour, such as social distancing and 

reducing exposure. This meant that these patients will be even more restricted in terms of 

social interaction and physical activity. In a study concerning autoimmune arthritis patients, 

general health which was asked by using a Likert scale to compare change before and after 

lockdown, is shown to significantly decrease, and patients also have a higher risk of 

psychological distress (Picchianti Diamanti et al., 2020). The quality of life scale (Burckhardt 

& Anderson, 2003) was also completed by patients with Rheumatoid Arthritis or ankylosing 

spondylitis in New Zealand before and after lockdown, and there was a significant decrease 

that could be predicted by both baseline quality of life and current depression (Johnstone et 

al., 2021). These negative impact on IA patients were also reflected in the United Kingdom, 

where a paper produced by the same study that produced both this chapter and Chapter 6 

showed that out of 338 participants, 49% met the criteria for depression using the PHQ8 

scale, and emotional distress measured using a visual analogue scale (1 to 100) also showed 

that 58% had more than 10 points increase (Sweeney et al., 2021). IA patients already 

experienced higher levels of social isolation and loneliness than the general public (Smith, 

2017), which means that the restrictions caused by the lockdown will have an even stronger 

impact on loneliness. Physical activity is often recommended for people with inflammatory 

arthritis (Plasqui, 2008) as it plays a central role in maintaining muscle strength and 

function. As mentioned before, the level of exercise and physical activity dropped because 

of the restrictions, which meant that IA patients will have more difficulty in self-

management of disease activity.  
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Together, these studies demonstrated the potential impact that lockdown may have 

on psychological symptoms in people with IA, however no studies have shown how specific 

physical symptoms are affected by a lockdown. Previous studies have also been using only 

static data before and during a lockdown, which means that any dynamic associations will 

not be discovered. As mentioned in Chapter 6, symptoms in RA fluctuate tremendously, and 

thus using intensive longitudinal data will provide a more comprehensive look at the effects 

of lockdown on IA patients. With the data already collected for Chapter 6 that looked at 

how symptoms interact during a period of time with less restrictions, it is important to have 

the same dataset during a lockdown which will provide a comparison between during and 

before a lockdown. This will allow a more accurate look at how symptoms behave and 

change dynamically due to a lockdown.  

Cross-sectional assessments provide limited insights as they capture current state 

and cannot account for intra-individual variability in symptoms and how these might be 

affected by the environmental stressors. During a state of lockdown, people will be at home 

and have plenty of time and easy access to their computer and/or portable electronic 

device. This means that much higher frequency of assessment is possible, for example, 

Ecological Momentary Assessment (EMA). EMA provide fast ‘in-the-moment’ assessment, 

reducing recall and desirability bias. Furthermore, since EMA involves repeated sampling in 

participants’ natural environments, ecological validity is maximised. This allows researchers 

to see how behaviours change in real life contexts and enhances establishment of causal 

relations between variables. This is also the same methodology used for Chapter 6, and thus 

collecting these intensive longitudinal data will allow researchers to determine a direction in 

known associations between symptoms, and delve in more complicated statistical methods 

which will allow more findings to be revealed.  

 

7.3 Aims and Objectives 
 

The state of lockdown had a negative impact on a lot of people, and the effects were 

particularly pronounced for those with a chronic condition, such as IA. It was proven in 

previous studies the impact that lockdown has on mental health for IA patients, however no 

study has shown how physical symptoms differ. It was also shown that loneliness levels 

significantly increased during lockdown (Killgore et al., 2020) and physical activity levels 
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significantly declined (Martinez-de-Quel et al., 2021), two known factors on the 

psychological and physical symptoms of IA, which meant that the total impact lockdown had 

on IA must be investigated. Current studies carried out also only looked at two time points, 

once before lockdown and once during lockdown. As mentioned above, the fluctuations of 

symptoms in IA mean that a single time point measurement is not accurate enough to 

gauge how the symptoms really behave during those times. With the presence of a 

longitudinal dataset before lockdown already present from Chapter 6, there was an 

opportunity to carry out a similar study during lockdown. This will provide the opportunity 

to not just evaluate how symptoms change during these two periods, but also if there are 

any dynamic and causal associations that differ because of a lockdown. 

Thus, the main aim of this study will be to understand the impact of lockdown on the 

quality of life and severity of symptoms in people with inflammatory arthritis, comparing 

between a wave of data during lockdown, and a wave of data during a period of no 

restrictions. This will be achieved through the 3 objectives below. 

 

1) What are the main symptom differences between waves? 

2) Are there differences between dynamic associations while considering physical 

activity and social contexts between waves?  

3) What are the main differences in symptom networks between during lockdown and 

after lockdown? 

 
7.4 Methods 
 

7.4.1 Patients and Study Design 
 
This study includes two separate occurrences of data collection, the first in July 2020, during 

a period of relaxation of social restrictions for most of the country, and the second during 

the second lockdown implemented in November 2020 and the restrictions of this lockdown 

can be seen in Table 7.1 below (GOV.UK, 2020a) These two occurrences will be referred to 

as wave 1 and wave 2 respectively.   
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*On 2nd July, first local lockdown in Scotland in the Dumfries and Galloway area. On 4th July, first local 

*lockdown in England came into force in Leicester area. On 18th July, local authorities in England given 

additional powers to enforce social distancing. Restrictions were relaxed between the 10th and 15th of July in 

Scotland. None of the participants were under local lockdown restrictions during the time of data collection 

and both participants based in Scotland commenced data collection after the 15th of July. 

 

The study design and process of the study for both waves are exactly the same. 

Participants for the second implementation are recruited from those that have participated 

in the first occurrence through email, with a total of 19 out of 31 agreeing to continue with 

the study. The first occurrence of the study is presented in Chapter 6. The sample from that 

Chapter is recruited from a larger study called the IA-COVID Study (Sweeney et al., 2021). 

The IA-COVID study is a mixed methods prospective study that recruited 338 patients, from 

which 328 provided consent to be contacted for future studies. Because the sample for this 

study during lockdown was derived from the previous sample, it retained the same inclusion 

Lockdown restrictions in the United Kingdom 

implemented on 5th November 2020. 

Restrictions in the United Kingdom 

implemented in July 2020* 

Non-essential shops, leisure and entertainment 

venues are closed  

Non-essential shops allowed to open, 

some leisure and entertainment 

venues remain closed 

Pubs, bars, and restaurants are closed except for 

takeaway and delivery 

Pubs bars and restaurants are open 

Working from home whenever possible  Working from home whenever 

possible 

Staying away from home overnight is prohibited, 

unless it is for work 

Staying away from home overnight 

allowed 

Staying at home during the day whenever 

possible, unless for work or exercise 

Allowed to leave home during the 

day for any activity 

Individuals only allowed to mix with one person 

from another household  

No restrictions on mixing with 

individuals from another household 

(rule of six not introduced until 

September) 

Table 7.1: Restrictions in UK: November Lockdown vs No restrictions in July  
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and exclusion criteria. The study procedure also remains the same as the previous Chapter 

6, where there are 6 surveys a day. This replication of study design is to make sure that 

comparable results are achieved, to enable analysis between the datasets.   

The comparison between waves will thus be made on datasets that include 30 

participants and 19 participants respectively. It is important then to note that this decreased 

participation count will have an influence on the precision and validity of the findings. This is 

because the statistical power of the study is dependent on the smaller sample size.  

However, it should be noted that power is driven by the total number of observations rather 

than the total number of people, though the within-person association between repeated 

observations is an influential factor. For example, for a sample of 19 people with 60 

observations each (total 1140 observations) and a within-person correlation between 

observations of rICC=.5 the effective sample size is 325 and power to detect a correlation of 

r=.2 is approximately 95% at the 5% alpha level (Snijders, 2005). It should also be noted that 

although the 5% alpha level is applied here, due to multiple significance testing being 

performed the true type 1 error rate will be substantially higher than 5%. Given the study is 

exploratory in nature, and the focus on identifying signals for true effects rather than 

confirmatory, this higher rate using the traditional 5% level without adjustment is accepted 

(Lakens et al., 2018). However, this should be noted when interpreting any significant 

effects. 

 

 

7.4.2 Measurements 
 

The measurements used in this new data collection during lockdown were exactly the same 

as the study carried out in July. Physical symptoms such as pain, fatigue, joint stiffness were 

measured six times a day using a numerical rating scale from 0 to 10, with 0 being none and 

10 being extreme. The same scale is also used for psychological symptoms, which his split 

into positive and negative affect, including symptoms such as content, enthusiastic, 

cheerful, lonely, anxious, and irritable. Other symptoms that were measured six times a day 

were highest physical activity and social contact for the past hour. Physical activity was 

asked by giving a range of options to choose from, ranging from “Resting”, “Sitting”, 

“Standing”, “Walking Slowly”, “Walking Briskly”, “Moderate Exercise”, and “High/Vigorous 
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Exercise”. Social contact ranged from “None”, “Virtually only”, “In Person only”, and “Both 

Virtually and In Person”.  

The rest of the questions were only asked once a day at 8pm. These include daily 

well-being questions which were scored using the same NRS, including questions about joint 

and muscle symptoms, problems performing tasks, enjoyment from tasks and also sleep 

hours and sleep quality the previous night. Participants were also asked if they may have 

COVID-19, or are experiencing any of the symptoms including fever, difficulty breathing, 

coughing, headache, and loss of smell/taste. Detailed  

 

7.4.3 Statistical Analysis 

 

The majority of the analysis was carried out on Stata 16.1. The analysis methodology for the 

first wave of the data were shown in the previous Chapter 6. In order to compare the two 

datasets, similar codes were used to create several variables such as physical symptom, 

positive affect, and negative affect. Time variables were also created so as to allow for time 

series analysis later on. Variables such as physical activity, social support and activities were 

also re-coded to allow for analysis. Some participants from the first wave of data were also 

dropped in this study, if they were not participating again in this second wave of data. This is 

to make sure that the analysis here is based on participants that were in both waves of the 

study. This means that 12 out of the 31 participants from wave 1 was not used in this study. 

The first task carried out was to determine missing data of this new wave of data. 

Histograms were created to show completion for time of day, and also for each of the 10 

days. This was then used to compare with the histogram that was previously created for 

Chapter 6. Missing data per participant was also investigated to make sure that there were 

enough longitudinal data for each participant, which was defined to be at least five 

consecutive days of more than one measurement in Chapter 6. 

Descriptive statistics, including mean, within and standard deviation were also calculated. 

This will show how symptoms vary in between participants and also within a participants’ 

10-day period. A table was then created to show the descriptive stats for both Waves 1 and 

2, and effect size was calculated for each of the differences as well. The effect size is 

calculated by dividing the difference between the means of the two waves by the standard 

deviation of the whole study. Effects sizes are reported as standardised mean differences 
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(i.e, Cohen’s D), which is calculated and interpreted here as the mean difference divided by 

the pooled standard deviation. Using Cohen’s rules of thumb, a value of 0.2 is considered a 

small effect, 0.5 is a medium effect and any value higher than 0.8 is a large effect (Cohen, 

2013). Following this, a linear mixed methods test was carried out to see if any of the 

differences are significant. This will cover the first objective to find if there are any 

differences in symptom severity between waves.  

In order to find any causal associations between symptoms, dynamic regression 

needs to be carried out to ascertain the direction of correlation between symptoms. This 

means that lagged variables need to be created to investigate how symptoms interact with 

each other over time. This process is repeated from wave 1 data seen in Chapter 6, besides 

the inclusion of social contact that was not part of the analysis before. The variables and 

lagged counterparts were standardized for analysis, and a cross-correlation table was first 

created to look for any dynamic correlations. Mixed effects regression was then carried out 

to test for significance between variables and lag-1 variables, and these mixed models were 

used to account for observations nested within patients. Significant associations were then 

displayed in an autoregressive cross-lagged panel model. This is then used to compare with 

the data and analysis from Wave 1. 

Last but not least, a symptom network plot was created for both wave 1 and wave 2 

data, including physical symptoms, positive affect, negative affect, physical activity, and 

social contact. Data was first exported from Stata 16.1 into R after the removal of other 

variables. The package EBICGLASSO was then used to create regularized partial correlations 

to control for other variables while calculating the edges for a network. After the formation 

of the partial correlation matrix, Qgraph was used to plot the network plots. After the two 

symptom network plots were created, comparisons can be made for how links changed 

between waves. Model specifications for this Chapter remains as the same as Chapter 6. 

Centrality values that could be calculated to quantitatively investigate the most influential 

symptoms of each symptom plot was not carried out here. This is because the purpose of 

the network plot was to distinguish how connections between symptoms change because of 

the implementation of the lockdown, thus the influence that each symptom has on the 

network is not as important.   
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7.4.4 Ethics 
 
This study received ethical approval from the King’s College London Research Ethics 

Committee (Ref Number: LRS-19/20-18186). Because of the intensive measurements that 

participants have to go through, the researchers are aware of the burden and have 

informed participants of their freedom to drop out of the study at any time. They were also 

informed that a copy of the final version of papers published from this study will be sent to 

them regardless of completion.  
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7.5 Results 
 

7.5.1 Demographics 
 
Table 7.2 shows the demographics table for participants involved in both wave 1 and wave 2 

data collection. The mean age is 51.2, and that the majority of participants were female. 

Psoriatic arthritis was the most common IA subtype, followed by Rheumatoid Arthritis. 

White was the most common ethnicity and the 57.9% of participants had at least an 

undergraduate level education. 63.2% of participants also never smoked and the average 

BMI is 28.5, and the average diagnosis year was 2008. 

 

 

  N = 19 

Age (Mean (Range))  51.2 (41-59) 

Gender Male 5 (26.3%) 

 Female 14 (73.7%) 

IA Subtype Psoriatic Arthritis 10 (52.6%) 

 Rheumatoid Arthritis 6 (31.6%) 

 Spondylarthritis 2 (10.5%) 

 Connective Tissue Disease  1 (5.3%)  

Diagnosis Year  2008 (2006-2016) 

Ethnicity White 18 (94.7%) 

 Mixed 1 (5.3%)  

Education No formal education 2 (10.5%) 

 O levels 1 (5.3%) 

 A levels 5 (26.3%) 

 Undergraduate 8 (42.1%) 

 Postgraduate  3 (15.8%) 

Smoker Never smoked 12 (63.2%) 

 Ex-smoker 4 (21.1%)  

 Current smoker 3 (15.8%) 

BMI  28.5 (24.8 – 32.1)  

Table 7.2: Demographics of 19 participants involved in both Wave 1 and 2  
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7.5.2 Missing Data 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7.1 and Figure 7.2 show the amount of data that is completed for waves 1 and 2, 

separated by time of day (9am, 11am, 1pm, 3pm, 5pm and 8pm), and day number (1 – 10).  

The average completion rate in Wave 1 for 19 participants out of 60 total surveys each was 

83.6%, while the average completion wave for Wave 2 is 72.7%. Completion rates were 

relatively high for both waves, and there was only a minimal drop off of about 10.9%. There 

was also no clear time of day effects with completion rates across time relatively constant 

with each other. The completion rate was also quite constant for each of the study days, 

with wave 1 not dropping below 70% and wave 2 not dropping below 6.

Figure 7.1: Missing data for Wave 1 

Figure 7.2: Missing data for Wave 2 
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7.5.3 Mean differences 
 

Variables Wave 1 (953 observations, n =19)  

*(162 observations, n= 19) 

Wave 2 (829 observations, n =19) 

*(130 observations, n= 19) 

Effect Size 

for mean 

difference 

between 

waves 

Mean  Between S.D.  Within 

S.D. 

Mean  Between 

S.D. 

Within 

S.D. 

Pain 4.00 2.38 1.22 3.44 2.20 1.11 -0.22 

Joint stiffness 4.25 2.02 1.33 3.35 1.69 1.26 -0.39 

Fatigue  3.36 2.11 1.62 3.46 1.82 1.60 0.04 

Loneliness 0.28 0.37 0.61 0.65 0.66 0.63 0.45 

Anxiousness 1.06 1.14 1.28 1.09 1.27 1.12 0.02 

Irritable 1.49 1.29 1.53 1.74 1.48 1.54 0.12 

Content 5.42 2.25 1.78 5.66 2.31 1.54 0.09 

Enthusiastic 4.92 2.08 1.80 5.51 2.27 1.47 0.21 

Cheerful 5.55 2.23 1.73 5.69 2.40 1.47 0.05 

Physical symptoms 3.87 1.93 1.10 3.42 1.60 1.07 -0.21 

Table 7.3: Descriptive Tables for both Wave 1 and Wave 2 
*These variables are only measured once a day at 8pm 
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Positive affect 5.30 2.07 1.54 5.50 2.17 1.31 0.08 

Negative affect 0.94 0.77 0.85 1.16 0.99 0.81 0.18 

Physical activity 3.14 0.46 1.20 2.91 0.50 1.13 -0.18 

Social Contact 1.42 0.35  0.88 1.44  0.44 0.85 0.02 

Joint and muscle pain* 4.47 2.20 1.37 3.86 2.35 0.99 -0.25 

Difficulty performing 

task* 

4.08 2.48 1.49 3.34 2.66 1.23 -0.26 

Enjoyment from task* 6.30 1.38 1.67 5.92 1.76 1.41 -0.18 

Satisfaction from 

social interaction* 

6.72 1.74 1.78 6.22 1.81 1.43 -0.21 

How supported they 

feel* 

6.70 1.70 1.85 6.09 1.85 1.37 -0.26 

Quality of sleep* 5.80 1.52 1.59 5.95 2.05 1.30 0.07 

Table 7.3: Descriptive Tables for both Wave 1 and Wave 2 
*These variables are only measured once a day at 8pm 
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Tables 7.3 and 7.4 above were designed to investigate if there are any significant differences 

between waves. Instead of comparing with the entire wave 1 data, only the 19 that were 

involved in both waves were included because using the same sample of participants would 

show how symptoms change by the implementation of a lockdown. Table 7.3 shows the 

mean and standard deviation (both within and between) for the 19 participants involved in 

both waves of data collection. Within and between standard deviation were both calculated 

to not just show the variability of symptoms between the 19 participants, but also how 

symptoms vary throughout the 10-day study period within each participant. The effect size 

of the mean difference between waves was calculated as well. Table 7.4 showed the result 

of a linear mixed model carried out on the two waves, and shows the coefficient (the 

adjusted mean difference between waves) and the p-value of the coefficient. Table 7.3 

Symptoms Coefficient (adjusted mean 

difference between waves) 

[95% CI] 

p-value 

Pain -0.47 [-0.87, -0.08] 0.019 

Joint stiffness -0.82 [-1.53, -0.11] 0.024 

Fatigue  0.21 [-0.93, 1.34] 0.72 

Loneliness 0.38 [0.078, 0.68] 0.014 

Anxiousness 0.052 [-0.27, 0.38] 0.75 

Irritable 0.33 [-0.0085, 0.66] 0.056 

Content 0.26 [-0.017, 0.54] 0.065 

Enthusiastic 0.19 [-0.27, 0.65] 0.43 

Cheerful 0.11 [-0.23, 0.46] 0.53 

Physical symptoms -0.36 [-1.02, 0.29] 0.28 

Positive affect 0.19 [-0.13, 0.51] 0.25 

Negative affect 0.26 [-0.0014, 0.51] 0.051 

Physical activity -0.45 [-0.85, -0.058] 0.025 

Social Contact 0.022 [-0.16, 0.21] 0.82 

Table 7.4: Linear Mixed models for variables collected six times a day 
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showed how symptom averages and standard deviation changes between the waves, while 

Linear mixed models was carried out to investigate if there was a significant difference.  

Regarding objective 1, several symptoms differed between waves. Physical 

symptoms had a lower mean in Wave 2 compared to Wave 1, with a standardised mean 

difference effect size of d=0.21, which is considered small. Specifically, both pain and joint 

stiffness were lower in wave 2 with effect sizes of d=0.22 and d=0.39 respectively, while 

fatigue had a slight increase of d=0.10, with an effect size of d=0.04. Positive affect and 

negative affect had divergent effects and both increased in Wave 2, and the effect sizes 

were d=0.08 and d=0.18 respectively. All negative affect and positive affect symptoms 

showed an increase in Wave 2. Unsurprisingly, loneliness had the largest effect size of 

d=0.45.  Physical activity decreased during Wave 2, with a moderate effect size of d=0.18. 

The well-being and quality of life questions also all decreased in Wave 2 with effect sizes 

ranging from d=0.18 to 0.26 which were all small.  

Table 7.4 showed that the decrease in total physical symptoms from Wave 1 to 

Wave 2 is not significant, with a p value of 0.28. However, individual physical symptoms 

such as pain and joint stiffness had significant decreases in Wave 2, with an effect size of 

0.22 and 0.39 for the mean difference in pain and joint stiffness respectively. The difference 

in fatigue was not significant, and the effect size was also only 0.04, suggesting that the 

values of fatigue for both waves were similar. Negative affect was low on average across 

both waves but was slightly higher in wave 2, however this difference was not significant, 

with a p-value of 0.051. Loneliness is the only negative symptom that shows a significant 

increase in score, and Table 7.3 also showed that loneliness has the largest increase among 

negative affect with a large effect size of 0.45. Positive affect also displayed an increasing 

trend among all the symptoms, however none of the difference was significant, which leads 

to a non-significant p value for positive affect as a whole as well. Table 7.3 also displayed 

small differences in between waves, besides enthusiastic which has the biggest increase 

during Wave 2.  

Last but not least, physical activity showed a moderate effect size in Table 7.3 with a 

decrease from 3.14 to 2.91. This score was also coupled with a significant p-value of 0.025, 

suggesting that physical activity did significantly decrease during the lockdown during Wave 

2. Social contact was found to have no significant difference (p value = 0.82) between 

waves, with there being a slight increase in Wave 2 compared to Wave 1.It can be seen that 
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overall, physical symptoms and physical activity both had significant decreases in Wave 2. 

Psychological symptoms do not have much difference in between waves, beside loneliness 

which increased with a large effect size.  

 

7.5.4 Lagged variables and Dynamic Regression 
 

Lagged variables were created in order to investigate how symptoms co-vary with each 

other over time, thus utilizing the dynamic component of the data collected. This will allow 

for dynamic regressions which show the direction of a correlation present. A lagged variable 

can be interpreted as a variable at a preceding timepoint, thus a lag-1 variable started at the 

previous time point, while lag-2 variable started two timepoints before.  The use of lagged 

variables in regression would allow for the direction of a significant association to be 

revealed. In the event that there is a significant association between variables A and B, 

dynamic regression between variables and the lagged component of the other variable will 

show the direction. This is done by exploring the association between variables lag-1 A and 

B, and between A and lag-1B. If only the association between lag-1 A and B is significant, this 

means that variable A has a significant association with next time point of B, which meant 

that the direction of the association would be from A to B.  This has been carried out in 

Chapter 6 as well, but in this paper, social contact will be included as well and temporal 

associations for both waves will be investigated to see if there are any differences. 

For wave 1, the correlation between the variables and lagged components are seen 

in Table 7.5 below
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 Physymp Paffect Naffect Activity Social L1 Physymp L1 paffect L1 naffect L1 activity L1 social 

Physical 

Symptom 

1 0.14 

(0.001) 

0.25 

(0.001) 

0.04 

(0.21) 

0.01 

(0.70) 

0.87 (0.001) 0.19 

(0.001) 

0.21 

(0.001) 

0.07 

(0.04) 

0.06 

(0.08) 

Positive 

Affect 

 1 0.02 

(0.62) 

0.19 

(0.001) 

0.04 

(0.17) 

0.17 (0.001) 0.79 

(0.001) 

0.11 

(0.001) 

0.09 

(0.010) 

0.02 

(0.56) 

Negative 

Affect 

  1 0.01 

(0.67) 

0.008 

(0.81) 

0.22 (0.001) 0.11 

(0.001) 

0.63 

(0.001) 

-0.01 

(0.76) 

0.006 

(0.86) 

Physical 

Activity 

   1 0.04 

(0.25) 

0.06 (0.06) 0.06 

(0.06) 

0.02 

(0.55) 

0.20 

(0.001) 

-0.006 

(0.86) 

Social 

Contact 

    1 0.009 (0.79) 0.02 

(0.64) 

0.06 

(0.07) 

0.06 

(0.06) 

0.30 

(0.001) 

           

 

 

 

 

 

 

Table 7.5: Cross-sectional and lagged correlations of variables in Wave 1 
Physymp = physical symptom; paffect = positive affect; naffect = negative affect; activity = physical activity; social = social contact; L1 = Lag-1 
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 Physymp Paffect Naffect Activity Social L1 Physymp L1 paffect L1 naffect L1 activity L1 social 

Physical 

Symptom 

1 -0.10 

(0.004) 

0.40 

(0.001) 

0.06 

(0.081) 

-0.14 

(0.001) 

0.79 (0.001) -0.07 

(0.045) 

0.36 

(0.001) 

0.04 

(0.25) 

-0.12 

(0.003) 

Positive 

Affect 

 1 -0.05 

(0.14) 

0.15 

(0.001) 

0.10 

(0.005) 

-0.08 (0.029) 0.80 

(0.001) 

0.04 

(0.27) 

0.09 

(0.014) 

0.04 

(0.21) 

Negative 

Affect 

  1 0.04 

(0.25) 

0.11 

(0.001) 

0.37 (0.001) 0.009 

(0.81) 

0.71 

(0.001) 

0.05 

(0.20) 

0.10 

(0.006) 

Physical 

Activity 

   1 0.06 

(0.065) 

0.09 (0.009) 0.05 

(0.15) 

0.08 

(0.02) 

0.14 

(0.001) 

0.03 

(0.33) 

Social 

Contact 

    1 -0.12 (0.005) 0.08 

(0.02) 

0.10 

(0.005) 

0.05 

(0.14) 

0.29 

(0.001) 

 

 

Table 7.6: Cross-sectional and lagged correlations of variables in Wave 2 
Physymp = physical symptom; paffect = positive affect; naffect = negative affect; activity = physical activity; social = social contact; L1 = Lag-1 
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Tables 7.5 and 7.6 show that there was a significant correlation for each variable 

when comparing between the variable at current time point and previous time point. This 

meant that all variables are significantly influenced by itself from the previous time point. 

The correlation between physical symptom and positive affect changed from a significant 

weak positive correlation to a significant weak negative correlation between Waves 1 and 2. 

this is also reflected by the change in direction for the correlations between physical 

symptom and lag-1 positive affect, and the correlation between positive affect and lag-1 

physical symptom. Physical symptoms also had a weak but significant negative correlation 

with social contact and lag-1 social contact in Wave 2, but not Wave 1. Negative affect also 

develops a significant positive correlation with social support, and lag-1 social support in 

Wave 2. 

These correlations show possible dynamic correlations in each wave, and the 

potential differences between waves, but significance testing needs to be carried out in 

order to investigate which dynamic association is significant after controlling for potential 

confounders. Tables 7.7 and 7.8 below show the coefficient, 95% confidence interval and p-

value for each of the variables and lag-1 variables. Figures 7.9 and 7.10 respectively shows 

the dynamic regression between symptoms and lag-1 symptoms for Waves 1 and 2, while 

controlling for potential confounders such as age, gender, ethnicity, and the type of IA that 

the participant is diagnosed with. It can be seen that after controlling for potential 

confounders, the significant associations for both waves are all present, besides one 

association in Wave 1. After controlling for potential confounders, lag-1 positive affect is not 

significantly associated with social support anymore. Although there is a change in 

interpretation of the significance test, it should be noted that the direction and size of the 

effect indicated by the coefficients are similar. Figures 7.1 and 7.2 also show the significant 

associations for each wave, providing an easier look compared to the Tables. 
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 Physical Symptom Positive Affect Negative Affect Physical Activity Social Contact 

 Coefficient 

[95% CI] 

p-

value 

Coefficient 

[95% CI] 

P-

value 

Coefficient 

[95% CI] 

p-

value 

Coefficient 

[95% CI] 

P=value Coefficient 

[95% CI] 

p-

value 

L1 

Physical 

Symptom 

0.48 [0.40, 

0.57] 

0.001 0.04 [-

0.09, 0.17] 

0.54 -0.02 [-

0.12, 0.08] 

0.68 -0.05 [-

0.21, 0.11] 

0.53 -0.08 [-

0.19,0.03] 

0.13 

L1 

Positive 

Affect 

0.06 [-

0.04, 0.17] 

0.24 0.51 [0.38, 

0.64] 

0.001 0.14 [0.05, 

0.23] 

0.003 -0.20 [-

0.34, -

0.07] 

0.003 -0.07 [-

0.14, -

0.007] 

0.03 

L1 

Negative 

Affect 

0.005 [-

0.06, 0.07] 

0.88 0.10 [0.04, 

0.17] 

0.002 0.28 

[0.18,0.39] 

0.001 -0.03 [-

0.13, 0.07] 

0.53 0.06 [-

0.04, 0.15] 

0.24 

L1 

Physical 

Activity 

-0.009 [-

0.04, 0.17] 

0.24 -0.05 [-

0.07, -

0.02] 

0.001 -0.006 [-

0.04,0.03] 

0.75 0.02 [-

0.06, 0.11] 

0.57 0.03 [-

0.03, 0.09] 

0.37 

L1 Social 

Contact 

0.015 [-

0.01, 0.04] 

0.29 -0.01 [-

0.05, 0.03] 

0.58 -0.02 [-

0.08, 0.04] 

0.52 0.02 [-

0.03, 0.08] 

0.40 0.15 [0.05, 

0.25] 

0.004 

Table 7.7: Dynamic regression between symptoms and lag-1 symptoms in Wave 1  
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 Physical Symptom Positive Affect Negative Affect Physical Activity Social Contact 

 Coefficient 

[95% CI] 

p-

value 

Coefficient 

[95% CI] 

P-

value 

Coefficient 

[95% CI] 

p-

value 

Coefficient 

[95% CI] 

P=value Coefficient 

[95% CI] 

p-

value 

L1 

Physical 

Symptom 

0.20 [0.11, 

0.28] 

0.001 -0.04 [-

0.08, 0.01] 

0.13 -0.02 [-

0.11, 0.07]  

0.63 0.09 [-

0.07,0.25] 

0.26 -0.001 [-

0.14, 0.14] 

0.98 

L1 

Positive 

Affect 

0.009 [-

0.07, 0.08] 

0.82 0.23 [0.11, 

0.36] 

0.001 0.06 [-

0.02, 0.14] 

0.15 -0.11 [-

0.27, 0.06] 

0.20 -0.05 [-

0.18, 0.08] 

0.42 

L1 

Negative 

Affect 

0.02 [-

0.05, 0.09] 

0.58 0.07 [0.02, 

0.13] 

0.009 0.28 [0.14, 

0.43] 

0.001 0.05 [-

0.07,0.17] 

0.38 -0.04 [-

0.18, 0.11] 

0.63 

L1 

Physical 

Activity 

-0.02 [-

0.06, 0.02] 

0.37 0.0004 [-

0.03, 0.03] 

0.98 -0.01 [-

0.07, 0.05] 

0.68 0.03 [-

0.05, 0.11] 

0.43 0.005 [-

0.06, 0.08] 

0.87 

L1 Social 

Contact 

-0.05 [-

0.1, -

0.006] 

0.03 -0.03 [-

0.07, 0.01] 

0.16 -0.005 [-

0.05, 0.03] 

0.80 0.04 [-

0.04, 0.11] 

0.33 0.16 

[0.06,0.25] 

0.001 

Table 7.8: Dynamic regression between symptoms and lag-1 symptoms in Wave 2 
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 Physical Symptom Positive Affect Negative Affect Physical Activity Social Contact 

 Coefficient 

[95% CI] 

p-

value 

Coefficient 

[95% CI] 

p-

value 

Coefficient 

[95% CI] 

p-

value 

Coefficient 

[95% CI] 

p-

value 

Coefficient 

[95% CI] 

p-

value 

L1 

Physical 

Symptom 

0.47 [0.38, 

0.56] 

0.001 0.04 [-

0.09, 0.17] 

0.59 -0.008 [-

0.10, 0.09] 

0.87 -0.07 [-

0.25, 0.12] 

0.46 -0.12 [-

0.25,0.007] 

0.07 

L1 

Positive 

Affect 

0.06 [-

0.04, 0.17] 

0.25 0.50 [0.37, 

0.64] 

0.001 0.13 [0.03, 

0.23] 

0.01 -0.16 [-

0.28, -

0.04] 

0.008 -0.07 [-

0.16, 0.02] 

0.13 

L1 

Negative 

Affect 

0.02 [-

0.05, 0.09] 

0.58 0.11 [0.04, 

0.18] 

0.002 0.28 

[0.18,0.38] 

0.001 -0.009 [-

0.11, 0.09] 

0.86 0.09 [-

0.02, 0.19] 

0.10 

L1 

Physical 

Activity 

-0.01 [-

0.04, 0.02] 

0.53 -0.05 [-

0.07, -

0.02] 

0.001 -0.003 [-

0.04,0.03] 

0.87 0.002 [-

0.09, 0.08] 

0.96 0.02 [-

0.04, 0.09] 

0.47 

L1 Social 

Contact 

0.02 [-

0.01, 0.05] 

0.21 -0.006 [-

0.05, 0.04] 

0.79 -0.01 [-

0.07, 0.04] 

0. 0.02 [-

0.03, 0.08] 

0.47 0.14 [0.04, 

0.24] 

0.007 

 

 

Table 7.9: Dynamic regression between symptoms and lag-1 symptoms in Wave 1 controlling for confounders 
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 Physical Symptom Positive Affect Negative Affect Physical Activity Social Contact 

 Coefficient 

[95% CI] 

p-

value 

Coefficient 

[95% CI] 

p-

value 

Coefficient 

[95% CI] 

p-

value 

Coefficient 

[95% CI] 

p-value Coefficient 

[95% CI] 

p-

value 

L1 

Physical 

Symptom 

0.11 [0.02, 

0.20] 

0.01 -0.04 [-

0.09, 

0.009] 

0.11 -0.03 [-

0.12, 0.06]  

0.48 0.09 [-

0.07,0.24] 

0.27 -0.01 [-

0.15, 0.13] 

0.86 

L1 

Positive 

Affect 

0.002 [-

0.08, 0.08] 

0.96 0.22 [0.09, 

0.36] 

0.001 0.04 [-

0.05, 0.13] 

0.37 -0.08 [-

0.20, 0.05] 

0.23 -0.06 [-

0.20, 0.07] 

0.36 

L1 

Negative 

Affect 

0.04 [-

0.02, 0.10] 

0.23 0.10 [0.03, 

0.17] 

0.007 0.29 [0.13, 

0.45] 

0.001 0.04 [-

0.08,0.15] 

0.54 -0.06 [-

0.19, 0.08] 

0.41 

L1 

Physical 

Activity 

-0.02 [-

0.06, 0.02] 

0.34 0.0002 [-

0.09, 0.01] 

0.99 -0.01 [-

0.07, 0.05] 

0.68 0.003 [-

0.07, 0.08] 

0.95 0.001 [-

0.07, 0.07] 

0.97 

L1 Social 

Contact 

-0.06 [-

0.1, -

0.007] 

0.02 -0.03 [-

0.06, 0.01] 

0.20 -0.006 [-

0.05, 0.03] 

0.76 0.03 [-

0.04, 0.11] 

0.36 0.12 [0.01 

,0.23] 

0.03 

Table 7.10: Dynamic regression between symptoms and lag-1 symptoms in Wave 2 controlling for confounders  
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Figure 7.3: Autoregressive cross-lagged panel model for Wave 1  

Lag1 Physical Symptom Physical Symptom 

Lag1 Positive Affect Positive Affect 

Lag1 Negative Affect Negative Affect 

Lag1 Physical Activity Physical Activity 

0.48 [0.40, 0.57] 

0.51 [0.38, 0.64] 

0.10 [0
.04, 

0.17] 

0.28 [0.18, 0.39] 

-0
.0

5 
[-0

.0
7,

 -0
.0

2]
 

Lag1 Social Contact Social Contact 
0.15 [0.05, 0.25] 

-0.20 [-0.34, -0.07] 

0.14 [0.05,0.23] 

-0.07 [-0.14, -0.007] 
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Figure 7.4: Autoregressive cross-lagged panel model for Wave 2 

Lag1 Physical Symptom Physical Symptom 

Lag1 Positive Affect Positive Affect 

Lag1 Negative Affect Negative Affect 

Lag1 Physical Activity Physical Activity 

0.20 [0.11, 0.28] 

0.28 [0.14, 0.43] 

Lag1 Social Contact Social Contact 

-0
.0

5 
[-

0.
1,

 -0
.0

06
] 

0.16 [0.06, 0.25] 

0.23 [0.11, 0.36] 

0.07 [0.02, 0.13] 
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Figure 7.4 shows that there was a significant association (p value = 0.03) between 

lag-1 social contact and physical symptom in Wave 2, which was not present for Wave 1. 

This means that social impact has a significant negative correlation with the next time 

period’s physical symptom, where an increase in social impact would lead to a decrease in 

next time period’s physical symptom. The correlation changed direction between the two 

waves, with Wave 1 having a non-significant positive correlation (p value = 0.29). This 

showed that in a situation with social restrictions and high loneliness, social contact had a 

significant association with physical symptom in the next time period. However, this was not 

a significant difference between the waves, because the 95% confidence interval overlaps 

([-0.01, 0.04] and [-0.1, 0.006]).  

There were also several differences between the waves for positive affect. The first 

difference is that positive affect has a significant negative correlation with next time 

period’s physical activity (p value = 0.003) in Wave 1, suggesting that an increase in positive 

affect will lead to a decrease in physical activity in the next time period. The direction 

remains the same for Wave 2, however it is non-significant (p value = 0.20). This was not a 

significant difference between the waves though, because the confidence interval overlaps 

([-0.34, -0.07] and [-0.27, 0.06]. However, the same direction for both Waves indicate that 

the association in Wave 1 where positive affect has a negative correlation with next time 

period’s physical activity is still important. Lag-1 physical activity was also negative 

significantly associated with next time period’s positive affect in Wave 1, which is not 

present in Wave 2 as well. This shows that there was a much stronger connection between 

positive affect and physical activity in Wave 1 compared to Wave 2. This is a paradoxical 

finding however, because as seen in Chapter 6, lag-1 positive affect actually had a positive 

correlation with physical activity. The other difference in Wave 1, lag-1 positive affect had a 

negative significant association with social contact. This means that an increase in positive 

affect would lead to decreased social contact in the next time period. This difference is not 

significant between the waves, as the 95% confidence interval overlaps ([-0.14, -0.007] and 

[-0.18, 0.08]). However, the direction remains the same among both waves, and also 

suggest that in Wave 1 where there were no restrictions, positive affect influences next time 

period’s social contact.  
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Last but not least, lag-1 negative affect had a significant positive correlation with 

positive affect, while lag-1 positive affect did not have a significant correlation with negative 

affect in Wave 2. In Wave 1, there was a feedback loop between positive and negative affect 

where both variables have a positive significant correlation with each other’s lagged 

component. This shows that in Wave 2 where there was a lockdown, negative affect had a 

stronger influence on overall mental well-being. However, this difference was not significant 

between waves ([0.05, 0.23] and [-0.02, 0.14]) but does not discount the possibility that 

negative affect was the main driver in mental well-being.   

None of the differences between Waves 1 and 2 were significant, after comparing the 95% 

confidence interval. However, there were still novel findings from the dynamic regressions. 

It could be seen that during a lockdown, increased social contact could lead to a decrease in 

physical symptoms. Physical activity and positive affect were also more connected during 

Wave 1, however the direction of correlation is conflicted because it differed from the 

findings in Chapter 6. 

 

7.5.5 Network Model 
 

Dynamic regressions showed the temporal interactions of symptoms and how these 

differed in between waves. However, the regression analyses only allowed for the inclusion 

of a few main variables before it became too difficult to estimate and interpret. Network 

analysis was used as well to produce symptom network plots for Waves 1 and 2, providing 

additional information about how every symptom measured six times a day interacted with 

each other. The symptoms that were included were pain, fatigue, joint stiffness, content, 

enthusiastic, cheerful, loneliness, anxiousness, irritable, social contact and physical activity. 

This include all the measurements of physical symptom, positive affect, negative affect, and 

the lockdown restricted social contact and physical activity.  
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Figure 7.5 showed a network plot for data collected in wave 1 during a period of no 

restrictions. It could be seen that positive affect, negative affect, and physical symptoms are 

in separate clusters, with social support and physical activity unconnected to most other 

nodes. Social activity had a negative link with contentedness, and a positive link with 

cheerfulness, which cannot be explained due to the similarity between cheerful and 

content.   

 

 

 

 

 

 

 

 

 

 

Figure 7.5: Network Plot for Wave 1  
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Figure 7.46shows a network plot that has more connections between clusters of 

symptoms. There are additional weak connections between physical symptoms and 

psychological symptoms, suggesting that a flare in any symptom could potentially result in a 

flare of the entire symptom network and that the likelihood of this was increased in wave 2. 

The connection between fatigue and pain has gotten weaker, but there is a strong 

connection with stiffness in Wave 2. This suggest that in a period of lockdown, fatigue is 

activated by stiffness as well as by pain. There is also a strong edge linking anxiousness with 

loneliness in Wave 2, which was absent in Wave 1. This change in wave 2 coincides with the 

lockdown during Wave 2 that leads to higher loneliness levels, suggesting that there was a 

change in reason for anxiousness. There is also a moderate link between physical activity 

and pain in Wave 2 which was not present in Wave 1, which suggests the possibility of 

physical activity as an external event that activates pain.  

 

 

 

 

Figure 7.6: Network Plot for Wave 2 
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Sensitivity Analysis: 

 

In order to ensure the accuracy of the network models, accuracy of the edge-weights will be 

considered. As there are no centrality indices created, no centrality stability tests are 

required. A graph for each of the network models will be created, which shows the 

bootstrap and sample means for each of the edges, alongside the 95% confidence interval. 

The y-axis represents each of the edges, but they are unlabelled because the purpose of this 

is to test for the robustness of the entire networks’ edges instead of particular edges.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7.7: Graph for accuracy of edge weights in Wave 1 
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Both Figures 7.7 and 7.8 showed very close bootstrap and sample means, suggesting 

that there is not much difference. The 95% confidence interval is also very tight, with the 

exception of a few edges. There are a few edges in Wave 1 that could be shown in the 

network graph according to the bootstrap mean, but it is not substantial. This proved that 

the network models formed for both waves are reliable, and the edge weights are accurate. 

Comparison between edges can therefore be confidently done.  

 

 

 

 

 

 

 

Figure 7.8: Graph for accuracy of edge weights in Wave 2 
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7.6 Discussion 
 

This study compared data gathered from IA patients between a period of time with no 

restrictions, and a period of time with lockdown restrictions which provides the assumption 

that there was less social interaction, and also less physical activity. Using linear mixed 

models on the data provided, the difference between the two waves were evaluated to 

observe for any significant differences. Physical activity significantly decreased in Wave 2 

with a small effect size of 0.18, however social contact is found to have a slight increase in 

Wave 2, although this difference is found to be non-significant. This finding is however 

paradoxical, because both satisfaction from social interaction, and how supported 

participants feel both decreased in Wave 2 with effect sizes of 0.21 and 0.26 respectively. It 

was also found that loneliness significantly increased, with the largest effect size of 0.45 

among all other variables, which is also paradoxical to the increased social contact score in 

Wave 2. Physical symptom was also found to significantly decrease overall, in which both 

pain and joint stiffness follows the same trend, while fatigue had a non-significant increase 

in Wave 2. Among psychological symptoms, only loneliness had a significant difference. All 

other positive affect and negative symptoms increased in Wave 2, but not significantly.    

 Regarding temporal associations, there were similar associations between Waves. 

However, the dynamic regression showed novel findings in relation to physical activity and 

social contact. it could be seen that in Wave 2, lag-1 social contact has a significant negative 

correlation with physical symptom, suggesting that in a period of time with significantly 

higher loneliness level, an increase in social contact will lead to a decrease in physical 

symptom on the next time point. There were a significant association between positive 

affect and physical activity in Wave 1, where positive affect has a significant negative 

correlation with physical activity in the next time period, and vice versa. This connection 

disappears in Wave 2, where no lag-1 variable is significantly associated with physical 

activity. Finally, the network symptom plots showed that in Wave 2, fatigue had a strong 

connection with stiffness while in Wave 1, fatigue had a strong connection with pain. 

Physical activity also developed a weak connection with pain in Wave 2, whereas physical 

activity was isolated in Wave 1. Loneliness also developed connections with anxious and 

stiffness in Wave 2, while it only had weak connections with other negative affect symptoms 

in Wave 1.  
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Physical symptoms, in particular pain and stiffness, significantly decreased in Wave 

2. This is a novel finding as no studies carried out on IA patients during lockdown 

investigated how different physical symptom levels change in comparison to no lockdown 

restrictions. Similar studies were carried out in other cohorts, for example a study on 150 

patients with chronic diseases showed that there were no changes in physical symptoms 

and pain during a lockdown (Khot et al., 2021). It was also shown in a sample of 63 

osteoarthritis patients that pain levels and joint function all significantly worsened during 

the lockdown (Endstrasser et al., 2020). However, this sample of patients were due for 

arthroplasty, a surgical treatment to restore function of a joint, which was delayed due to 

COVID-19. This means that the result is potentially not translatable to this study, where the 

participants were not included only if they had to delay treatment on joints. A more 

comparable study concerning IA patients in Germany (Hasseli et al., 2021) investigated 

differences between the first lockdown in April, to a period of no restrictions in July, and to 

the second lockdown in November. It displayed a stable self-reported pain score with no 

significant differences through these three time points, however no other physical symptom 

was included. 

 This different result regarding pain levels could be due to the frequency of surveys, 

where the study referred only asked for self-reported pain scores once a month and this 

study collected pain scores for six times a day over a period of 10 days. The intensive data 

collection methodology implemented here could mean that the pain scores are more 

accurate, while data collection once a month may be inaccurate due to presence of a flare. 

This significant decrease in levels of pain and stiffness between waves was thus an 

important finding not only because no other study discovered this, but also because it 

suggested that in the presence of increased loneliness and decreased physical activity, IA 

patients experience lower levels physical symptoms. This is paradoxical to what existing 

literature presents, which meant that it could be other elements of a lockdown that resulted 

in the decrease of pain and stiffness levels.  When comparing between symptom network 

plots of Waves 1 and 2, there was also a major difference regarding physical symptoms.. 

Fatigue was strongly connected with pain in Wave 1, but in Wave 2, there was a strong 

connection between fatigue and stiffness instead. This suggest that in a lockdown situation, 

fatigue was more likely to be activated due to stiffness than pain, which was not the case in 



 212 

a situation with no restrictions. No study had proved that the influences of fatigue change in 

IA patients during a lockdown. Even though this study could not prove a causation between 

fatigue and stiffness during a lockdown, it created a novel hypothesis that in the situation of 

low physical activity, fatigue is activated by stiffness rather than pain.   

The score for social contact increased in Wave 2, which was opposite to what other 

literature had about the diminished social support and contact during a lockdown. This 

information was also paradoxical to other social scores collected in this study, such as 

loneliness and social satisfaction. This paradox regarding social contact could be due to how 

social contact is scored in the surveys. The scores range from 0 to 3, with 0 being no social 

contact, 1 as virtual social contact, 2 as in-person contact, and 3 as both. It does not just 

measure the amount of social contact, but the mode of social contact as well. This question 

was scored as such because there is a significantly increased risk of developing depressive 

symptoms if in-person social contact is decreased, which was not found in online social 

interactions (Teo et al., 2015), and higher in-person social interaction is also significantly 

associated with less PTSD symptoms and suicidal thoughts (Teo et al., 2019). This shows the 

importance of distinguishing between the type of social contact, and in the case of a 

lockdown which as shown in Table 7.1, has restrictions only on in-person meetings and not 

online meetings, would definitely play a role in how social contact changes for participant. 

Thus, the non-significant increase in social contact score does not mean that there is not a 

significant change in amount of social contact. It is widely acknowledged that lockdown 

brings about reduced frequency of social contact and insufficient social support (Sommerlad 

et al., 2021). The decreased social support score in Wave 2, with an effect size of 0.26 

supports this finding as well. This established that the assumption this study operated under 

- where a lockdown leads to less physical activity and social contact - were correct. 

Looking at temporal associations, it was discovered in Wave 2, social contact had a 

significant negative correlation with next time period’s physical symptom. This suggested 

that in situations with reduced social contact and support, an increase in social contact can 

lead to a decrease in physical symptoms. No study on IA patients during lockdown had this 

same finding, as most studies on social contact was focused on mental health. However, a 

study on fibromyalgia patients showed that increased social support were significantly 

correlated with lower levels of pain (Aloush et al., 2021). A study carried out on 

hemodialysis patients also showed that a there is a strong negative correlation between 
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social support and fatigue, suggesting that a high level of social support is linked to a low 

level of fatigue. None of these studies were carried out on an IA cohort, but provided 

evidence of the possible association between social support and physical symptoms. The 

significant association discovered in this study meant that the effect of social contact in IA 

patients could extend past the mental health which current literature covered, into physical 

health. This could have important clinical implications because clinicians who were aware of 

IA patients who suffer from a lack of social contact would need to be more aware of 

possible spikes in physical symptoms.  

The effect of the lockdown could be seen in a significant increase in loneliness with a 

moderate effect size of 0.45 in Wave 2. An increase in loneliness during lockdown is present 

in every demographic group, however it is even more severe in those that were already at 

risk, such as an older population such as this IA sample (Bu et al., 2020b). Loneliness level 

remains elevated even after the end of restrictions in some populations (Killgore et al., 

2020) which points to the danger of lasting effects. These reaffirms the finding from this 

study that loneliness is significantly increased by the implementation of a lockdown. 

Loneliness was not evaluated in the dynamic regression that was carried out, but negative 

affect which was the overall construct was included. It could be seen that in Wave 2 during 

lockdown, negative affect has a stronger influence on psychological symptoms compared to 

Wave 1. This is because in Wave 1, the feedback loop between positive affect and negative 

affect exists, while in Wave 2, only negative affect is significantly associated with positive 

affect of the next time period. This suggest that negative affect is the main drive of 

psychological symptoms during a lockdown. No study examined if loneliness affects positive 

affect during a lockdown, but an EMA study carried out in Germany (Haucke et al., 2021) 

showed that loneliness increased negative mood. Loneliness is significantly associated with 

lack of social support (Emmungil et al., 2021), however both symptom network plots 

created in this study do not show a connection between lonely and social contact. This is 

most likely due to the scoring criteria of social contact, as described above. However, 

symptom network plot in Wave 2 showed that lonely has a strong connection with anxious 

which was absent in Wave 1. In a state of reduced social support, the feeling of loneliness 

and anxiousness are closely connected, and that an activation of either could lead to a flare 

in the other. The clinical implication here is that in cases of social isolation in IA patients, 
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negative affect played a bigger role in patients’ mood and loneliness could be the activator 

for a hike in negative affect.  

There was a significant decrease in physical activity in Wave 2 compared to Wave 1, 

with a small effect size of 0.18. This result is reflected in other studies, where a sample of 

204 RA patients showed that there is a significant decrease in physical activity, both in 

frequency and intensity (Levy-Weil et al., 2021). It was shown in other studies that physical 

activity could improve mental health and well-being (van Zanten et al., 2020), but this study 

only discovered a weak association between physical activity and positive affect in Wave 1. 

The association was negative, suggesting that an increased physical activity led to lower 

positive affect in the next time period, which was opposite to what van Zanten’s study 

(2020) discovered. Another study (Brady et al., 2021) also discovered that light physical 

activity could improve both mental and physical fatigue, but both cross-sectional correlation 

and dynamic regressions do not show any significance between physical activity and 

physical symptoms. In Chapter 6, lag-1 positive affect was discovered to be positively 

significant with next time period’s physical activity, which was different from the discovery 

here. This could be because Chapter 6 utilized the full 30 participants dataset in Wave 1, 

while this was a sub-sample of the dataset in Chapter 6. This could have resulted in the 

change of direction of association between lag-1 positive affect and physical activity. This 

hinted at a possible selection bias, and thus the connection between physical activity and 

positive affect in this study could be inaccurate.  

This study showed that there are significant symptom differences between lockdown 

period a period with no restrictions, but there were including some differences in temporal 

associations between the two waves. Physical activity decreased and loneliness increased 

during lockdown, and this was reflected by various other studies as well. This is an 

important finding because exercise and physical activity are known to help not just 

cardiovascular health and obesity, but also disease activity in arthritis (Metsios & Kitas, 

2018). This significant decrease in physical activity during lockdown is thus a concern for 

clinicians, and exercise as a self-management tool should be continually pushed. Temporal 

associations in Wave 2 did not find any significant associations between lag-1 physical 

activity and other variables, suggesting that it did not play a significant role in other 

variables. However, because of the reduced sample, there could be inaccuracies. 

Furthermore, levels of pain and joint stiffness both decreased, which was a novel finding in 
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the population of IA. This could mean that certain elements of the lockdown helped with 

alleviating physical symptoms, and one theory that could be derived from this study is that 

social support could be a factor in determining next time period’s physical symptom during 

lockdown. It is also important to note how physical symptoms change the interaction with 

each other during a lockdown, with stiffness instead of pain as the main connection within 

physical symptom. This could suggest that during lockdown, inflammation is the main 

reason for patient fatigue, which would mean that careful monitoring of inflammation levels 

could help in reducing fatigue levels. It was also discovered that loneliness, and in turn 

negative affect could be the main driver of influence for psychological symptoms during 

lockdown. This could mean that in a period of time with less social contact, loneliness plays 

an even bigger role in mood for IA patients, which means that in order to regulate 

psychological symptoms, it is important to have sufficient social support.  

Even though this study managed to discover several novel associations, there were a 

few limitations to the study that prevented these associations from being fully explored. 

The sample size was reduced from Chapter 6 because of participant drop out, which meant 

that there was a possibility of selection bias. A sample of 19 also offered insufficient power 

compared to Chapter 6, which meant that in the case of conflicting information between 

these two studies, the findings revealed here needed to be verified in future studies. This 

meant that even though there were clinically important findings from this chapter, more 

studies with bigger sample size were needed to have a more thorough investigation. There 

was also a short follow up period, with both studies only carried out over a period of 10 

days. This meant that if the participant was suffering from a spike in symptoms due to a 

flare, the result could be inaccurate. A flare last for more than 1 week in 43% of patients 

who suffered from a flare (Bykerk et al., 2014), suggesting that a study period of 10 days 

was not sufficient to take into the account of a flare. The two waves were also carried out in 

different seasons, with Wave 1 during July and Wave 2 during November. This meant that 

one was carried out during the warmer season, while Wave 2 was during the colder season. 

It is known that during the winter seasons, there is a significantly higher level of 

inflammatory cytokines compared to the hotter seasons (Najim et al., 2021). The difference 

in season thus meant that the level of inflammation is naturally different, which could play a 

part in how symptoms severity differ. This could play a role in influencing the significantly 

different symptoms and temporal associations between waves. Ideally, the two data 
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collection periods should be closer to each other which would prevent this problem from 

happening. 

As stated above, other studies actually indicated that levels of physical symptoms 

either remained the same (Hasseli et al., 2021) or worsened (Endstrasser et al., 2020) during 

the pandemic. This is opposite to what is seen here, with both pain and joint stiffness 

significantly decreasing during the period of governmental restrictions. It is important to 

contemplate the contextual variables that are present in this study design that might lead to 

these different discoveries. As mentioned before, even though there were no governmental 

restrictions in the first data collection period, IA patients still had to engage in shielding 

practices which meant that there should still be a limit on physical activity and social contact 

compared to normal situations. One of the main differences is that during a period of 

governmental restriction, working from home is necessary. This has a consequence for 

several variables, such as reducing stress and decrease in physical activity due to the lack of 

travelling needed to go to work, reduced social contact and increased loneliness due to lack 

of interaction with colleagues, and a more sedentary lifestyle. These would play a role in the 

associations between symptoms and thus is a limitation that needs to be noted.  

This selection bias can be seen when comparing between demographics of the 

participants included in this Chapter and those included in the full sample in Chapter 6. 

Those who completed the 2nd wave of follow-up, and included in the analysis sample in 

Chapter 7, were in general younger, healthier, more educated and predominantly of white 

ethnicity compared to the those in the overall sample who did not complete the 2nd wave of 

the sample. This difference in samples may induce selection bias where these attributes 

may bias the observed average level of certain symptoms or, if the demographic factor acts 

as an effect modifier, potential the strength or direction of associations between symptoms. 

Since the main focus of this study is estimating associations, and where mean differences 

are considered tests are based on within-person analyses, results are only generalisable 

under the assumption of homogeneity of the associations between symptoms across 

demographic factors. 

This study has managed to reaffirm several results that are present in the IA 

community and general public during lockdown,such as the high level of loneliness, lower 

level of physical activity. There has also been novel discoveries such as the significant 

decrease of physical symptom severity and the potential beneficial effect on physical 
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symptoms due to social contact during a lockdown and the strong connection between 

fatigue and stiffness that developed during a lockdown. Furthermore, negative affect also 

had more influence on the psychological state of patients during a lockdown.  These 

discoveries were unfortunately not proven, but could be interpreted as novel hypothesis 

that presents important clinical implications that should be further researched on. This 

study is limited due to some of the designs as mentioned before, but also by the scoring 

scale of social contact. Social contact was the only social interaction score that was surveyed 

six times a day, and the non-significant difference between waves showed that it needed to 

be changed. Separate scores for both quantity of social contact, and mode of social contact 

to be asked six times a day would be useful in identifying whether it was the quality or 

quantity of social contact that affects IA patients the most. Future research could also utilize 

specific symptoms instead of the symptom construct in dynamic regressions instead, such as 

pain, stiffness, and loneliness. This will be one of the methods to further the theories that 

were brought up in this study such as for example which physical symptom does lag-1 social 

contact have a significant association with. This will provide even greater clinical implication. 

The symptom network plots also showed how symptom interactions differ between waves, 

however it does not allow specific symptom interaction, such as how fatigue changed 

between Waves to be understood. This means that further research would be required to 

have a full understanding of the change in fatigue during a lockdown.  
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8. Remote Assessment of RA Patients Starting a New 

Treatment 
 

8.1 Overview of Remote Assessment of RA Patients Starting a New Treatment   

 

This chapter is based on the APPro study that collected intensive longitudinal data with the 

help of a wearable device from patients who are starting a new bDMARD treatment. After 

the previous chapters have established the use of mixed effect modelling and network 

science in this field, this chapter shows how a new treatment affect patients and provide 

useful clinical implications for both clinicians and patients. APPro was designed and carried 

out mostly by the researcher and could be used as a template for future studies that want 

to collect intensive longitudinal data in the field of RA. This chapter is based on two papers 

that will be published from the APPro study, and thus will have overlaps in background and 

methodology with other chapters. 

 

8.2 Background  

 

Rheumatoid arthritis (RA) is an autoimmune chronic inflammatory disorder and generally 

affects joints in the hands and feet through the inflammation of synovial membrane  

(Firestein, 2003) (Tobon et al., 2010). It is also the most common form of inflammatory 

arthritis, and affects about 1% of the global population (Friedewald et al., 2010). The effects 

of RA are very pronounced, with patients suffering from pain, swollen joints, disability and 

irreversible joint damage (Smith et al., 2011). There are also extra-articular effects on the 

heart, lungs and even inflammation of the blood vessels (Cojocaru et al., 2010). According to 

the NICE guidelines for Rheumatoid Arthritis in Adults (NICE, 2018), the aim of treating RA is 

to achieve remission, or “treat to target” which means treating to achieve a targeted low 

disease activity. Clinicians need to measure both the C-reactive protein (CRP) level and 

disease activity score (DAS28) monthly to see if either remission or low disease activity is 

achieved. CRP is a biological marker of RA (Chandrashekara & Sachin, 2012) and consistently 

elevated levels present greater risk for joint deterioration.The DAS28 is a scale that 
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measures disease activity through combining the scores of 28 swollen and tender joints in 

the arms, hands and knees, patient’s global assessment, and Erythrocyte Sedimentation 

Rate (ESR). The score ranges from 1 to 9, with a score lower than 2.6 suggesting remission, 

and a score of 3.2 or lower suggesting low disease activity (Dougados et al., 2007).  

Initial treatment plans as laid out by the NICE guidelines stated that conventional 

disease-modifying anti-rheumatic drugs (cDMARDs) need to be used, and that additional 

cDMARDs should be used in combination if clinician’s disease activity target is not met. If 

there is still inadequate response to the cDMARDS, biological disease-modifying anti-

rheumatic drugs (bDMARDs) are prescribed to the patients. bDMARDs cost considerably 

more than cDMARDs but is also proven to produce more quality adjusted life years (QALY), 

which is a measurement that looks at quality of life per year (Doan et al., 2006). This means 

that bDMARDs is commonly used only on patients with high disease activity. The impact of 

biologics can be seen in a significantly increased improvement in physical function 

compared to other treatments (Callhoff et al., 2013), and also significantly reduce joint 

inflammation and limit erosive damage (Scott, 2012). A review on 32 studies by Almedia and 

colleagues (2016) also showed a significant improvement in fatigue levels in patients using 

Biologics, although it is unclear if that is linked to the reduced inflammation. The safety of 

bDMARDs has also been evaluated, and it is shown to be comparable to cDMARDs and is 

reasonable especially in light of the benefits that it bring (Ruderman, 2012). Biologics have 

also been shown to reduce potential cardiovascular complications in RA patients, which in 

return reduces mortality rate (Mikuls et al., 2011). 

RA primarily affects the peripheral joints, but there is also systematic inflammation 

and extra-articular processes that affects the patients (Turesson et al., 2003). The European 

League Against Rheumatism (EULAR) highlighted infections, cardiovascular diseases (CVD), 

malignancy, gastrointestinal disease, osteoporosis and depression as the six main 

comorbidities in RA (Baillet et al., 2016). These comorbidities have a significant influence on 

the mortality rate in RA, and thus treatments have to take into account the comorbidities as 

well (Humphreys et al., 2016). Depression is the most common comorbidity of RA (Baerwald 

et al., 2019), and a review by Matcham et al (2013) showed that the prevalence of major 

depressive disorder in RA patients is about 16.8%, while 38.8% of patients have depression 

according to the PHQ9. These rates are about two to three times higher than the general 

population (Sheehy et al., 2006), and this comorbidity is particularly dangerous because of 
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the worsened outcomes. Depression is an independent risk factor for higher mortality rate 

in RA (Ang et al., 2005), and also leads to higher pain levels, higher disability and also a 

lower adherence to treatment (Sheehy et al., 2006). This means that when investigating RA, 

it is important to consider the comorbidity with depression and how the physical symptoms 

and psychological symptoms interact.  

In order to distinguish the underlying structure of comorbidity between RA and 

depression, there needs to be a model of understanding that allow all symptoms to be 

included. Network science has been used in a lot of other fields, for example in 

epidemiology where it is widely used because of its ability to take into account the various 

types of interactions that may occur between all the nodes (Danon et al., 2011). Network 

science is a field of study that looks at disorders not as latent variables that causes the 

various symptoms, but that symptoms are independent variables with causal interactions 

with each other that manifest into a disorder (Borsboom & Cramer, 2013). This means that 

disorders can be interpreted as a complex cluster of directly related symptoms and 

interactions and not a single latent construct (McGrath, 2005). Symptoms in a network are 

represented with a node, while associations between symptoms are represented with a link 

or edge in a graphical output which allows for a complete look at the disorder. This concept 

of network science can thus model comorbidity as a set of direct relationships between 

symptoms of two different disorders (Cramer et al., 2010). Overlapping symptoms that are 

linked to both disorders can be interpreted as a bridge symptom, which is crucial to the 

formation of the comorbidity. When one disorder is active and each of the symptom is 

activated, the bridge symptom will spread the activation to the other disorders’ symptoms 

which will then manifest into a comorbidity. This concept can be used in looking at both 

physical and psychological symptoms in RA, where the symptoms are separate into these 

two main groups and a bridge symptom can be identified. This identifies symptoms that 

may trigger a spike in physical or psychological symptom, thus providing useful clinical 

information on what to manage.  

RA symptoms are highly fluctuant, and some even varies throughout a day (Evers et 

al., 2014). This means that in order to have a good understanding of how symptoms interact 

with each other, it is important to study RA longitudinally instead of cross-sectionally. A 

review (Vriezekolk et al., 2011) showed that out of 2605 studies including RA and 

psychological distress, only 19 are longitudinal. This shows a distinct lack of research in 
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longitudinal designs. Chapter 3 showed that most longitudinal studies do not look at more 

than 3 symptoms, thus not able to allow all symptoms to be considered in any analysis. This 

showed that the data collected needs to both cover enough longitudinal range, but also 

enough symptoms to be able to show a complete picture of RA. In order to satisfy these 

needs, ecological momentary assessment (EMA) and wearable devices should be used. EMA 

utilizes repeated sampling throughout a day in real time in order to see how participants’ 

experiences change throughout a day. It is also done in the participants’ natural 

environment so as to ensure ecological validity (S. Shiffman et al., 2008). This means that 

EMA is uniquely suited to collect data from RA patients which displays day-to-day variability 

in symptoms (S. Schneider et al., 2012). Collecting data various times throughout a day also 

reduces recall bias because participant symptoms are collected at the specific times, and 

thus within participant variability and longitudinal analysis can be carried out with greater 

accuracy. The scoping review in Chapter 3 also showed that recent studies in high-intensive 

data collection have also shifted from paper diaries to EMA, suggesting the validity of using 

this methodology. In order to supplement these patient reported outcomes, remote 

measurement methods such as using wearables could be used. Wearable devices present 

the opportunity to collect objective data without any extra burden on the participants. It is 

also discovered that wearable devices demonstrated good feasibility and acceptability for 

use in RA patients by Jacquemin et al (2018). Wearable devices have also been used by 

Gossec et al (2018) which utilizes consumer grade activity tracker on patients diagnosed 

with RA or spondyloarthritis. It is discovered that the activity tracker which tracks patient 

activity through steps could detect a flare in disease activity accurately. Chew et al (2019) 

also showed the feasibility and advantages of monitoring RA patients outside of clinical 

appointments, which the use of EMA surveys and wearable devices will be able to bring.  

It is also shown that the most common symptom that is included is pain, and that 

psychological symptoms are only classified as depression or anxiety without taking into 

account the specific symptoms. Utilizing the model of network science enable all symptoms 

to be considered, and the possibility of a central symptom to be found. Centralities are able 

to accurately identify the highly influential nodes in a network plot, and a central symptom 

is most likely to be the one that is in charge of the activation of the disorder network 

(Lawyer, 2015).There are also no studies that examined how specific physical and 

psychological RA symptoms change after the prescription of a biologic therapy, which 
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should ideally show a difference from high disease activity to lower disease activity. This 

shows the need to design a study that looks at both physical and psychological symptoms in 

RA that will allow for dynamic analysis, over a period of time that includes both before and 

after a new Biologic therapy.  

 

8.3 Aims  
 

The main aim of this study is to evaluate the utility of high intensity data collection in 

monitoring the impact of starting a new biologic treatment on both physical and 

psychological symptoms. This will be carried out using EMA surveys and a wearable device, 

FitBit to collect the data. It will address both the lack of study in the change of symptoms 

after exposure to bDMARDs, as well as the gap of literature in longitudinal studies that look 

at multiple symptoms that make up RA. This aim will be achieved by completing the 

following objectives:  

 

1) Is it feasible to recruit and conduct a study involving intensive data collection, 

including EMA self-reported symptoms and ambulatory assessments with a wearable 

device, during the initiation of new biologics treatment? 

2) Do these methods produce data that could provide opportunities to inspect 

differences over the 30 days period? 

3) What symptom changes can be detected before and after exposure to a new 

bDMARDs 

4) What additional information can be derived from the difference before and after 

exposure using other analytical methods?  

 

In order to determine the feasibility of the study, the recruitment rate and the completion 

rate of each participant are calculated to test for willingness to participate in the study and 

the participant burden that is posed. This is in line with guidance on the conduct of 

feasibility and pilot studies (Eldridge et al., 2016). The feasibility of the measurements was 

tested by comparing agreement between the measurements derived for sleep and activity 

on the FitBit with the self-reported questions. To compare the feasibility of this study, it is 

proposed that an ideal compliance rate in EMA studies should be at least 80% (Stone & 
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Shiffman, 2002), while a systematic review showed that average compliance rate in chronic 

pain patients is around 85% (Ono et al., 2019). Therefore, compliance rates in this study 

should thus approach these numbers to be considered as a feasible study design with 

acceptable participant burden. 

 

8.4 Methods 

 

8.4.1 Study Design  

NHS ethical approval was obtained from the Riverside Research Ethics Committee 

(04/01/2020, KCH Ref: KCH20-115). All participants gave informed consent and were sent 

participation information sheet. The study followed the ethical standards of the Declaration 

of Helsinki (1964) and its later amendments.  

This study is a single arm longitudinal observational study that lasts for 30 days. It 

collects data through both EMA surveys and a wearable device, FitBit that tracks sleep, 

heart rate, steps, and physical activity. The participant is expected to wear the FitBit 

throughout the 30 day study so researchers can get an objective measurement of both sleep 

hours, nap time, steps, and minutes of intense physical activity. Surveys are sent six times a 

day for the first 14 days, with the time ranging from 9am, 11am, 1pm, 3pm, 5pm and 8pm. 

The surveys are repeated for the first five surveys, while the sixth survey at 8pm including 

additional questions regarding quality of life, sleep, and physical activity. For the last 16 days 

of the study, surveys were sent only once a day at 8pm, in the exact same format as the 

8pm surveys sent on the first 14 days. This means that in total, there will be 100 surveys 

sent out to the participants over 30 days, with the first 14 days consisting of 84 surveys. 

The study starts around three days before the participant starts a new bDMARDs 

treatment, so that comparisons can be made before and after treatment. There will thus be 

three days of pre-exposure data, and 27 days of post-exposure data with 11 of those 

including six surveys a day. The biologics were often mailed to the participants which means 

that the arrival dates are not always confirmed. This means that the three days of pre-

exposure data could vary, depending on the accuracy of the dates that was provided by the 
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participants. It was not ethical for researchers to request participants to start treatment at a 

specific date just for the study.  

Near the end of the study, participants were emailed to enquire of the interest in a 

semi-structured interview to provide feedback on the entire study. This interview is carried 

out on Microsoft Teams, or Zoom if the participant prefers. The purpose of this interview is 

for the participants to provide information on their experiences in the study and what can be 

improved. It also provides useful qualitative information regarding the feasibility of the 

study.  

Prior to the recruitment of participants, the entire recruitment and study process 

were carried out on 3 participants as a pilot test to evaluate if the process runs smoothly. 

These participants recruited were on a stable treatment plan, and thus were not eligible for 

the study. This study only commenced after the completion of a pilot test. Initial plans were 

to allow personal approaches in recruitment where researchers were to meet potential 

participants in clinics for recruitment purposes. However, because of the COVID-19 

pandemic, all recruitment was done by phone and using online forms. Every potential 

participant was called by the researchers instead of emails or through a nurse, to allow for a 

more personal approach. Furthermore, all these researchers were trained and highly 

informed about the study and study design. Participants were also given the FitBit that were 

used during the course of the study as incentives, thus fulfilling the recruitment strategy 

stated above. 

 

 

8.4.2 Participants   
 

Participants were recruited from came from the Rheumatology Clinics in King’s College 

Hospital (KCH) that is situated in Denmark Hill, London from February 2021 to September 

2021. Because of the COVID-19 pandemic, it is not feasible to recruit participants when they 

come in for their structured clinic appointments. This means that in order to recruit 

potential participants, researchers sit in on weekly Biologic meetings where rheumatologists 

and their multi-disciplinary teams discuss which RA patients require a new biologic, and 

what is the ideal biologic to prescribe.  
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Considering that the main study objective is to test for the feasibility of an intensive 

data collection methodology in patients undergoing a new bDMARDs treatment, power 

calculations to determine the sample size are not appropriate and sample size justification 

should be based on the precision with which key parameters of interest are estimated 

(Billingham et al., 2013). The sample size here was partly based on feasibility of recruitment 

given the limited resources available and based on previous pilot and feasibility studies 

having median sample sizes of between 30-36 (Billingham et al., 2013). In the case of this 

study, a sample size of 30 is sufficient because of the large amount of datapoints that each 

participant contributes for the analysis of the collected data. Furthermore, recruitment 

rates can be estimated to within a 95% CI of approximately +/- 9-10%, assuming a 30% 

recruitment rate (i.e. 100 people have to be approached to recruit 30 people). This is 

sufficient to inform the feasibility of future research and identify whether additional 

research to understand willingness to participants and the acceptability of intensive designs 

are needed before progression to a larger study.  All eligible patients were approached, and 

recruitment will stop after the sample size of 30 was achieved.  

 

8.4.3 Materials 
 

Baseline Survey: 

 

Participants were sent a baseline survey as part of the consent process for the study. This 

survey asks for basic demographic information from the participants, including age, gender, 

disease duration, and highest education level attained. The survey also asks for some basic 

clinical information using the Musculoskeletal Health Questionnaire (MSK-HQ) (Hill et al., 

2016), PHQ2 (97% sensitivity 67% specificity) (Kroenke et al., 2003) and the GAD2 (86% 

sensitivity, 83% specificity) (Kroenke et al., 2007) which are all shown to be valid and reliable 

scales.  

 

EMA Surveys: 

 

There are two parts to the EMA survey. The first part includes 11 questions including 3 on  

physical symptoms, 4 on  positive affect, and 4 on negative affect. This survey was sent 5 
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times a day at 9am, 11am, 1pm, 3pm, and 5pm for the first 14 days. These questions were 

scored on a numerical rating scale (NRS) ranging from 0 to 10. 

The second part of the EMA survey is sent at 8pm for the full 30 days. This survey 

includes the afore-mentioned 11 questions, but adds additional questions that asks about 

the participants’ physical activity throughout the day, sleep quality and hours for last night, 

quality of life through the day, and usage of FitBit.  

 

FitBit:  

 

Each participant is given a FitBit Charge 4 at the start of the study so that objective 

measurements of sleep and activity can be taken. According to a study that compares 

between a previous FitBit product, FitBit Flex and a validated wearable tool for measuring 

physical activity in RA patients named SenseWear (Feehan et al., 2014), it is found that 

patients rated the experience with FitBit 4.7 out of 5, suggesting satisfaction with using 

FitBit. However, It is found that FitBit Flex overestimates step counts compared to the 

validated tool. A newer and more powerful version of FitBit in Charge 4 should provide a 

better and more accurate read, however no study has been released regarding Charge 4. An 

old systematic review carried out on 67 studies regarding the accuracy of FitBit devices on 

step counts (Feehan et al., 2018) shows that there is consistent evidence that FitBit devices 

provide acceptable accuracy for step counts. Another review focusing on 22 studies 

(Haghayegh et al., 2019) compared FitBit to polysomnography and found that FitBit 

manages to distinguish between sleeping and waking times at a accuracy level between 0.81 

and 0.91. This justifies the use of FitBit Charge 4 in this study to extract objective 

information regarding physical activity and sleep.  

 

8.4.4 Measurements 
 

Following the success of the COVID-IA study where it can be seen that there is at least a 

completion rate of 75% across all times, the EMA survey questions can be shown to be 

feasible for participants to be completed. This is why elements of the previous study has 

been implemented here as well, with the same physical symptom being chosen. Pain and 

fatigue has been chosen in the majority of longitudinal studies in musculoskeletal disorders 
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according to the previous scoping review (Tung et al., 2021). The positive and negative 

affect symptoms were kept as well, but instead of three symptoms each they were 

expanded to four symptoms each. This is done so that there will be an equal number of low 

and high valence symptoms in both affect. Negative affect included the symptom of “Sad” 

which is included to even up the number of low valence symptoms, and also a direct 

interpretation of low mood which was not covered before. Positive affect included an extra 

symptom of “Relaxed” in order to have two low valence symptoms as well. These 11 

symptoms are all rated using a Numerical Rating Scale (NRS) that ranges from 0 to 10, with 0 

labelled as none, 5 as moderate and 10 as extreme. The NRS scale is used because it allows 

participants to complete the questions quickly, thus increasing the completion rate. It is also 

validated for use in self-reports of pain studies (Hjermstad et al., 2011) and even in even in 

children as young as eight years old (von Baeyer, 2009) (von Baeyer et al., 2009), suggesting 

that the use of NRS is both reliable and simple. These questions are included in every survey 

sent to the participant. 

There are additional questions sent on all the 8pm surveys, which is sent every day. 

These questions include daily well-being questions which were scored using the same NRS, 

including questions about joint and muscle symptoms, problems performing tasks, 

enjoyment from tasks and also social interactions and support available throughout the day. 

Participants were also asked about the highest level of activity that happened on the day. 

This is because physical activity is vital to manage the disease course of RA, and is found to 

improve muscle function without affecting inflammation or joint damage (Plasqui, 2008). 

Fitbit also measures minutes of intense physical activity, so the measurement of highest 

activity level in surveys will provide a subjective contrast. There were also questions 

regarding hours of sleep and quality of sleep, which can also be compared with the FitBit 

data. Sleep is important when discussing RA symptoms because it is shown that in cases of 

sleep loss in RA patients, mood and pain levels deteriorated (Irwin et al., 2012). The end of 

the survey asked participants if they removed the FitBit during any exercise, so the 

researcher will be able to know if any possible discrepancy between FitBit and survey data is 

caused by this. The measurements derived from the FitBit are FitBit sleep, FitBit activity, and 

FitBit steps. FitBit sleep is measured by the number of hours that the participant is asleep 

each day as calculated by the FitBit based on readings of movement, heartrate and 

temperature following the proprietary methodology. Similarly, FitBit activity is measured by 
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the number of minutes each day that FitBit shown the participant as “Fairly Active” and 

“Very Active” based on readings of movement and heartrate. FitBit steps are the number of 

steps that the participant has walked each day as shown by the FitBit readings of 

movement.  

 

 

8.4.5 Procedure 
 

The study’s participants are recruited from the Rheumatology Clinics from King’s College 

Hospital. Because of the restrictions from the COVID-19 pandemic, recruitments could not 

be done in person. This means that researchers have to attend a Biologics clinic attended by 

Rheumatologists and multidisciplinary team and identify potential patients that are 

diagnosed with RA and about to start a new biologic treatment. Upon identification of these 

potential participants, the name and NHS ID was collected so the researcher could use EPR 

to get contact information. Telephone numbers are the priority, and in case of missing 

numbers, emails were collected.  

Researchers call the potential participants in order to receive informal consent over 

the phone. The study only progresses if the participant indicate interest, and wants to 

receive the participant information sheet and consent form that will be sent through email. 

Upon completion of the consent form which is designed using Qualtrics, participants are 

also directed to a baseline survey that is part of the consent process. Participants are only 

fully consented and included in the study after completion of both consent form and 

baseline surveys. After formal consent is achieved, researchers will remind participants that 

the study has to commence three days before the new biologic treatment and that upon 

receiving news from the nurse or pharmacist, participants should email the researcher of 

the start date. Because of the possibility that participants may forget, researchers still 

contact the participant at least once every fortnight to enquire about the status of the new 

biologic treatment.  

 

After receiving a concrete start date for the new treatment, researchers contact the 

participants and enquire about the preferred mode of set up, either through email 

instructions, phone call or video call. Researchers need to set up the FitBit with custom log 
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in details so as to extract data, and also provide a link to SurveySignal which will sign the 

participants up for the survey study. The set-up needs to happen one day before the 

commencement of the study, because the surveys are sent one day after registration, and 

the Fitbit needs to record the night’s sleep before the first day of survey as well. Surveys are 

sent six times a day for the first 14 days, at 9am, 11am, 1pm, 3pm, 5pm and 8pm. For the 

last 16 days, surveys are only sent once a day at 8pm. At the end of the study, the data are 

extracted from Qualtrics, and FitBit data is extracted using the API in order to get both intra-

day data and inter-day data.  

Participants are also contacted near the end of the 30 days to enquire about interest 

and availability for a semi-structured interview. Those that accepted were interviewed over 

Microsoft Teams or Zoom, and the meeting was recorded and transcribed. The interview 

follows a topic guide that can be seen in Appendix D. The topic guide is just a guideline for 

the interviewer to follow, and that participants have the freedom to control the flow of the 

interview.  

 

8.4.6 Statistical Analysis 
 

The survey data that was downloaded from Qualtrics was first converted into a format that 

is readable on STATA, and additional information such as IP address was removed. Once 

opened in STATA, some of the variables are recoded so that it appears in a format that could 

be used for analysis. There were no missing data because the survey questions all had to be 

filled in for it to be submitted.  Time variables are also created so that dynamic regressions 

can be carried out. Some duplicates was also discovered and removed, the duplicates was 

likely to have been caused by server problem with SurveySignal that means the same survey 

was sent multiple times, resulting in repeated answers. The first input of the duplicate was 

kept. 3 new variables; physical symptom, positive affect, and negative affect were created 

by using the average of the sum of each of the symptom constructs. This is to enable easier 

analysis between the types of symptom and allow associations to be created between 

physical and psychological symptoms.  

In order to complete the first objective which is to evaluate the feasibility, the total 

number of participants approached, the total number of participants recruited and the 

reasons for why each potential participant was not recruited was investigated. This creates 
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a table and flowchart that shows the rate of success in recruitment, and the percentage of 

participants that were not able to participate in this study due to various reasons. The next 

step is to then gauge the feasibility of the data for analysis of the difference before and after 

biologics. A descriptive table including mean, within and between standard deviation of all 

the variables was first created to show the spread of data. After that, the completion rate of 

the surveys were shown using histograms. Histograms for surveys completed over the first 

14 days was shown by using completion rate per time point, and also completion rate for 

each time point over all 14 days. Histogram for the last 16 days was also shown by looking at 

the completion rate per day.  

After establishing the feasibility of both the study and the dataset, change in 

symptom severity before and after the exposure to new biologic treatment can be 

discovered. Codes were first written in STATA in order to separate the data into exposed 

and unexposed. Following that, mixed effects model were carried out on each of the 11 

symptoms scores and also the overall physical symptom, positive affect and negative affect. 

Physical activity and sleep scores for both FitBit and Survey data were included as well. The 

first step was to create a line plot for the change in severity scores for the entire study. After 

that, the margin scores for before and after exposure was compared to see if there is a 

significant change in severity score after exposure to a new biologic therapy. Last but not 

least, the average change each day in symptom severity score after exposure was also 

investigated. These steps will show which symptom has a significant change in score after 

exposure, and also the trend of these changes. These steps were also carried out for 

physical activity and sleep, but only after correlations were carried out between the data 

derived from survey and data extracted from the FitBit. This will allow not just the 

investigation of change in activity and sleep after biologic, but also allow for the validation 

of objective and subjective measurements.  

Dynamic multilevel models utilise only main symptom constructs of physical 

symptoms, positive affect, and negative affect instead of individual symptoms as stated 

before. One of the main reasons why main constructs are used is to prevent the cluttering 

of analysis results. If every symptom is included, there will be 11 symptoms and the lagged 

components included in the dynamic panel model, creating a complicated picture that is 

difficult to interpret and to extract useful information from. Furthermore, the estimation of 

such a model is complex and problems with convergence typically encountered, particularly 
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under scenarios where there is likely to be a high degree of multicollinearity due to 

theoretical overlap between variables. Using the overall symptom constructs allows for 

models to be estimable and results in a clearer understanding of the temporal associations 

that can be easily derived from models. However, naturally this aggregation loses 

information. This is specifically the point of symptom network analysis, which allows for the 

inclusion and graphical summary of the associations between not just a handful but large 

numbers of symptoms, thus and allows for a clearer  interpretation of different associations 

between symptoms across the network.  

In order to accomplish the final objective, there will be two main analysis applied on 

this longitudinal data. The first will a dynamic regression to see how symptoms interact with 

each other over time. The first step is to create lagged variables, which is simply the value of 

the variable at a preceding timepoint, thus a lag-1 variable is the value at the previous time 

point, while lag-2 variable is the value two timepoints before. This was carried out for the 

main symptom construct of physical symptoms, positive affect, and negative affect. This is 

because the previous analysis has already looked at the symptoms in depth, so a look at 

how the entire component changes with another will provide novel information. A cross-

correlation between these 3 symptoms and the lagged counterpart was first carried out to 

investigate any potential temporal correlations. After that, dynamic regression was carried 

out to investigate the associations. They are then drawn in a cross-lagged dynamic panel 

model for easier viewing. This will show potential causations between symptoms by 

showing the direction of the associations. This is done for both before and after exposure, 

so as to establish if the temporal associations change after exposure to a new biologic. The 

next step will be to create network plots of the symptoms for both before and after 

exposures as well. This is done by first exporting the data from STATA into R. After that, the 

data is transformed into a regularized partial correlation using the package EBICGLASSO. The 

formation of this package will then allow the matrix to be calculated into a symptom plot 

using the package qgraph. The network plots will then be evaluated for differences, and 

then centrality values, including degree, closeness, betweenness, bridge, and expected 

influences will be calculated. This is to provide both a quantitative and qualitative look at 

the network plots.  

The lagged analysis is conducted through all data collection points without 

considering the differences in the timings between assessment differing throughout the 
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day. For most observations the differences is consistent, however, this means that the 

effect of previous evening symptoms on current morning symptoms will be included in 

assuming the strength of the association is the same as the current mornings symptoms on 

the assessment 2 hours later. With the evening symptoms measured at 8pm and morning 

symptoms measured at 9am, there is a 13 hour difference between these two lagged 

periods. This variability in time difference may pose as a problem because some symptoms 

may not have an effect after a night’s sleep, and even if this is not the case it would be 

expected that the correlation would reduce with time. It is not straightforward to allow for 

different lengths of time between lagged observations so this is something that will need to 

be considered when interpreting effects. Specifically, the lagged association will be 

underestimated for the first observation of the day and slightly underestimated for other 

lagged associations. 

 

 

8.5 Results 
 

8.5.1 Recruitment Rate  
 
Upon discussion of the patients in MDM meetings, the names of potential participants are 

noted down. The contact details are searched on the Electronic Patient Records (EPR), and 

are called within a week. The average time from MDM meeting to recruitment is about 5 

days. Upon recruitment, it ranges from one day to two months for participants to begin the 

study, depending on when the new biologic treatment starts, with the average being around 

three weeks. 

74 potential participants have been listed down and contacted, and 25 have been 

successfully recruited. This is a 33.8% success rate in recruitment. Out of those that did not 

consent (n=49), table 8.1 shows the reasons and quantity of participants in each group. 

Elaborations for each reason is below the table.   
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Reason Number of Participants (%) 

Did not complete consent 9 (18.4%) 

Biologic date missed 5 (10.2%) 

Wrong contact information 7 (14.3%) 

Did not want to take part  8 (16.3%) 

Did not speak/read English 4 (8.2%) 

Did not pick up the phone 10 (20.4%) 

Did not have required technology 3 (6.1%) 

Problems with FitBit 3 (6.1%) 

 

Out of the 49 patients that were not recruited, 17 of the patients were not 

contactable. Seven of them had wrong contact information (phone numbers) on the 

Electrical Patient Records (EPR) and phone calls were not able to be put through. The 

number was called on at least three occasions, on varying days and times to ensure that the 

number was incorrect. For the other 10 patients, the number was valid but no one picked 

up the phone. All participants were called on at least 3 different instances, with at most a 

week in between each call. Calls were also made on each day at different hours, accounting 

for the possibility of participants being out of home, or busy at work. It was decided that 

after three weeks of attempts to stop contacting the potential participants, because of the 

average three weeks biologic treatment commencement wait time as mentioned above, 

and the inconvenience posed to the participants from all the calls.  

32 potential participants picked up the call and was willing to talk about the research 

project. Out of the 32, seven was not able to proceed with the project because they were 

not eligible due to the exclusion criteria. Four of the participants either did not speak English 

or read English at a level comfortable enough to read the participation information sheet 

and surveys that will be sent daily. The other three patients did not have sufficient 

technology to commence the project, where a smartphone with internet access is needed. 

Two of the three did not have a smartphone and thus cannot access the surveys on the go, 

and the last one did not have internet access.  

Table 8.1: Reasons that participants declined to participate (n = 49) 
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The patients eligible for the project was gauged for interest on the project, and an 

informal consent was sought on the phone. Eight patients declined to proceed with the 

project and was not interested. Nine patients were initially interested and provided us with 

their email address to get access to both the participation information sheet and consent 

form, but did not finish the consent process. These nine patients were contacted at least 

once a week after the initial phone call to remind them of the study. 

The last eight participants that did not participate in this study completed formal 

consent for the study. However, three of these could not proceed because they had issues 

with the FitBit. Two participants had skin problems which would interfere with wearing 

Fitbits, and the last one had lymphedema which meant that the wrists are too swollen to 

wear FitBits. This means that these 3 patients had to withdraw their consent in this study. 

The last 5 participants were also unable to commence with the study because of a missed 

Biologic date. The EPR system does not show the start of new Biologic treatment date, thus 

participants were called or emailed often to remind them to inform researchers of their new 

treatment date.  

This showed that only 14.3% of patients not participating were unable to participate 

due to the exclusion criteria, which means that the criteria is not too strict. Due to the 

COVID-19 pandemic, recruitment plans changed from in-person at the clinic to phone calls. 

This could decrease the amount of patients that could not be contacted, which stands at 

about 34.7% of those not participating. Only 1/3 of the patients that are not participating in 

this study due to their disinterest in the project, suggesting that the study design and the 

burden on patients is acceptable. These can be seen in Figure 8.1 below.  

Only 25 were successfully recruited instead of the target sample size of 30, mainly 

because of the delay in recruitment due to the COVID-19 pandemic. Recruitment was 

delayed because ethics approval was initially granted in late 2020 and then further affected 

by the Christmas lockdown, and only 3 pilot participants tested prior to the study being 

paused to recruitment as part of the prioritisation of COVID-19 research. Recruitment was 

restarted in March 2021 with insufficient time to recruit to the initial target sample size of 

30 by the latest time that this analysis was undertaken to allow for completion of the thesis. 

However, recruitment will continue target. Out of the 25 recruited, only 12 participants has 

completed the 30 days study period, and thus only those are included in that element of the 

study. This means that the results gathered regarding the feasibility of this study is a 
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preliminary analysis based on a subset of the final sample size.  The final analysis submitted 

for publication will include a total of 30 participants both for the estimation of the 

recruitment rate and the analysis of the longitudinal data. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.1: Flowchart of recruitment of participants 
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8.5.2 Descriptive & Completion Rate 
 

 

Variables Number of 

participants 

(average number 

of assessments) 

Mean  Between 

S.D. 

Within 

S.D. 

Pain 12 (88.75) 3.92 2.08 1.44 

Joint stiffness 12 (88.75) 3.62 1.66 1.43 

Fatigue  12 (88.75) 3.66 1.67 1.58 

Sad 12 (88.75) 1.65 2.00 1.02 

Loneliness 12 (88.75) 1.50 1.98 0.927 

Anxiousness 12 (88.75) 2.13 1.89 1.22 

Irritable 12 (88.75) 1.97 2.09 1.19 

Relaxed 12 (88.75) 3.97 2.14 1.47 

Content 12 (88.75) 4.57 2.29 1.47 

Enthusiastic 12 (88.75) 4.10 2.16 1.40 

Cheerful 12 (88.75) 4.335 2.31 1.51 

Joint pain effect 12 (26.58) 3.87 2.05 1.63 

Difficulty performing 

task 

12 (26.58) 3.31 1.95 1.68 

Enjoyment from 

task 

12 (26.58) 4.55 2.06 1.32 

Satisfaction from 

social interaction 

12 (26.58) 5.44 2.41 1.49 

How supported they 

feel 

12 (26.58) 5.69 3.14 1.16 

Hours of Sleep 12 (26.58) 6.41 1.09 0.792 

Physical Activity 12 (26.58) 3.73 0.988 0.903 

Table 8.2: Descriptive Statistics 
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Fitbit Sleep 12 (85.75) 6.62 0.932 1.17 

Fitbit Activity 12 (91.1) 36.8 26.2 37.0 

Fitbit steps  12 (91.1) 8790 3900 3410 

 

 

Table 8.2 above shows descriptive statistics for all of the symptoms measured. Both within 

and between standard deviation are shown, because within standard deviation examines 

how the symptoms change over time within each participant, while between standard 

deviation examines how the symptom score varies between participant. It can be seen that 

for physical symptoms, positive affect and negative affect, there is a larger between 

standard deviation than within, suggesting that it varies between participants more and are 

rather consistent within each participants’ study period. The only symptoms that varies 

more within each participant are the FitBit data for Minutes of Activity and Hours of Sleep. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Participant ID % of completion rate No. of days pre- 

biologic 

35220 100 3 

41117 88 3 

43403 88 1 

45217 96 3 

51337* 92 2 

59478 89 2 

76072 84 2 

84451 83 3 

85007 93 3 

88412 94 3 

94057 87 3 

95815* 71 4 

Table 2: Table of Descriptives  
*activity measured by intensity levels ranging from 1-7 
**Fitbit activity measured by minutes of intense activity 

Table 8.3: Percentage of completion rate and number of days pre-biologic per participant 
*Because of a server outage with SurveySignal, these participants missed days 15-18. 
These missed surveys are included in the missed completion rate 
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As seen in Table 8.3, the completion rate of participants are mostly above 80%, with 

only one at 71% and it ranges to 100%. The average completion rate is 88.75%. Majority of 

the participants also have three days of pre biologic data which is part of the study design. 

There was one with four days, one with one day and three with two days of pre-biologic 

data. 

Figures 8.2, 8.3, and 8.4 below will show a close look at completion rates for each 

time and each day. Figure 8.2 shows the completion rate for each time of day over the first 

14 days. The first day has relatively worse completion rate, while it starts to get much more 

complete at the start of the fifth day.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.2: Completion rate of each time for each of the first 14 days  
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Figure 8.3 is a simpler look at the completion rate of first 14 days. It can be seen that 

11am and 8pm has the highest completion rate of about 90%, but other times are all around 

85% at least. This shows that both 9am and 8pm time points are not too early or late 

respectively, and that the gap in between each time point is acceptable.  

Looking at Figure 8.4 below shows the completion rate for the last 16 days. There is 

only one data collection per day, so the percentage of completion each day is lower, since 

the absence of one survey will mean that it is 0%.   

 

 

 

 

 

 

 

 

 

Figure 8.3: Completion rate of each time over first 14 days  
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It can be seen that the completion rate of every participant is relatively high. There is an 

average of 88.75% completion rate for each participant, and that the completion rate of 

each time point over the first 14 days are all satisfactory. There also seems to be not much 

drop off for any day, besides a slight drop off on the 28th and 29th day which increased again 

on the last day. 33.8% of the patients that researchers attempted to contact were recruited 

as well, with only 1/3 of the patients not recruited showing a lack of interest in the study. 

This means that the recruitment rate of a study that uses similar study design should be 

even more successful in recruitment with a slight change of recruitment method.  

 

8.5.3 Mixed Effects Model for Difference 

 

Having established the feasibility of both recruitment of participants for this study and the 

data, it is important to see what novel information this data can provide. According to Table 

2, all participants have at least one day of data collection before biologics, thus providing 

the opportunity to inspect differences before and after biologic. Using mixed effects model, 

Figure 8.4: Completion rate of the last 16 days  



 241 

each symptom is looked at to see if there are any significant changes after the 

commencement of a new biologic treatment, which will be termed as day 0. It is also 

investigated if there are significant changes when comparing between exposed and 

unexposed. Day 0 will not be treated as an exposed or unexposed day, it will be disregarded 

from analysis when looking at difference. This means that exposed days will be any day 

starting from Day 1, the day after biologics infusion, and unexposed days are any days 

before Day 0.  
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Symptom Coefficient [95% CI) for 

unexposed vs exposed 

P-value for unexposed vs 

exposed? 

Pain -1.32 [-1.54, -1.10] 0.001 

Fatigue -0.519 [-0.777, -0.261] 0.001 

Joint Stiffness -0.975 [-1.20, -0.754] 0.001 

Sadness -0.0357 [-0.211, 0.139] 0.689 

Loneliness 0.0743[-0.085, 0.234] 0.361 

Anxious 0.204 [0.0007,0.407] 0.049 

Irritable  -0.281 [-0.486, -0.076] 0.007 

Relaxed -0.50 [-0.740, -0.260] 0.001 

Content -0.538 [-0.781, -0.296] 0.001 

Enthusiastic -0.207 [-0.444, 0.030] 0.087 

Cheerful -0.492 [-0.743, -0.240] 0.001 

Physical Symptoms -0.940 [-1.13, -0.749] 0.001 

Positive Affect -0.436 [-0.644, -0.228] 0.001 

Negative Affect -0.0106, [-0.143, 0.122] 0.875 

Physical Activity 0.216 [-0.147, 0.579] 0.244 

Sleep 0.0927 [-0.228, 0.413] 0.571 

Fitbit activity -13.8 [-20.1, -7.47] 0.001 

Fitbit steps  -1120 [-1690, -560] 0.001 

Fitbit sleep -0.0802 [-0.286, 0.125] 0.445 

Table 8.4: Mixed effects model for difference before and after exposure to bDMARDs 
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Symptom Coefficient [95% 

CI] of linear 

component 

P-value for 

linear 

Coefficient [95% 

CI] of quadratic 

component* 

P-value for 

quadratic* 

Pain -0.114 [-0.178, -

0.0499] 

0.001 0.00222 

[0.00077, 

0.00367] 

0.003 

Fatigue -0.0473 [-0.0794, -

0.0152] 

0.004 - - 

Joint Stiffness -0.0445 [-0.0947, 

0.00571] 

0.082 - - 

Sadness -0.0208 [-0.0413, -

0.000232 

0.047 - - 

Loneliness 0.0374 [0.00907, 

0.0657] 

0.010 -0.00196 [-

0.00316, -

0.000762] 

0.001 

Anxious -0.0158 [-0.0423, 

0.0108]  

0.244 - - 

Irritable  -0.0147 [-0.0353, 

0.00587] 

0.161 - - 

Relaxed -0.0808, [-0.131, -

0.0304] 

0.002 0.00407 

[0.00232, 

0.00583] 

0.001 

Content -0.0378 [-0.0955, 

0.0198] 

0.199 0.00250 

[0.000802, 

0.00421] 

0.004 

Enthusiastic 0.0284 [-0.00301, 

0.0599] 

0.076 - - 

Cheerful 0.0224 [-0.0220, 

0.0668] 

0.322 - - 

Table 8.5: Mixed effect model for average difference per day after exposure 
*value is left blank if linear model was chosen 
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Table 8.4 and 8.5 shows 2 different significance tests being carried out. Table 4 looks 

at if there is a significant difference between unexposed and exposed, and the coefficient is 

also shown to demonstrate the direction of the difference. The average change per day is 

also calculated and shown in Table 5, and it is carried out in both linear and non-linear 

models. The preferred model is then chosen by the lower Bayesian Information Criterion 

(BIC) score.  

The study duration ranges from -4 to 28, with the negative numbers representing 

the unexposed dates, and day 0 being the day of treatment. Exposed days will thus be from 

day 1 to day 28. There is only one participant with 4 days of pre-biologic data, and thus the 

“-4” data is based only on that dataset, likewise with day 28 which is the only based on the 

participant with 1 day of pre-biologic data.  

 

 

 

 

Physical 

Symptoms 

-0.0894 [-0.137, -

0.0413] 

0.001 0.00171 [0.0005, 

0.00294] 

0.007 

Positive Affect -0.0389 [-0.0876, 

0.00978] 

0.117 0.00267 

[0.00122, 

0.00412] 

0.001 

Negative Affect -0.0142 [-0.0307, 

0.00238] 

0.093 - - 

Physical Activity 0.00131 [-0.0143, 

0.0169] 

0.869 - - 

Sleep 0.0155 [0.00388, 

0.0271] 

0.009 - - 

Fitbit activity 0.0432 [-0.477, 

0.563] 

0.871 - - 

Fitbit steps  8.19 [-42.9, 59.2] 0.754 - - 

Fitbit sleep 0.200 [-0.00242, 

0.0424] 

0.080 - - 



 245 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.5 shows the line plot for pain severity levels throughout the study. It can be 

seen that there is an immediate decrease after day 0, and then a gradual decrease until the 

end where there is a sudden hike in pain severity levels. This is reflected by the significant 

value (p value = 0.001) of -1.32 when comparing between unexposed and exposed. There is 

also an average of 0.114 decrease after exposure at a quadratic rate of change, which 

means that there is a larger decrease in score right after exposure which tapers off at the 

end.  

 

 

 

   

 

 

 

 

Figure 8.5: Line plot for Pain  
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The line plot in Figure 8.6 shows that fatigue levels dropped before exposure to 

biologics, and it stayed consistent for a few days before dropping after exposure. It reflects 

a significant (p- value = 0.001) difference between unexposed and exposed, however with a 

lower value than pain of -0.519. The significant linear average change after exposure is only 

-0.047, suggesting that there is a consistent decrease of fatigue daily but at a small level.  

 

 

 

 

 

 

 

 

 

Figure 8.6: Line plot for Fatigue 
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Figure 8.7 shows an immediate decrease of joint stiffness scores after exposure, 

which maintained the same for around two weeks, before another period of decreasing 

scores. There is a significant (p value = 0.001) difference of around -0.975 between exposed 

and unexposed, however the average linear change for each day after exposure is not 

significant. This means that there might be fluctuations of scores after exposure which 

means that the average change is not significant, but the overall difference is still significant.  

 

 

 

 

 

 

 

Figure 8.7: Line plot for Joint Stiffness  
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Figure 8.8 shows the line plot for average of the three physical symptom scores. It 

can be seen that there is a constant decrease before exposure, and also a constant decrease 

after the exposure. At around the 14 days mark, there is some fluctuation but the overall 

trend is still decreasing. This is reflected by the significant value of -0.940 between 

unexposed and exposed, and also the significant quadratic rate of change which suggests a 

larger decrease initially after exposure and then remaining constant for the last week. This 

suggests that after the new biologic treatment, participants experience an immediate 

decrease in physical symptom for two weeks, until it plateaus at a constant level.  

 

 

 

 

 

Figure 8.8: Line plot for Physical Symptoms  
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Figure 8.9 shows the line plot for overall positive affect, which includes relaxed, 

content, enthusiastic and cheerful. Because of the similarity of positive affect symptoms, it 

has been decided to be included as a single construct to better compare between other 

symptom constructs. It can be seen that positive affect has a rather fluctuant line plot, with 

a slight decrease after exposure leading to a gradual increase in the second and third week, 

and then a decrease in the last week again. This is reflected by the non significant negative 

quadratic average change. However, there is also a significant difference between 

unexposed and exposed of -0.436, which suggests that exposure to a new biologic 

treatment will decrease positive affect overall. This can be partly explained by the fluctuant 

positive affect symptoms of the first four days.  

 

 

 

Figure 8.9: Line plot for Positive Affect 
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Figure 8.10 shows the line plot for negative affect, which shows a constant level 

throughout the study. There is a outlier on the first data point, which could be due to the 

fact that it is based on only one participant. There are no significant difference between 

exposed and unexposed (p value = 0.875), and the average change daily is not significant as 

well, however showing a negative direction which means that there is a very slight decrease 

in negative affect each day (-0.0142).  

Physical activity is measured by both the survey and Fitbit, and thus the line plots 

below will reflect both of these measurements. FitBit measures both activity and steps, and 

the correlation between the three elements are in Table 8.6 below:  

 

 

 

 

Figure 8.10: Line plot for Negative Affect 
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 Physical activity Activity Fitbit Steps Fitbit 

Physical activity 1 0.420 0.477 

Activity Fitbit 0.420 1 0.710 

Steps fitbit 0.477 0.710 1 

  

All of the correlations are significant, and it can be seen that there is a moderate 

correlation between the survey data and Fitbit data. The Fitbit steps and activity counter 

have a strong correlation with each other. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 8.6: Correlation of physical activity measured by surveys and Fitbit  

Figure 8.11: Line plot for Physical Activity 
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Figure 8.13: Line plot for Fitbit steps 

Figure 8.12 Line plot for FitBit Activity Minutes 
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Figures 8.11, 8.12, and 8.13 show the line plots for physical activity on both survey 

data and Fitbit data. It can be seen that the line plots are very fluctuant for all three, with no 

trends throughout the study period. Figures 8.12 and 8.13 showed a hike in activity on day 

12, and a drop in activity on the day of exposure. However, this is less pronounced on Figure 

11 based on the survey data. It was shown that physical activity based on survey data shows 

no significant differences between unexposed and exposed, however analysis of the Fitbit 

data shows significance decrease of both activity and steps when exposed to a new 

treatment. However, the linear rate of change for all three measurements are positive, 

albeit insignificant. This means that there is an overall decrease in activity according to the 

FitBit, however there is also a small big insignificant increase on average everyday, which 

agrees with the fluctuant nature of the line plots.  

Sleep is measured using both the Fitbit and survey data as well. The correlation is 

seen in Table 8.7 below:  

 

 

 Sleep Fitbit sleep 

Sleep 1 0.688 

Fitbit sleep 0.688 1 

 

There is a significant and strong correlation between the Fitbit and survey data of 

sleep. The line plots are seen in Figures 8.14 and 8.15 below.  

 

 

 

 

 

 

 

 

Table 8.7: Correlation of sleep measured by surveys and Fitbit  
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Figure 8.14: Scatterplot of Sleep vs FitBit Sleep 

Figure 8.15: Line plot for Sleep 
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Figure 8.14 shows the scatterplot of the survey data and Fitbit data on sleep. It can 

be seen that it is generally correlated, however there is a greater discrepancy when it comes 

to either extremes. Survey data’s lowest entry for sleep duration is 4 hours or less, and thus 

it will not be able to identify those that had less than 4 hours of sleep apart from those with 

4 hours. Figures 8.15 and 8.16 show the sleep duration data derived from both survey and 

Fitbit respectively. Because the scale for the Y-axis is different, it showed that the data 

from FitBit is more fluctuant. However, a closer look suggest that line plots for 

both FitBit and Survey ranges from around 6 to 7.5, suggesting a similar range of 

fluctuation. Significance test for difference between unexposed and exposed shows that 

survey data shows that sleep duration is increased by 0.0927 in those exposed, while Fitbit 

shows that sleep duration is decreased by 0.0802. Both are not significant, however it shows 

a difference in direction between the two types of data. This does not align with the strong 

correlation between them. However, both follows a positive linear average change after 

exposure, and it is significant for the survey data. This shows that both data agrees that 

there is a small increase in sleep duration score each day after exposure.   

Figure 8.16: Line plot for FitBit Sleep 
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8.5.4 Lagged Correlations and Dynamic Modelling  
 
Having looked at the differences before and after exposure to a new biologic treatment, the 

next step is to utilize the longitudinal data and look for any potential associations across 

time. Dynamic regression will be carried out for before and after exposure as well, to see if 

there are any dynamic differences after a new biologic treatment. Symptoms included will 

be the sum of physical symptoms, positive affect and negative affect instead of the 

individual items so to allow for an overall look. Lag-1 elements of these 3 symptom 

constructs are created to allow for dynamic regressions to be carried out. A cross-

correlation of the symptoms and the lag-1 counterparts are shown in Table 8.8 below:  
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Physical 

Symptoms 

Negative 

Affect 

Positive 

Affect 

Lag-1 

Physical 

Symptom 

Lag-1 

Negative 

Affect 

Lag-1 

Positive 

Affect 

Physical 

Symptoms 
1 0.431 -0.212 0.879 0.418 -0.187 

Negative 

Affect 
 1 -0.250 0.410 0.940 -0.221 

Positive 

Affect 
  1 -0.181 -0.235 0.897 

Lag-1 

Physical 

Symptom 

   1 0.431 -0.212 

Lag-1 

Negative 

Affect 

    1 -0.22 

Lag-1 

Positive 

Affect 

     1 

 

 

 

 

 

 

 

 

 

 

 

Table 8.8: Correlation of physical symptom, positive affect, negative affect and lag-1 components  
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Figure 8.17: Dynamic panel model for unexposed 

Lag1 Physical Symptom Physical Symptom 

Lag1 Positive Affect Positive Affect 

Lag1 Negative Affect Negative Affect 
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Figure 8.18: Dynamic panel model for exposed 
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Figures 8.17 and 8.18 show the dynamic panel mode for both unexposed and 

exposed days of physical symptoms, positive affect and negative affect. Every coefficient 

and 95% confidence interval was shown, but the significant associations were drawn in solid 

lines, while non-significant ones were dashed. The directions were all from lag-1 to current. 

It can be seen that in the unexposed model, physical symptom is only significantly 

associated with lag1 physical symptom, suggesting that any change to lag1 physical 

symptom will lead to a change in current physical symptom. The only cross associations 

were between positive affect and negative affect, where both lag1 positive affect and 

negative affect has a significant association with current positive and negative affect. As 

mentioned before, there is a significant decrease of physical symptom after exposure, which 

means that physical symptom score is higher in the unexposed group. Coupled with this 

finding suggests that in high physical symptom score states, positive affect and negative 

affect are more susceptible to fluctuations, and that it is led by more of a temporal 

association between the psychological symptoms rather than physical symptom.  

Figure 8.18 shows that after exposure to a new biologic treatment, current physical 

symptom has a significant association with lag-1 physical symptom, positive affect and 

negative affect. The temporal associations present in Figure 8.17 between the psychological 

symptoms has disappeared as well. This means that physical symptom is more vulnerable to 

fluctuate due to influences from psychological symptoms in a lower physical symptom 

severity state. However, none of these difference in associations between pre-exposure and 

post-exposure had a significant difference, because the 95% confidence interval overlapped 

with each other.   

 

8.5.5 Network Modelling  
 
Having established the dynamic associations present between the three big symptom 

constructs, it is also important to have an in-depth look at each of the symptoms interact 

with each other before and after exposure to the new biologic. This will be done by creating 

a network plot for before and after exposure, and centrality will also be calculated to find 

out the most influential symptom in the respective network plots. Figures 8.19 and 8.20 

below will show the network plot for before and after exposure respectively. 
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Figure 8.19: Network Plot before Biologic 

Figure 8.20: Network Plot before Biologic 
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Both network plots show a strong correlation between each of the constructs of 

physical symptoms, positive affect and negative affect. In Figure 8.20, the connection 

between the physical symptoms is weaker than before, with fatigue having a weaker 

connection to the physical symptoms and a stronger association with the psychological 

symptoms. It is also seen that negative affect after exposure have elements that are more 

closely associated with physical symptoms such as irritable and anxious, while positive 

affect is still quite separated.  After exposure, positive affect has less of a connection with 

negative affect, but a more significant association with fatigue. This shows that before 

biologic, where physical symptom scores are higher, physical symptoms are not as affected 

by psychological symptoms, while after exposure where there is a significant decrease in 

physical symptom scores, positive affect is more associated with pain severity, while 

negative affect is associated with fatigue more. In a lower physical symptom score state, 

fatigue is also disconnected from other physical symptoms and can be regarded as more of 

a psychological symptom.  

Figures 8.21 and 8.22 below will show the centrality tables for network plots in 

Figure 8.19 and 8.20 respectively. The exact centrality values can be seen in Appendix D. 

Degree, closeness, betweenness centrality, and expected influence will be shown in these 

tables. The values are standardized because the raw value is not as important as the relative 

importance between each symptoms. The centrality tables will allow a more quantifiable 

manner of looking at which symptoms are more important in the respective network plot.  
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Looking at degree centrality (strength), it can be seen that positive affect tops the 

table for both before and after exposure. This phenomenon is more pronounced before 

exposure, where the second highest is a positive affect symptom as well, whereas after 

exposure irritable is the second highest degree centrality. It is also shown that the most 

Figure 8.21: Centrality Table for Before Biologic  

Figure 8.22: Centrality Table for After Biologic  
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influential physical symptom in regards to degree centrality changes from stiffness to pain 

severity after exposure. Because of the negative edges present in the network plot, 

expected influence will allow for a more comprehensive look at strength of each node. It 

can be seen that stiffness is joint top with cheerful for before exposure, while after 

exposure physical symptoms have much lower expected influence. Both content and 

irritable have the highest expected influence after exposure, which suggests that 

psychological symptoms as a whole has a much higher influence.  

Closeness table is similar in both before and after exposure, where the highest 

scores are all negative affect symptoms. This reflects what the network plot shows, as 

negative affect is in between physical symptom and positive affect. It can be seen that 

fatigue is the only symptom that is comparable with negative affect in Figure 8.22, as it has 

been disconnected slightly from the physical symptoms cluster. Betweenness centrality 

again shows irritable as the most influential symptom before and after exposure, suggesting 

that it plays a part in a lot of symptom interactions. The major difference is that fatigue has 

a high betweenness score for before exposure, while pain severity has a high betweenness 

score for after exposure, suggesting the change in influence in the physical symptom cluster. 

Overall, it can be seen the massive influence that psychological symptoms have in a RA 

symptom network, which shows how important it is to understand the connection between 

the two major clusters. The below tables will show the difference in bridge expected 

influence for before and after exposure, which shows the most important symptom that 

connects the two clusters.    
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Sensitivity analysis:  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8.23: Graph of edge-weight accuracy Before Biologic  

Figure 8.24: Graph for centrality stability Before Biologic  
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Figure 8.25: Graph of edge-weight accuracy After Biologic  

Figure 8.26: Graph for centrality stability After Biologic  
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Figures 8.23 to 8.26 look at both before biologic and after biologic network plots, 

and evaluate the accuracy of the edge-weights and also the stability of centrality values. 

Figures 8.23 and 8.25 evaluates accuracy of edge-weights by first comparing the bootstrap 

means and sample means, and also by looking at the width of the confidence interval. The 

X-axis is the edge strength, and any link that has a value other than 0 should appear on the 

network plot. Y-axis represents each of the edges between all the nodes, but they are not 

labelled in this situation because the purpose of the stability analysis is to evaluate the 

accuracy of all the edge-weights of the model, instead of any particular ones. Figures 8.24 

and 8.26 look at centrality stability by comparing the correlation of centrality values of 

subset of cases with the original samples’ centrality values. The purpose is to find the 

correlation stability coefficient (CS-coefficient), which is a measurement that calculates 

what is the maximum proportion of cases that could be dropped such that there is still a 

95% probability that the correlation between original sample centrality and subset sample 

centrality is at least 0.7.  

For the network model before biologic, Figure 8.23 showed that bootstrap and 

sample means are quite close, but some edges were estimated to be 0 by the sample when 

bootstrap estimated it to be different from 0. This meant that some more edges should be 

present in the network model. The 95% confidence interval is quite tight, and thus overall, 

the edge-weights could be interpreted accurately, and difference between edges were 

reliable. Figure 8.24 showed the correlation, and the CS-coefficient is 0, 0.125, and 0.281 

respectively for betweenness, closeness and strength. Only strength is above 0.25, which 

meant that betweenness and closeness centralities were not stable, and comparing 

between nodes could be difficult. Strength centrality is not above 0.50, which also meant 

that any interpretations need to be made with care.  

For after biologic, Figure 8.25 showed that the bootstrap means and sample means 

are very close together, with almost no difference at all. The 95% confidence interval is also 

very tight, which meant that all the estimates do not lead to much variation. The edges in 

this networks are thus very accurate, and any differences between edges can be interpreted 

confidently. Figure 8.26 showed the correlation of centralities. The CS-coefficient values are 

0.205, 0.517, and 0.594 respectively for betweenness, closeness, and strength. 

Betweenness value is below 0.25, thus it is not stable enough to differentiate between each 

node. However, closeness and strength are both above 0.50, and thus both values could be 
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interpreted with confidence. Any difference between nodes could also be interpreted as 

significant.  

It could be seen that both network models have accurate edge-weight, with after 

biologic’s network model being the most accurate. Centrality stability is also more stable for 

the after biologic network model, with both closeness and strength centrality having a CS-

coefficient value of higher than 0.5, which is optimum (Epskamp et al., 2018). This meant 

that both network models and the subsequent centrality values can be used for analysis, but 

with the slightly less accurate model for before biologic, any result derived should be re-

tested. The main reason why the network model for after biologic is much more stable and 

accurate is because of the quantity of data, where it has around 11 days of data compared 

to three days of before biologic.  

 

8.6 Discussion 
 

This study showed that there is a 33.8% success rate in recruiting RA patients with high 

disease activity for an intensive longitudinal project that includes wearables. Out of those 

that refused, only 35% were due to a lack of interest in the study. Of those recruited, 12 has 

finished data collection and because of time constraint, were the only ones that were 

included in this study. The completion ranges from 71% to 100%, with 88.75% as the mean 

completion rate. Physical symptoms including pain, fatigue and joint stiffness all significantly 

decreased after exposure to a new biologic treatment, while only high valence negative 

affect such as irritable and anxious changed significantly. Negative affect as a whole did not 

have a significant change after exposure, while positive affect does, and the only positive 

affect symptom that did not significantly differ from before exposure was enthusiastic. Both 

physical symptoms and positive affect as a whole significantly decreases after exposure, 

while negative affect decreases as well but is not significant. FitBit data and survey data also 

have a moderate correlation for both physical activity and sleep duration (0.420 and 0.688 

respectively). However, FitBit step count and activity both significantly decreased after 

exposure, while activity data from survey had a non-significant increase. Comparing 

temporal associations before and after exposure shows that prior to a new biologic 

treatment, physical symptoms are not significantly affected by the past time point’s 

psychological symptoms. This shows that at a high physical symptom severity state, 
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psychological symptoms do not have much impact on the next time period’s physical 

symptoms, while in low physical symptom severity state, positive affect and negative affect 

both have a significant correlation with next time point’s physical symptom. Network plots 

before and after exposure also showed a distinct difference in how physical symptoms 

interact, with fatigue being disconnected from the physical symptom cluster and have more 

associations with psychological symptoms. It is also seen that after exposure, the links in 

between the clusters are weaker as well.   

The research team attempted to recruit 74 patients, and 25 (33.8%) was successfully 

recruited over the period of about five months. Previous studies concerning RA and 

intensive longitudinal data collection do not provide the success rate for recruitment, but 

problems with recruitment is a major problem for clinical trials and more than 50% of 

studies require funding extensions due to recruitment (Williams et al., 2014). This shows 

that in order to evaluate the feasibility of this study, the recruitment rate needs to be 

investigated. Out of those that were not recruited, 17 (35%) of them could not be contacted 

due to either wrong contact information or non-responsiveness to phone calls. This study 

was carried out during the COVID-19 pandemic which restricted the possibility of 

recruitment in person. This means that these participants could have been successfully 

recruited if recruitment could happen face to face. Approximately 7 (14%) of those 

unsuccessful were rejected due to the inability to understand English competently, or lack 

of a smartphone to answer survey questions. Technology usage could be an issue because 

of the generally older population that RA samples are derived from, but smartphones are 

predicted to have around 6.3 billion users in 2021, and the older population of 51 years and 

above use smartphones around 100 minutes a day (Andone et al., 2016). The rate of 

smartphone usage should only increase, and with recruitment centred in the UK, 

recruitment rates should not suffer much due to the exclusion criteria of competency in 

English. 8 (16%) potential participants could not join because of logistical issues, ranging 

from an inability to use the FitBit to the new Biologics treatment date starting too early. 

Only 17 of the 49 (35%) participants, or 23% of the population were fully eligible and 

declined to participate. This means that the study design and burden is generally acceptable 

for potential participants, and in ideal situations with face to face recruitment, the 

recruitment rate could increase to 50%.  
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Following the feasibility of the study to recruit participants, it is also important to see 

the data quality from those recruited. There is no studies that have shown the required 

response rate to an EMA study, but a couple of studies in self-reporting intensive 

longitudinal studies have proposed a compliance rate of 80% as acceptable(Stone & 

Shiffman, 2002) (Jones et al., 2019). According to a meta-analysis on chronic pain patients 

(Ono et al., 2019), the average completion rate 85%. This means that the completion rate of 

this study which is 88.75%, is higher than both the recommended compliance rate for 

general EMA use, and also in chronic pain patients. Another review by Wen and colleagues 

(Wen et al., 2017) showed that there is a slight, but insignificant drop of compliance rate 

from 77.4% to 73% when EMA is combined with a wearable device. That is demonstrated 

here that even using a FitBit device for a whole month, the response rate is still above 

average. Histograms were also created to show completion rate for each time of day and 

each day. It can be seen that for the first 14 days, the completion rate is at least 85% for all 

times, and the 8pm survey has the highest rate. Figure 4 also shows that response rate is 

quite consistent among the last two weeks, before a drop on the last three days of the 

study. These coincide with a study that looks how time affects EMA compliance rates 

(Courvoisier et al., 2012) which shows that compliance rate is better in the evening 

compared to the morning, and that it drops near the end of a study.  

The last stage of feasibility is to compare the objective and subjective measurements 

(FitBit and Survey data). It is shown that sleep duration has a correlation of 0.688, and 

physical activity has a correlation of 0.420 with minutes of activity on FitBit and 0.477 with 

steps on FitBit. This shows that there is at least a moderate correlation on activity and a 

strong correlation for sleep duration. This is reflected by a study that compares FitBit data 

and self-report data (Thota, 2020) reports consistency between FitBit data and self-reported 

sleep data, and also another study in Type 2 diabetes patients (Weatherall et al., 2018) 

which show a strong positive association for both physical activity and sleep between FitBit 

and self-reported data. These show the feasibility of recruiting high disease activity RA 

patients who are about to start a new biologic treatment to a high intensive data collection 

study. It also shows the possibility of using FitBit to record some data, especially sleep which 

could save on the patient burden and replace sleep questions on surveys to other relevant 

questions. The high response rate on remote measurement methods such as wearables and 

smartphone surveys also show the possibility of monitoring patients outside of structured 
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clinical appointments. This is important because of the severity of RA flares which could 

happen anytime even in those who have inflammation under control (Hewlett et al., 2012) 

and the substantial role it plays in increasing risk of a cardiovascular disease comorbidity in 

RA (Myasoedova et al., 2016). According to the scoping review in Chapter 3, this study fills 

the gap in literature regarding more than 3 symptoms in an intensive longitudinal study for 

RA, and also addresses the need for a study that looks at how symptoms change 

dynamically before and after exposure to a new bDMARDs.  

The comparison before and after exposure to Biologic shows that physical symptom 

significantly decreased after exposure to a new bDMARDs. Pain has the largest decrease, 

followed by joint stiffness and fatigue. It is also shown that the average change per day after 

exposure is linear for fatigue and joint stiffness, but quadratic for pain. This means that pain 

has an initially larger decrease in score which then evens out near the end of the study, 

while fatigue and joint stiffness has a more consistent decrease throughout the study. 

Looking at this difference, it is important to consider the potential placebo effect that may 

take place here after the initiation of a new treatment.  In a meta-analysis that compares six 

different biologics with placebo effect (Singh et al., 2009), it is shown that biologics lead to a 

significantly decreased disease activity using the ACR50 scale. ACR50, or the 50% 

improvement in patient and physician-reported criteria of the American College of 

Rheumatology distinguishes disease activity through patient assessment, physician 

assessment, pain scale, function scale, and inflammation through ESR or CRP. This coincides 

with the result of this study, however the effects of biologics are normally only experienced 

after a few weeks, while this study showed an immediate change in physical symptom 

scores as seen from the line plots for pain and joint stiffness. This suggest the possibility of a 

placebo effect, especially as it has been shown that placebo effects are very common in 

measurements of pain, in up to 40% of pain studies (Holmes et al., 2016) and could even 

induce a decrease in fatigue levels (Piedimonte et al., 2015). This means that the significant 

decrease should be considered carefully, but the rate of decrease after exposure could still 

provide interesting information.  No study has been carried out to investigate how 

symptoms change in relation to time after exposure, but this study provides preliminary 

information with how pain has more immediate effect than the linear rate that stiffness and 

fatigue decreases at. Placebo responses are common and expected in this setting, and as 

this is an observational study it is not possible to determine what this is as. However, based 
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on other research (Bechman et al., 2020), the effects seen here seem plausible and are in 

line with likely patient expectations regarding the effectiveness of treatment. 

Positive affect significantly decreased after exposure to biologic as well, while 

negative affect decreased non-significantly. This means that psychological 

symptoms overall worsened after exposure to biologics, suggesting that depressive 

symptoms increased after the prescription of new bDMARDs. Pain and mood are very 

strongly linked in RA, and the presence of pain greatly increases the prevalence of 

depression (Goldenberg, 2010).This is a contrast to the finding in this study because there 

was a significant decrease in physical symptoms, in particular pain, which should lead to an 

increase in positive mood, but the opposite was discovered here. It has also been shown in a 

longitudinal study concerning psoriasis (Strober et al., 2018) that biologics lead to a 

decrease in depressive symptoms while compared to cDMARDs. However, no study has 

been carried on RA that looks at positive and negative affect specifically after biologics, and 

this study is the first that looked into the effect of a new biologic treatment on affect in 

patients. This is especially important because it has been discovered that symptoms of 

depression at the start of a new biologic treatment will lead to worse treatment response 

(Matcham et al., 2018). This means that it is important to track the trajectory of patients' 

emotions and affect before and after biologic treatment in order to make sure that the 

new bDMARDs is not affected. The discovery of decreased positive affect in this study is 

thus important because it means that clinicians need to be aware of the possibility of a 

development of depression in patients that were starting a new treatment. Positive 

affect decreased significantly after the treatment and the average difference each day for 

both after exposure is a quadratic change. This was similar to the quadratic change in pain, 

which means that symptoms change drastically more immediately after exposure, and the 

change over time is in a decreasing trend. This reinforced the suggestion of the effect of 

placebo over certain symptoms, such as pain and positive affect.  

FitBit data has been proven to have at least moderate correlation with self-reported 

patient data. Sleep duration data from both methods have shown to not have significant 

difference after exposure. However, activity data from FitBit showed that there is a 

significant decrease in both minutes of intense activity and steps. There has been no study 

that evaluates the difference in physical activity after a new biologics treatment, however it 

has been shown that less arthritis pain should lead to an increase in physical activity (Knittle 
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et al., 2011). Pain severity has been shown to have the largest significant decrease, but 

physical activity decreased according to the FitBit data. This could hint that physical activity 

is not entirely dependent on physical symptom, and that the decrease in positive affect has 

an impact as well. This is reflected by the finding in Chapter 6 that showed positive affect 

having a significant association with next time period’s physical activity.  

No significant temporal differences were discovered between before and after 

exposure, however the significant associations that were discovered for each panel model 

still provided useful information. Dynamic regressions were carried out to investigate how 

symptoms affect next time point’s symptoms. It is discovered that the major difference 

between exposure is the connection between physical symptom and psychological 

symptoms. It is found that prior to exposure, or in a high physical symptom severity state, 

psychological symptoms do not have a significant correlation with next time point’s physical 

symptoms. This correlation however is found to exist after exposure to biologics. It can also 

be seen in Figure 18 that physical symptoms do not impact next time period’s psychological 

symptom, thus this association’s direction is established. This means that when RA patients 

are experiencing severe physical symptom, the impact of psychological symptoms are not as 

pronounced. No study has established how the susceptibility of physical symptoms change 

according to its severity state, and this study establishes the possibility of the impact of 

psychological symptoms varying according to the severity of physical symptoms. This means 

that more care should be given towards psychological symptoms and depressive mood after 

biologic, because it plays a larger part in the disease and could have a significant impact on  

later physical symptoms.  

This coincides with the conclusion from a study that looks at depression and biologic 

treatment in a UK cohort (Matcham et al., 2018) which states that depression should be 

managed as part of routine care in order to make sure that treatment for RA is optimized. It 

was also discovered in Figure 8.17 that there are temporal associations between positive 

affect and negative affect, in how both affects the next time point’s positive and negative 

affect. This is a reflection of the network model of depression, in how a disorder starts. An 

activation in one of the affect symptoms spreads to the other, which in turn spreads back to 

the original node, forming a loop that reinforces the disorder. These dynamic models show 

that in decreasing the physical symptom, the temporal associations between psychological 
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symptoms disappear in Figure 8.18, suggest the close knit relationship between physical and 

psychological symptoms.  

Last but not least, two network plots for before and after exposure was created. It 

was discovered that fatigue was strongly connected to other physical symptoms before 

biologics, but after biologics fatigue is disconnected from physical symptoms and formed 

multiple links with psychological symptoms, as seen in Figure 8.20. This means that in low 

physical symptom severity states, fatigue is more closely connected to psychological 

symptoms and does not have much of a relationship with physical symptoms. This has 

clinical implications on how to improve fatigue in patients, and how it depends on the 

severity of pain and stiffness. This disconnection between fatigue and other physical 

symptoms have not been noticed before in RA, suggesting another avenue of research that 

could provide novel insights. Centrality tables also attempt to show the most influential 

symptom in both symptom plot, and it can be seen that psychological symptoms rank highly 

for both plots. This provides evidence for the importance of psychological symptoms in RA, 

especially in after exposure to a new bDMARDs. One of the reasons for this could be that 

there are three physical symptoms and eight psychological symptoms involved in the 

network, which provides more influence for affect. However, it can still be seen that 

influence of joint stiffness decreased drastically between network plots, showing that in low 

physical symptom severity states, stiffness does not have strong associations with the 

disorder as a whole.  

Even though this study has produced some novel results, there are still some limitations 

that could be improved. It has been addressed that placebo could be the reason for the 

significant decrease in physical symptoms after exposure, especially considering how 

symptom scores seem to be affected significantly within a day of exposure. This means that 

in order to have an accurate look at how symptoms change after biologics, the duration of 

the study should be extended. This study only contains around three weeks of post-biologic 

data, however some patients only experience the effect after four weeks. Extending the 

study to include more time after biologics will ensure a more accurate read without placebo 

effects at how symptoms change after exposure. The three weeks of data pre-exposure will 

allow researchers to have a more accurate estimate of average symptom severities and 

variances due to larger amounts of data available. This also potentially allows for removal of 

not just the day of biologic infusion but a few days before, which may not be ideal days to 
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consider as a baseline level, for example anxiety levels may be heightened in expectation of 

a medical procedure potentially not experienced prior. The 5 weeks post-exposure data will 

allow researchers to have a more accurate estimate of the true effects of the new biologics 

treatment, which could take up to a month to fully work. This will also allow participants’ 

symptoms to even out after treatment and provide a more accurate estimate of the  

average of symptom levels after the new treatment. However, this added burden on 

patients may mean it is hard to keep up with the response rate. This means that there will 

need to be a pilot test to ensure that completion rate is still above the 80% that is a 

benchmark for EMA studies. Possible ways to ensure a higher completion rate while having 

a longer study period is to restrict surveys to once a day for the majority of the study, and 

have only a shorter period of time with multiple surveys a day. It is also possible to restrict 

the number of questions per survey, however it is important to be able to measure 

symptoms covering a range of experiences in RA, thus it will be difficult to choose which 

symptoms to drop. Because of time constraint, this chapter only utilized 12 participants out 

of the ideal sample size of 30 in the analysis because the rest of the participants have not 

finished the study yet. This means that more analysis could have been carried in this study, 

particularly analysis to see how symptoms interact throughout a day instead of just 

between two time points. The FitBit also produces intra-day data accurate to the minute for 

both physical activity and sleep duration. This data was not used in this study yet, and could 

provide an even more in depth look at whether the objective and subjective measurements 

for activity and sleep correlate, which could increase the feasibility of using wearables in a 

longitudinal study. Network approach also provide the opportunity for longitudinal 

networks to be created, which can show how temporal edges may be created from 

exposure to a new biologic, suggesting new influential points to the network.  

 This study is the first of its kind to consider intensive longitudinal data is collected 

around the time of biologic initiation during the pandemic, and has implication for the post-

pandemic period from RA patients that are starting a new biologic treatment. There are 

some potential barriers, such as people needing to have access to a smartphone to receive 

texts with link to EMA surveys, and also need to be able to install and operate the FitBit 

Application on the phones. Researchers also need to help set up the FitBit and manually 

download data for each participant which is time consuming and not scalable. However, 

many more clinical appointments are done remotely now with the situation likely to 
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continue. This places less burden on healthcare system and the patient, but also means that 

remote monitoring of symptoms is needed. As a result, participants and clinicians may have 

greater motivation to have access to this kind of data. Another facilitator to recruitment is 

keeping the data collection protocol as streamlined as possible with minimal patient 

burden, as this will help to retain high levels of patients over several weeks. 

This study proved feasibility for not just intensive follow up with wearable devices, 

but also the recruitment of patients with high disease activity. It showed how study 

protocols could be improved to increase the success rate of recruitment, and also provides a 

template for EMA studies in patients starting a new biologic. It also proposes new study 

durations to negate the impacts of placebo. Novel findings were also derived from the 

dataset, in particular that pain severity has a more immediate impact from Biologics 

compared to other physical symptoms and physical activity having an association with 

positive affect. Temporal associations also showed how physical symptoms are more 

influenced by psychological symptoms when in lower severity states, and that fatigue could 

be the reason why since it is disconnected to other physical symptoms in that state. It also 

affirms current knowledge of the close association of physical and psychological symptoms, 

and the importance to treat depressive symptoms together with physical symptoms, 

especially after the prescription of biologics in order to maintain a high quality of life for RA 

patients.  
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9. Discussion 
 

9.1 Overview of the discussion 

 
This chapter summarises the findings of Chapters 5, 6, 7, and 8 concerning the feasibility of 

high frequency follow up methodology, use of network analysis in the field of RA and 

depression, and associations between the physical and psychological symptoms under 

different situations. These findings from the empirical chapters are discussed in the context 

of the aims that were set out in Chapter 2. Following this, a discussion on the strengths and 

limitations of the thesis’s methodology and analysis are laid out. Finally, the clinical 

implications of the results are shown that are beneficial to patients and clinicians are 

shown, along with possible future studies in the field of RA and depression, and the use of 

network science in this field.  

 

9.2 Overview of the aims and objectives 

 
Chapter 1 established the common comorbidity of depression in RA and the dangers that it 

posed to the patients. The severe negative impacts that RA had on patients’ health and 

quality of life, and the fluctuant nature of the symptoms was also discussed. The scoping 

review in Chapter 3 showed that there was a lack of studies in this field that utilised 

longitudinal data in multiple symptoms, which meant that most findings were derived from 

data collected from a single point in time. The lack of longitudinal data meant that the 

variation of symptoms over time were disregarded. Several studies covered in the scoping 

review utilised the EMA design to collect intensive longitudinal data, however a major 

limitation of these studies was the inability to incorporate more than three symptoms in the 

analysis and the lack of temporal associations discovered. 

A theoretical model, the network approach, was discussed in Chapter 1 which 

illustrated the importance of individual symptoms and its interactions in the study of 

depression and comorbidity instead of the latent variable approach. This model was utilised 

for each of the empirical chapters, and each of the symptoms that were include in each 

chapter was considered as a node in the network. The use of this model would thus 

consider multiple symptoms and every interaction between each symptom, which differed 
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from what current literature showed. This meant that novel connections could be made in 

the symptom networks which could provide new clinical implications that were 

undiscovered. 

Based on the gap in literature shown in Chapter 3 and the advancement of network 

analysis, three main aims were presented: 1) To test the feasibility of high-frequency data 

collection methodology along with the use of a wearable; 2) To discover novel associations 

between symptoms and important variables in RA; and 3) to investigate the feasibility of 

usability of network analysis in RA and depression. The remainder of this section will 

address how each of these aims were completed, and how each empirical chapter 

contributes to it.  

 

9.2.1 Feasibility of high-frequency data collection methodology 

 

The scoping review in Chapter 3 showed the current literature in the field of 

musculoskeletal disorders that utilized high-frequency data collection to look at symptom 

variability in patients. It also displayed the gap in literature concerning longitudinal data in 

this field and could be used as a framework when designing studies that utilise high-

frequency data collection. It showed that the no study in this field had used longitudinal 

data to look at more than three symptoms, and that most of the studies focused on pain. It 

was also revealed that none of the studies looked at how symptom variability affects 

symptom severity and there was an insufficient amount of research on how within-

individual variability across symptoms interacts with each other. The identification of these 

gaps shaped how the longitudinal studies in this thesis was designed. 

In Chapter 8, the data was collected using an EMA methodology that sends surveys 

to participants six times a day for the first two weeks, and once a day for the last 16 days. 

This adds up to 100 in a month. In IA-COVID study shown in Chapter 6, a cohort of IA 

patients were also recruited to complete 60 surveys over 10 days. The surveys were 

substantially longer including questions regarding social contact and physical activity, and 

only 31 out of 218 (14.2%) of participants agreed to participate in the study. The completion 

rate of the 28 participants that provided usable data were around 83.3% which was 

acceptable. Because of the high completion rate, this survey was used as a framework to be 
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adapted to Chapter 8. The study period of Chapter 8 was longer, because of the need to 

have a longer period after a new treatment to track how symptoms change over time. This 

longer study duration meant that it was not feasible to have the same number of questions 

and still maintain a similar completion rate, thus minor changes were made to the questions 

and frequency of survey. The number of questions in each survey were decreased, and the 

last 16 days of the study also included just one survey a day.  

The participants were also expected to use a wearable device, specifically a FitBit 

during the period of the study to provide the researcher with data regarding sleep and 

physical activity. The wearable device was used as part of the remote measurement 

methodology that would allow participants’ data to be tracked, as the FitBit was shown to 

be the most accurate device to detect moderate to vigorous physical activity (Rosenberger 

et al, 2016), and also showed good sensitivity in distinguishing between awake and asleep 

states for participants (Haghayegh et al., 2019). The purpose of the wearable device is to 

lessen participant burden, for the participants only had to wear the FitBit and data could be 

collected automatically. However, no study was carried out to compare between the 

objective measurements of sleep and activity from the FitBit, to the subjective self-reported 

scores from RA patients. Thus, the surveys in this study also included questions on sleep and 

physical activity, and to test the feasibility of using FitBit in similar studies in the future. The 

entirety of the study in Chapter 8 was carried out by the researcher, and thus the 

recruitment methodology could also be considered as part of the feasibility test. This 

feasibility of collecting longitudinal data in a RA cohort including the use of a wearable, 

could be used as a format in future studies that are interested in looking at the variability in 

symptoms in RA.  

The first objective to complete this aim was to consider the recruitment 

methodology of the study. This was important because the COVID-19 pandemic resulted in 

a shortened recruitment period for the APPro study, and thus a high success rate would 

mean that sufficient participants could be recruited before the end of the study. The study 

in Chapter 6 only had a success rate of 14.2%, however the participants were recruited off 

via email from a pool of participants that were already in the main study. In comparison, RA 

patients that were recruited in Chapter 8 were participants that were approved through the 

clinical team to be starting a new biological treatment and not involved in another study. In 

order to optimise the recruitment method, this study utilised key recruitment strategies 
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that were successful in previous studies such as running pilot tests, personal approach, 

trained research staff, and incentives (Nicholson et al., 2011). These recruitment methods 

were described in Section 8.4.1, and out of the 74 participants, 25 participants were 

successfully recruited, resulting in a 33.8% successful recruitment rate. Out of the 49 that 

were not recruited, 17 (34.7%) were due to an inability to contact the participants which 

could be alleviated if the recruitment was done in person. This meant that these 17 could 

have been recruited outside of pandemic times. Furthermore, only 17 (34.7%) out of the 49 

participants were eligible for the study and refused to participate, which suggested that the 

study design and recruitment methodology was acceptable. It was discovered that in stroke 

patients, the recruitment rate was around 29.1% in a cross-sectional study design (Polese et 

al., 2017), which was lower than the 33.8% present in the study in Chapter 8. Furthermore, 

a longitudinal study that included a longer study duration, and featuring RA participants 

starting a new biologic should have even lower rate, which suggests that the recruitment 

methodology present in this study was efficient.  

Having established the feasibility of the recruitment methodology, the feasibility of 

the study design was evaluated. Only 12 of the 25 participants were considered, because 

the rest of the participants were still completing data collection due to the delays caused by 

the COVID-19 pandemic. Out of the 12 participants, the completion rate ranged from 71 to 

100%, with an average rate of 88.75%. As stated in Chapter 8, this rate was higher than 

proposed rate of 80% in self-reporting longitudinal studies (Stone & Shiffman, 2002) (Jones 

et al., 2019) and the 85% seen in a meta-analysis on chronic pain patients (Ono et al., 

2019).This high rate was even more impressive in the context that using a wearable 

alongside EMA surveys would result in a slight drop in compliance rate normally (Wen et al., 

2017). The compliance rate was also consistently high throughout the first two weeks, and 

the survey at 8pm that contained additional questions had the most response. The last 16 

days with only one survey a day were also active on average, with a slight decrease in the 

last three days. These showed that even though there were an increase in number of 

measurements compared to Chapter 6, the average completion rate of 88.75% in this study 

was even higher than before and proposed numbers by existing literature. A similar study 

(Brannon et al., 2016) that included 4 surveys a day for 20 days and two wearable devices 

that measured sleep and physical activity showed a compliance rate of 81%, which was still 

lower than the 88.75% rate in this study. The four surveys contained 36 questions for the 
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first three, and 47 on the last survey. This study was also carried out on adolescents 

between 13-18 years old and were in good general health. This meant that a similar study 

design in a RA cohort starting a new biologic treatment would likely decrease the 

completion rate tremendously, suggesting that a design similar to Chapter 8 in this thesis 

would most likely be more viable.  

The data collected from the FitBit also showed that there was a correlation 

coefficient of 0.688 between survey and FitBit data for sleep, and a correlation coefficient of 

0.420 and 0.477 for physical activity. There were a strong and moderate correlation 

respectively, which showed the feasibility of using FitBit to measure these variables even 

with some issues with the methodology as covered in Chapter 4. 

The 33.8% recruitment rate and 88.7% compliance rate from the study carried out in 

Chapter 8 showed the feasibility of collecting high-frequency longitudinal data from a RA 

cohort that was about to start a new treatment. It also established that the study design, 

which included the use of a wearable, was sufficient to ensure a high compliance rate. The 

robust correlation coefficient between FitBit and self-reported survey data also revealed the 

possibility of using wearables in the future. Compared to the sub-study in Chapter 6, the 

study design and recruitment methodology here showed great improvement and could be a 

possible template moving forward for studies that wants to incorporate wearables with 

EMA 

 

9.2.2 Association between symptoms and important RA variables 

 
After the feasibility of the intensive longitudinal study was established, the next step would 

be to analyse the collected data in order to reveal novel information that were not available 

in current research. Chapter 3 showed the lack of research carried out on longitudinal 

studies, and also the limited number of symptoms that were included. This would be 

addressed in Chapters 6, 7, and 8, where longitudinal data were collected and analysed, and 

multiple symptoms that addressed different aspects of a RA patients’ experiences were 

covered. The four objectives also considered additional important quality of life variables 

such as physical activity and social contact. Because of the COVID-19 pandemic and the 

ensuing lockdown, data was collected during this period that created an opportunity to 

observe how symptom interactions change due to the lockdown. It was stated in Chapter 1 
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that patients have to try multiple dMARDs in order to achieve disease remission, which 

means that it is important to discover how starting a new treatment affect patients. This will 

provide clinically important information that help clinicians and patients to achieve better 

treatment outcomes.  

 

9.2.2.1 Diurnal variations throughout the day 

 

The first task was to investigate how symptoms of RA changed during a day and was carried 

out in the IA-COVID study in Chapter 6. It was important to observe diurnal variations 

because it would show how symptoms change throughout the day which is important 

information for both clinicians and patients. Current literature showed that joint pain is 

fluctuant (Zhang et al., 2015) and both pain and stiffness in RA were higher in the morning 

(Cutolo et al., 2003) and that this circadian rhythm was actually evident as well in 

inflammation levels calculated by power doppler ultrasonography (PDUS) which decreases 

throughout the day (Semerano et al., 2011). Fatigue (Pietrowsky & Lahl, 2008) decreased 

throughout the day for both physical and mental aspects, positive affect was shown to 

increase throughout the day and negative affect was more variable throughout a day 

without a clear pattern (Peeters et al., 2006). These are not all carried out on an IA sample, 

and thus this objective also served to look at whether the trends in the general population 

were similar in the field of IA. 

It could be seen that physical symptoms such as pain and fatigue decreased in 

severity as the day goes on, with stiffness having the most evident drop with an effect size 

of 0.43 . Positive affect also increased throughout the day with an effect size of 0.43, while 

negative affect only had a slight decrease at the end of the day but with no substantial 

variation. This reflected current literature that was shown earlier for the general population, 

and established the diurnal variation that exists in RA.  There was also no existing research 

that investigated diurnal variation of affect changed in IA. Furthermore, it could be seen 

that most symptoms vary throughout the day which gave impetus to the fact that 

longitudinal data were required to have a full picture of symptom interactions because of 

this variability in symptoms. 
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9.2.2.2 Associations between physical symptoms, psychological symptoms, and physical  

Activity 

 

The IA-COVID study also included physical activity as one of the main variables that were 

measured from the cohort. By looking at associations between symptoms and physical 

activity, it was possible to look at how physical activity could influence patient symptoms 

and how patient symptoms could potentially have an effect on the level of physical activity. 

This is also the first time that a dynamic regression model was carried out in this thesis, and 

thus possible associations between physical symptoms and psychological symptoms are 

investigated as well. 

A mixed-effect dynamic regression model was carried out and showed that there 

was a significant positive association between lag-1 negative affect and physical symptoms, 

meaning that an increase in negative affect would cause an increase in physical symptoms in 

the next time period. This suggested a direct connection from negative affect to physical 

symptoms which no current literature in the field of IA had showed before. A study carried 

out on the general population showed that negative affect predict pain in the next time 

point (Feeney, 2004). This established the importance of tracking depressive symptoms in IA 

patients because of the potential influence on next time period’s physical symptoms.  

This finding between lag-1 negative affect and current physical symptoms is important 

because it reveals the possibility of decreasing physical symptoms by focusing on certain 

psychological factors. In the wider musculoskeletal and rheumatic disease literature, there 

are some evidence of this phenomenon as well. A study carried out on 55 fibromyalgia 

patients showed that pain-related negative affect is one of the main predictors of pain as 

measured by VAS (Staud et al., 2003). Other rheumatic diseases such as psoriatic arthritis 

and ankylosing spondylitis also showed that psychological factors play a major role in 

health-related quality of life and fatigue levels of patients (van Middendorp & Evers, 2016). 

In the field of RA itself, it is also shown that illness perception could be related to longer 

morning stiffness, optimism related to lower pain and social support related to lower 

fatigue levels (Treharne et al., 2005). Even though there are some current evidence 

regarding psychological factors on physical symptoms in similar fields, it is important to note 

that these studies do not utilise intensive longitudinal data and only use either cross-

sectional data or routinely collected data of a few time points. This means that the direction 
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of association discovered cannot be determined and the impact of psychological factors are 

uncertain as well. This reinforces the novel impact that this thesis provides in the field of 

musculoskeletal disorders and shows the importance of using longitudinal data.     

Furthermore, it was shown that the only lag-1 variable that was significantly 

associated with physical activity was positive affect, with a significant positive association 

suggesting that an increase in positive affect would increase physical activity. As mentioned 

above, physical activity was an important method of self-management for patients and thus 

increasing physical activity should be a priority. A cross-sectional correlation between 

positive affect and physical activity were shown before, however no studies had shown a 

possible causal relationship between positive affect and physical activity. The lack of current 

literature to back this finding meant that more research is needed, in particular to 

investigate which aspect of positive affect in particular had this temporal effect with 

physical activity. 

Chapter 6 was the first time mixed effect regression was used to investigate 

potential temporal associations between symptoms in this thesis, and it produced two novel 

findings that were not discovered before in the field of IA. Both findings had current 

literature backings in other populations or other types of data, but it was the first time these 

findings were revealed in the field of IA. It was also clinically important because it showed 

that the development of depressive symptoms could cause more severe physical symptoms, 

and that in order to increase physical activity in patients, the impact of positive affect 

cannot be discounted. It also provided a template for the rest of the thesis in how to carry 

out dynamic regression analysis on longitudinal data.  

 

9.2.2.3 Difference in associations between lockdown and period of no restrictions 

 

The IA-COVID dataset provided a perfect opportunity to study how lockdown affected IA 

patients because of the two waves of data that were collected. Lockdown impacted on both 

physical and psychological aspects of health, and also implemented lifestyle changes such as 

reduced social contact (Tommasi et al., 2020), and thus it is important to investigate how 

such a major change affected IA patients. With social contact one of the main influences on 

the management of depression and psychological symptoms (Zyrianova et al., 2006), the 

inclusion of social contact as one of the variables to compare with IA symptoms would allow 
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for more insight in how symptoms interact with each other. Comparing between lockdown 

and a period of no restrictions would thus mean that the level of physical activity and social 

support would be different, which adds an extra dimension to 9.2.2.2. 

Physical symptoms specifically pain and stiffness significantly decreased during 

lockdown. This was a novel finding in the field of IA during lockdown, but contradicted 

similar research in other fields or with different study designs, for example an IA research 

study in Germany (Hasseli et al., 2021) showed stable self-reported pain levels in 

participants during and after a lockdown. However, the difference was that there were only 

three measurements of self-reported outcomes compared to the potential 60 

measurements in this study. This exhibited how utilising longitudinal data could provide 

novel information that cross-sectional data could not. This deterioration of physical 

symptom during a lockdown is particularly important because there were less clinical visits 

because of the restrictions imposed.  

The other significant differences between the two periods were a significant increase 

in loneliness level and a significant decrease in physical activity. These two differences were 

expected as during a period of lockdown, there were restrictions regarding in-person social 

interaction and activities outside the house, as shown in Chapter 7. This meant that when 

comparing associations between the two periods, it could be assumed that the associations 

that were discovered during Wave 2 (period during lockdown) were in a situation where 

there were decreased physical activity and increased loneliness. 

Mixed effects dynamic associations showed no significant differences between 

temporal associations discovered in Waves 1 and 2, however different waves displayed 

different associations that could still provide important clinical implications. It was 

discovered that during Wave 2, there is a significant negative association between lag-1 

social contact with physical symptoms, which was absent in Wave 1 which had an 

insignificant positive association between lag-1 social contact and physical symptoms in 

Wave 1. This meant that in a situation where there were increased loneliness, an increase in 

social contact would lead to a decrease in physical symptom. As noted in Chapter 7, social 

contact was scored by mode of social contact instead of frequency, which meant that 

instead of increased social activity, an increase in social contact score meant more in-person 

social contact compared to virtual social contact. This meant that more in-person social 

interactions that a RA patient with high loneliness score would mean a decrease in physical 
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symptoms in the next time period. It was shown in Chapter 7 that in-person social contact 

provided more benefits than virtual social contact, and this finding further illustrates this 

and provides evidence for it in an IA cohort.  

Furthermore, lag-1 positive affect also had significant negative associations with 

physical activity and social contact in wave 2, suggesting that an increase in positive affect 

would lead to a decrease in physical activity and less in-person contact for the next time 

period. It showed a contradictory effect between positive affect and physical activity from 

the discovery made in Chapter 6, which could be due to the decrease in the sample size to 

19 for the analysis in this study. The decrease in sample size resulted in less power and 

opened up the potential for biases that a larger sample size would have avoided. However, 

even with the smaller sample size, it could be seen that positive affect had more influence 

on other variables and symptoms during a period of no restrictions, than compared to a 

period of lockdown. This meant that in Wave 2, where there was a significantly higher level 

of loneliness, positive affect had less influence on a patients’ symptoms and behaviour, 

suggesting that a high level of loneliness could cause the effects of positive affect to be 

diminished.   

It could be seen that during a lockdown, pain and stiffness level significantly 

decreased for IA patients which was a novel finding that current literature could not reflect. 

It was also the only study that utilised intensive longitudinal data that looked at how 

physical symptoms changed during a lockdown in an IA cohort. Loneliness levels increased 

and physical activity decreased during a lockdown as well, which was expected because of 

the restrictions that were in place. No significant differences between temporal associations 

were discovered between the two periods, and because of the smaller sample size involved 

in this study, some contradictory information was derived as well. However, significant 

associations that formed during lockdown could still be interpreted as important 

information for IA patients that had high loneliness levels. It could be seen that during a 

time of decreased physical activity and increased loneliness, more in-person social contact 

would result in a decrease in physical symptoms and positive affect did not possess much 

influence towards other variables. 

 

9.2.2.4 Changes in associations after commencement of a new treatment  
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The APPro study recruited patients who were about to start on a new bDMARD treatment, 

and data were collected before and after the new treatment to investigate how symptoms 

and experiences changed. In addition, this study also included both physical activity and 

sleep as measurements. Sleep is an important quality of life variable for RA patients as it 

was shown that poor sleep worsens fatigue and pain score, and also increases depressive 

and anxiety symptoms (Irwin et al., 2012). This objective would thus reveal important 

associations between symptoms in RA with physical activity and sleep in patients who had 

high disease activity and were starting a new treatment, in order to provide clinicians with 

important clinical information about how new treatments affect these patients. 

All physical symptoms, namely pain, fatigue, and stiffness significantly decreased 

after the exposure. The rate of change of pain was quadratic, while fatigue and stiffness had 

a linear rate of change. This meant that pain was the physical symptom that showed the 

fastest effect from a new treatment. This difference in rate of change in pain compared to 

fatigue and stiffness was not discovered before and could be a useful information to have. 

With pain being one of the main physical symptoms that patients suffer from, this larger 

immediate effect was beneficial to patients and could be used as a form of pain relief. 

However, placebo effects in studies of pain were widespread at about 40% (Holmes et al., 

2016) which could explain why pain had such a large decrease immediately. This 

consideration meant that this finding should be interpreted with care, and that more 

research was needed to observe this rate of change in pain.  

Positive affect also significantly decreased after exposure as a whole, with only 

enthusiasm having a non-significant decrease. Most of these also decreased at a quadratic 

rate of change. It was shown in a systematic review that a lack of positive affect would lead 

to poorer pain outcomes, and that positive affect could be a viable target for treatment of 

pain (Finan & Garland, 2015). When there is poorer positive affect, pain levels should rise, 

which was the opposite that was discovered in this study as it could be seen that even 

though there was a significant decrease in pain, positive affect significantly decreased as 

well. This meant that positive affect in RA patients starting a new treatment must have 

decreased for another reason, and that clinicians need to be aware of this, in particular 

because it was shown that having symptoms of depression at the start of a new treatment 

would lead to poorer treatment response (Matcham et al., 2018).  
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The last significant difference is physical activity recorded by the FitBit, both steps 

walked each day and minutes of intense activity. Even though there was a moderate 

correlation between physical activity measured using self-reported outcomes and FitBit, 

only the FitBit data showed a significant decrease after a new treatment. It was a linear rate 

of change for the decrease, meaning that it decreased steadily over the 16 days of tracking 

after exposure. Self-reported physical activity score collected does not measure the quantity 

of physical activity, but the highest level of physical activity achieved throughout the day, 

which explained why there was a different result from the FitBit data. A study that collected 

physical activity measurements at baseline and three months after DMARD treatment 

showed that physical activity increased in RA patients (Prioreschi et al., 2014) after 

treatment. However, the data used to compare with baseline was only collected three 

months after the treatment, while this study in Chapter 8 collected data immediately after 

for around 2 weeks which no other study had done before. It was shown that less arthritis 

pain should lead to increased physical activity (Knittle et al., 2011), which contradicted with 

the finding here where both pain and physical activity decreased. However, it was also 

shown that there was minimal impact on physical activity in those with chronic pain (van 

den Berg-Emons et al., 2007) which could explain why this finding is relevant as well. 

Furthermore, this decrease in physical activity could be due to the significant decrease in 

positive affect, as the association that was discovered in Chapter 6 where positive affect 

influences physical activity in the next time period could have played a part here. With the 

importance of physical activity in self-management for RA patients, finding out why physical 

activity levels dropped immediately after a new treatment would be useful to improve 

symptom outcomes.  

There were no significant differences in temporal associations that were discovered 

before and after exposure to the new treatment. However, there were still observations 

that were made that could have clinically important implications. The significant 

associations that were discovered during the after-exposure analysis could still be applied to 

cases in which patients have just started a new treatment. It could be seen that before 

treatment, physical symptoms were only significantly associated with itself in a previous 

time point, while after treatment, both lag-1 positive affect and negative affect were 

significant with physical symptoms as well. This meant that after treatment when physical 

symptoms were significantly lower, physical symptoms were influenced by the previous 
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time points’ psychological symptoms. This meant that clinicians need to be especially 

careful about the psychological state of patients after a new treatment, as physical 

symptoms are more vulnerable to fluctuations due to a change in psychological symptoms’ 

severity.  

Chapter 8 showed that there were significant differences immediately after a 

bDMARD treatment, where pain, fatigue, stiffness, positive affect and physical activity all 

significantly decreased. It was discovered that pain and positive affect had a quadratic rate 

of decrease, where there was a steep decrease immediately which tailed off at the end of 

the study. Physical activity decreased at a stable rate, and previous discovered associations 

hinted that this could have been caused by the decrease in positive affect. Temporal 

associations showed no significant difference, but the after-treatment analysis showed 

physical symptoms to be influenced by psychological symptoms from the previous time 

point. 

 

9.2.3 Utility of Network Analysis in the Study of RA and Depression 

 
It was shown in the scoping review in Chapter 3 that there was a lack of studies that in the 

field of musculoskeletal disorders that utilised longitudinal data which looked at multiple 

symptoms and variability in each. The network science approach, which was also used to 

explain the model of depression in Chapter 1, is a method that could consider numerous 

symptoms and its interactions with each other simultaneously. Furthermore, with the 

inclusion of both physical and psychological symptoms in the empirical studies, using 

network science could also help identify possible connections between the different types 

of symptoms and identify an influential node that had the largest impact on the symptom 

network plot through centrality values. No study in the field of RA had utilised network 

science before in the field of RA and depression and this thesis would be the first to 

introduce this tactic and to investigate how it could be used in different situations and what 

novel information it could provide.  

 

9.2.3.1 Network Science in secondary cross-sectional data 
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Chapter 5 used two different cross-sectional datasets; the IMPARTS and TITRATE-US 

dataset, and two network plots were derived from TITRATE which varies in the number of 

symptoms included for psychological symptoms. It was discovered that all three symptom 

plots created had identical features which showed the reliability of using network science. 

Inflammatory markers, physical symptoms, and psychological symptoms are distinctly in 

separate clusters, with inflammatory markers in particular being separate from the 

symptoms of RA.. Fatigue was the symptom that could be seen in all three symptom plots to 

be very closely connected to both physical and psychological symptoms. Inflammatory 

markers were isolated in all three plots, with most of the connections into patient 

symptoms situated at the tender joints and swollen joints link. There were no direct links 

between inflammatory markers and psychological symptoms, suggesting that anti-

inflammatory drugs prescribed by clinicians would only help with lowering inflammatory 

markers and certain physical symptoms, and not lead to a fast and direct effect on 

psychological symptoms.  Some of these findings also coincide with what current literature 

showed, as tender joints are highly associated with swollen joints, and fatigue, especially 

measured by the FACIT scale included multiple psychological aspects in the questionnaire, 

were expected to be the physical symptom that had the most connection with psychological 

symptoms.  

Having established the symptom network plot of RA patients in a cross-sectional 

dataset, further analysis was carried out to reveal additional information. Centrality values 

were calculated to evaluate the influences of each symptom, which could then show which 

symptom had a bigger impact on the entire symptom network. It could be seen that in both 

symptom plots from TITRATE-US, dysphoria has the highest degree centrality which meant 

that it had the most direct connections out of every symptom and that an activation of this 

symptom could spread to a lot of different symptoms. For closeness centrality, dysphoria 

had the highest value in the expanded TITRATE-US plot with 16 psychological symptoms, 

while pain had the highest closeness centrality in the simplified version. The expanded 

TITRATE-US had 16 out of 25 symptoms (64%) to be psychological symptoms which could 

skew the results. Furthermore, the stability analysis carried out also showed the simplified 

TITRATE-US network plot had greater accuracy to be compared than the expanded network 

plot. A high closeness centrality score meant that information could be spread quickly when 
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this node was activated, and thus this meant that treating pain would lead to a fast effect 

on other symptoms.  

An inflammatory marker, total PD was the symptom with the highest betweenness 

score, suggesting that it was involved in a lot of pathways between other symptom, and 

thus the removal of it would destabilise the network. However, inflammatory markers all 

have low degree centrality scores, and thus a low degree centrality and high betweenness 

score meant that inflammation did not have much direct connections with symptoms but 

was involved with a lot of indirect associations. These centrality values showed that 

psychological symptoms played a big role in the entire symptom network of RA patients, 

which was also further reinforced by the highest expected influence value, which takes into 

account if the link between nodes are positive or negative. More focus should be on 

psychological symptoms because of its widespread connections with other symptoms, but 

pain was still an important symptom because of its fast-acting effect on overall disease 

activity.  

The calculation of bridge strength centrality also showed that inflammatory markers 

have low bridge strength, meaning that they do not have much influence on the other 

aspects of RA. Fatigue and dysphoria respectively have the highest bridge strength for 

physical and psychological symptoms. This meant that fatigue is the physical symptom that 

when activated, has the most influence on the development of the psychological symptoms. 

Coupled with the fact that fatigue had the most connections with psychological symptoms, 

it could be interpreted that fatigue is the bridge between physical and psychological aspects 

in RA.  

 

9.2.3.2 Comparison of network plots in individual patients  
 

Having established the basic network structure of network science and tested its feasibility 

and reliability, the next step was to use network analysis to get more novel information. 

Chapter 6 created individual network plots for each participant using the longitudinal data 

that was collected. One participant exhibited a stable symptom behaviour with low severity, 

one with stable symptoms but high severity, one with symptoms that fluctuated throughout 

the 10 days, and the last participant had a flare in symptoms but was otherwise stable. It 

could be seen that in the participant with a flare, every symptom besides anxiousness and 
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loneliness are very closely connected, suggesting that physical and psychological symptoms 

were highly linked during a flare. This meant that a flare in the physical symptoms would 

also result in a flare in depressive symptoms, showing how devastating the effects of a flare 

could be in patients.  

Comparing between fluctuant symptoms to stable, it could be seen that fatigue in 

both participants with stable symptoms were closely connected to other physical 

symptoms. In the fluctuant symptom plot, pain and joint stiffness was connected alone and 

fatigue was instead linked with positive affect symptoms negatively. This meant that when 

patients had high symptom variability, fatigue was activated by low positive affect instead 

of other physical symptoms, which was the case in a low symptom variability profile. No 

other study had investigated how symptom variability could cause an effect on fatigue and 

its interactions. Stability analysis carried out on the accuracy of edge-weight for the four 

participants’ network plot showed that there was a large 95% confidence interval for all four 

plots, suggesting that care should be taken when comparing between graphs. The fluctuant 

network plot and stable low severity network plot in particular also had larger differences 

between bootstrap means and sample means, which meant that there could be more edges 

that should exist in the network plot that was disregarded. These meant that the findings 

derived from comparisons could be inaccurate. With no other studies displaying the 

connection between fatigue and fluctuant symptoms, this finding could be interpreted as an 

exploratory hypothesis that benefit from more research affirming its validity. 

 

9.2.3.3 Comparison of network plot during lockdown and a period of no restrictions 

 

The lockdown implemented because of the COVID-19 pandemic allowed data to be 

collected that could show how a lockdown affected IA patients’ symptom and symptom 

interactions. It was also noted previously that physical symptoms and physical activity 

significantly decreased, while loneliness level significantly increased during the lockdown. 

This meant that the network plots could also be interpreted with those as context. The 

network plots contained physical and psychological symptoms, but also physical activity and 

social contact to evaluate how these variables play a part in the symptom network. 

One of the biggest differences between the two network plots were that during a 

period of no restrictions, fatigue had the strongest connection to pain while during a 
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lockdown, fatigue was more linked to stiffness instead. This meant that during lockdown, 

where there was a significant decrease of physical activity and physical symptoms, fatigue 

had a higher connection to stiffness instead of pain. With the network plot being 

undirected, the direction of the connection between fatigue and stiffness is unclear. 

However, no studies had investigated the change in connection for fatigue during a 

lockdown, or the connection between fatigue and stiffness during lockdown. With multiple 

symptoms significantly changing due to the lockdown, the cause for the change for the 

connection of fatigue is unclear, and could benefit from future research. The symptom plot 

during lockdown also showed a strong connection between loneliness and anxiousness that 

was absent otherwise. It was shown that during the lockdown, the higher the worry for 

loneliness, the higher the anxiousness that the participant had (Isaac et al., 2021). This 

coincided with the finding of this study, where in the symptom plot with significantly 

increased loneliness, there was a connection between anxiousness and loneliness. The 

stability analysis that was carried out on the two network plots showed that there were a 

tight 95% confidence interval around the sample and bootstrap means, suggesting that the 

edge-weight were quite accurate. There were also minimal differences between the sample 

and bootstrap means for both graphs. This meant that comparison between the edge-

weights for each graph should be considered seriously, and thus the findings were made 

from the comparison should be further researched to fully explore the possible associations.  

 

9.2.3.4 Comparison of network plot before and after a new treatment 

 

It was established previously that after a new treatment, there were significantly lower 

physical symptoms, which meant that findings made in the symptom plot after treatment 

could be made in that context. With the objective to investigate what clinical implications 

there are from a new treatment, the nodes included were purely patient symptoms in order 

to see how the interactions change. 

The main difference that could be interpreted between symptom plots were the 

change in fatigue. Before treatment, fatigue was part of the physical symptom cluster and 

had a strong connection with stiffness. After treatment, fatigue lost all connection with 

physical symptom and instead were connected to both positive affect and negative affect. 

With fatigue having both physical and psychological aspects, this suggested that after 
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treatment where physical symptoms significantly decreased, fatigue were more influenced 

by the psychological aspect instead. As fatigue was one of the main symptoms that RA 

patients suffer from, being aware of what have an influence on it would be useful for 

clinicians who want to address it. To evaluate which symptom was the most influential in 

the network plots, centrality values were calculated. It could be seen that for both symptom 

plots, psychological symptoms especially content and irritable are highly influential, being 

top of degree centrality, closeness centrality, and betweenness centrality for both graphs. 

This showed the amount of influence that psychological symptoms have in a RA patient, and 

the importance of focusing on it to decrease disease activity as a whole.  

Looking at centrality values, there were some differences before and after 

treatment, namely that the most influential physical symptom taking into account every 

centrality was stiffness before treatment, and pain after treatment. This meant that in if the 

clinician was treating physical symptoms to improve disease activity, it would be more 

important to address pain rather than stiffness after a new bDMARD. Stability analysis was 

also carried out on both plots. For before treatment, edge-accuracy graph showed some 

differences between bootstrap means and sample means which suggested some possible 

inaccuracy at identifying a link. The centrality stability plot also showed a low CS-coefficient 

with only degree centrality being stable enough to produce a significant result. For post-

treatment, edge-accuracy graph showed a very tight 95% confidence interval and no 

differences between bootleg means and sample means, suggesting that the edges shown on 

the plots are accurate and could be interpreted. The CS-coefficient for centrality stability 

also showed that both degree and closeness centrality are above 0.5, suggesting that they 

are stable enough to be compared between each symptom. The sensitivity analysis showed 

that the post-treatment network plot was much more accurate, and the centrality values 

derived were stable as well. Pre-treatment network plot was still accurate and stable, 

however the results derived from it should be taken with caution. However, any findings 

that were derived from observing the post-treatment network plot would still be valid, 

specifically the disconnection of fatigue from other physical symptoms and the influence of 

psychological symptoms to the whole network. 
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9.3 Strength & Limitations 

 
This study utilised intensive longitudinal data in order to investigate temporal associations 

and intra-individual symptom variability in the field of RA. This was an under-researched 

area of study, and with the fluctuant nature of RA symptoms, an area that is in need of 

more studies. It also utilised a new analytical method, the network approach to evaluate 

how multiple symptoms interact with each other in the comorbidity of depression and RA. 

However, in the planning of the thesis, there were some limitations as well. These strength 

and limitation would be shown in the following subsections. 

 

9.3.1 Strength and Limitations of Longitudinal Study Design 

 
The longitudinal datasets collected in Chapters 6, 7, and 8 meant that there were no recall 

bias from participants because the self-reported data were collected six times a day. The 

EMA methodology also meant that there were no ecological bias, and the lack of these two 

biases meant that the data collected would be more accurate. Furthermore, these data 

allowed for temporal associations to be made, which gave more cause-and-effect 

information than any cross-sectional associations could. This is because if there was a 

significant correlation between two variables and there was only one significant temporal 

association discovered, then the direction of the correlation could be deciphered. A 

prominent example from this thesis would be the discovery of the temporal association 

between lag-1 positive affect and physical activity which showed that physical activity could 

be influenced by the previous time point’s positive affect. Intensive longitudinal data also 

meant that the trend of the symptoms could be investigated as well, showing a diurnal 

pattern of each symptom such as seen in Chapter 6. These findings that were derived from 

the longitudinal data thus allow for higher accuracy when observing changes of the 

symptoms that cross-sectional data could not. In all, the longitudinal study design collected 

enough data to eliminate recall and ecological bias. The quantity of data collected also 

meant that potential flares that changes symptom severity would not play a big role in 

changing symptom interactions.  

There were some limitations with the study design in this thesis that could be 

improved. The first one was that the analysis of mixed effects dynamic modelling used the 
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whole symptom construct as the variable, for example negative affect instead of anxious. 

This meant that findings such as that of negative affect being significantly positively 

associated with next time period’s physical symptom could not be specified, which would 

require more research to pinpoint the exact symptom that are in this association. Because 

of the number of symptoms included, it was difficult to include every symptom in the 

dynamic modelling which caused this problem. The next limitation was the required sample 

size. As shown in Chapter 7, the sample size decreased to 19 from the original sample in 

Chapter 6, and this resulted in one of the main findings of Chapter 6 to be found 

insignificant and reversed. A large sample size in longitudinal studies is harder to find 

because of the additional patient burden, and thus is an important limitation that needs to 

be considered. Furthermore, the period of the study also needs to be carefully considered. 

The duration of the study is a concern because it needs to be long enough to collect enough 

information, but not too long as to increase participant burden. In Chapter 6, it could be 

seen that the duration should be longer to accommodate for the possibility of a flare that 

could last for more than a week (Bykerk et al., 2014) and in Chapter 8, the duration could 

have been longer for both before and after treatment. The timing of the longitudinal data 

collection could also be a cause of concern, because as Chapter 6 showed, stretching out the 

period of collection into two different seasons could mean that seasonal variations 

influences the symptom severity as well.  

The longitudinal study design could be improved tremendously based on the 

suggestions that were made from the studies carried out in this thesis. Even with the 

limitations, analysis of the longitudinal data revealed new interactions and clinical 

implications in the field of RA and showed promise in exploring the cause-and-effect of 

different symptoms. 

 

 

 

9.3.2 Strength and Limitations of Network Approach  

 
The network approach was used in every empirical chapter to investigate its suitability for 

use in the field of longitudinal data in RA, and also to reveal useful information about 

symptom interactions and influences. As it was displayed in every chapter, the network 
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approach could take into account all the symptoms and interactions into one clear and 

concise network plot. This meant that the network perspective could considers the strength 

of all interactions between symptoms when analysing the influence of a particular 

symptom. Most analysis methods such as the dynamic models utilised before could not 

include multiple symptoms without causing the results to be overcomplicated and 

overwhelming to pick out the important findings. The symptom network plot created allows 

for a very clear picture that could allow for quick hypothesis to be made. Furthermore, 

network science could also reveal the most influential and central symptoms by calculating 

centrality. The most central symptom could also be interpreted as the symptom that has a 

stronger causal influence on the whole symptom network compared to other symptoms 

(Borsboom & Cramer, 2013). This meant that if this symptom was activated, the probability 

of other symptoms being influenced and developing is the highest. The identification of this 

node would provide very useful clinical information because targeting these central 

symptoms as soon as possible would have a good chance of stopping the rest of the 

symptoms from developing. Chapter 6 also established the possibility of investigating 

individual differences using network analysis, showing how different situations affect the 

symptom plot differently. With each individual network determined by the individuals’ own 

links between symptoms, it could also help in identifying individuals with links that could be 

activated into a disorder.   

The network approach that was utilised in this thesis had some limitations as well 

unfortunately. Every empirical chapter utilised the data as a cross-sectional data, comparing 

between two separate time periods which assumes that each of the rows of data were 

independent. However, the data collected were time-series data, and were dependent on 

each other because data from the same participant correlate higher among the participant 

and that measurements at one time point could play a role in the next time point. This 

meant that additional information could have been derived from this data set if the 

temporal effects were taken into account, showing both between-person and within-person 

network plots. The lack of panel data analysis was because network science was never used 

before in the field of RA and depression, and thus there were insufficient time to carry out 

all possible analysis. The network analysis that was carried out in this thesis showed its 

feasibility in this field, and also provided novel information by comparing between 

individual differences and between time periods. The other limitation is the limited accuracy 
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and stability of some of the network plots and centrality values that were created in the 

empirical chapters. This meant that the findings that were derived from network analysis 

could not all be taken with significance, and more tests were needed to ensure its accuracy. 

There were no studies yet that showed the ideal number of observations and participants to 

allow for accurate edge-weight and centrality values, and thus this limitation affected the 

findings slightly. Furthermore, with network science being a relatively new theory and the 

application of network approach in psychological studies still in its infancy, the mechanics 

that were involved in carrying out network science were not all optimised. This could be 

seen in how edge selection was just an estimation which meant that unselected edges could 

not be guaranteed to be statistically zero, and the estimation methods that were used, 

specifically the regularised estimations are not perfectly reliable even though they were the 

preferred method (Borsboom et al., 2021). Centrality as a measure of causality was also a 

matter of discussion because of the potential inaccuracies (Dablander & Hinne, 2019), 

however it could still be used to interpret influence of symptoms. 

It could be seen that network science was perfectly suitable for use in observing 

symptom interactions in the field of RA and depression and allowed for more information to 

be revealed that other analytical methods could not. However, because network science is 

still a relatively new methodology, a lot of aspects could still be optimised to allow for more 

accurate results. There were also more aspects of network science that could be utilised in 

the data collected here, but because of time constraints must be delegated to future 

research.  

 

9.4 Clinical Implications 

 
From the perspectives of a clinician, there are some important clinical implications that 

could be derived from the findings here. All the empirical chapters showed the importance 

of tracking psychological symptoms and depression in RA patients and how influential they 

are in the lives of RA patients. The longitudinal data collected affirmed the fluctuant nature 

of RA symptoms, and the success of Chapter 8’s high intensity data collection with the FitBit 

also provided a template for how clinicians could track participant symptom variability. 

Furthermore, the effects of a change in treatment were also investigated for clinicians to 
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know how a new treatment affect their patients and what symptoms should be tracked 

more carefully during this time.  

Psychological symptoms play an important role in the symptom network plot that 

was drawn in Chapter 5. Low mood in particular was the symptom node that had the 

highest degree centrality value, meaning that it was the symptom that had the most 

connections in the RA network. When mixed effects dynamic modelling was carried out on 

physical symptoms, positive affect, negative affect, and physical activity in Chapter 6, two 

novel findings were made regarding affect in IA patients. Increased positive affect was seen 

to be associated with increased physical activity in the next time period, and increased 

negative affect was seen to be associated with increased physical symptoms in the next 

time period. This was especially useful for clinicians to note because this meant an increase 

in depressive symptoms would not only lead to more physical symptoms, but also less 

physical activity which is one of the best self-management techniques. The importance of 

positive affect on physical activity could also be seen in Chapter 8 where there was a 

significant decrease in both physical activity and positive affect after the new treatment, 

when physical activity was supposed to increase because of the decrease in pain levels 

(Knittle et al., 2011). All these showed that clinicians need to be acutely aware of the 

psychological health of patients, because of the possibility of the influence it plays on not 

just physical symptoms, but also physical activity.  

Chapter 6 also affirmed the diurnal variation of symptoms where physical activity 

significantly decreased and positive affect increased throughout the day. This meant that 

appointments with patients early in the morning could result in catastrophising of 

symptoms, and later appointments resulted in the underestimation of the severity. This 

fluctuant nature of symptoms thus discourages the measurement of patient symptoms only 

during a clinic visit because it only measures that point in time. The importance of tracking 

fluctuations of symptoms is emphasized by the finding from the network plot comparisons 

in Chapter 6, where it was shown that the symptom network plot between a fluctuant and 

stable patient is different. This change in symptom variability changed the connectivity of 

fatigue to the psychological aspects instead of other physical symptoms. With the stability 

of the edge-weight lacking, this hypothesis needs future research to ensure its accuracy but 

still shows that the effects of a fluctuant symptom pattern should be investigated. It was 

also established in the scoping review in Chapter 3 that no studies in the field of 
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musculoskeletal disorders actually investigated how symptom variability affect symptoms, 

and thus the knowledge in this particular area is lacking.  

The successful recruitment and completion rate of the longitudinal study with FitBit 

in Chapter 8 established a framework that could be utilised for clinicians to be able to 

identify how patient symptoms vary throughout the day, with 6 measurements a day still 

providing a completion rate of 88.75%. This idea was implemented in some clinics already, 

with patients and clinicians tracking how symptoms vary via daily input using the My 

Arthritis App (Ampersand, 2019). An improvement on this idea by using FitBit which 

provides easily trackable data that are associated with self-reported data, and the inclusion 

of multiple inputs per day will provide an even more accurate look at fluctuations. These 

tracking of data will allow clinicians to be able to know how their patients’ symptom trends 

are outside of clinics, and can also understand what potential effects a high fluctuant 

symptom behaviour will have on patients. 

Last but not least, APPro study looked at how a new bDMARD treatment affect 

patients. These patients are generally with high disease activity for them to be prescribed 

with a bDMARD, and it was shown that right after treatment, physical symptoms and 

positive affect significantly decreased, alongside physical activity. It was also observed that 

the rate of decrease for pain and positive affect were larger than fatigue and stiffness, 

suggesting that these symptoms are more affected by the new treatment immediately. Pain 

and positive affect are negatively associated as stated above, however both symptoms 

decreased after a new treatment, suggesting that another factor is driving the decrease in 

positive affect. This is very important for clinicians because it was stated previously that 

depressive symptoms right after treatment will lead to poorer treatment response and the 

decrease in positive affect will predict higher depressive symptoms (Raes et al., 2012). 

Furthermore, temporal associations discovered that after treatment, positive and negative 

affect are both significantly associated with physical symptoms which strengthened the 

importance of psychological symptoms in a patient. The centrality values from network 

plots also showed psychological symptoms to be the most influential, both before and after 

treatment. It was also discovered that physical activity decreased immediately after, and 

with exercise being one of the main self-management tools, this discovery means that 

clinicians will need to remind patients of combining the new treatment with exercise. 

Fatigue was discovered by the network plot to have significantly different connections after 
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treatment, with fatigue losing the connection to stiffness and developing new connections 

with both affect instead.  

It can be seen that there are a lot of potential clinical implications from the findings 

of this thesis, and some have immediate clinical implications such as the affirmation of the 

importance of psychological health in patients and the feasibility of tracking patient 

outcomes multiple times a day that can improve current clinical tracking. However it is also 

important to note that some of them are dependent on temporal associations discovered 

that may need to be reaffirmed in future studies. There are also some findings that are 

important for researchers, but are not specific enough yet to have clinical implications, such 

as the influence of positive affect on physical activity which requires more research on the 

type of positive affect that can increase physical activity in the next time periods. This 

means that specific future research on novel associations discovered in this thesis needs to 

be carried out, and the full  analysis of APPro study after the completion of 30 participants is 

also needed in order to have a complete and accurate insight into the longitudinal 

associations of symptoms. The individual network plots shown in Chapter 5 displayed a 

potential clinical use for network modelling because it is able to show how different patients 

have different interacting symptoms, and thus will be able to provide clinicians with 

information needed to allow for personalised care. This means that more work needs to be 

done in order to streamline the process of creating the individualised network plots, and 

also an appropriate and standardised method is needed to analyse the plots.  

This thesis showed the feasibility of tracking patient data remotely and over time, 

suggesting that clinicians should do the same in order to track how symptom variability 

affects patients and providing the framework to ensure a high completion rate. It also 

showed how important psychological symptoms are in RA patients, with it affecting physical 

symptoms and physical activities in the next time period, and also being the most influential 

nodes in a network model after a new treatment.  Furthermore, fatigue also provided to be 

an important symptom to be on the look out for, as the connections for fatigue changes in 

different situations such as a new treatment or in a patient with fluctuant symptoms. This 

means that the cause of fatigue can vary, and as one of the main symptoms that patients 

suffer from, will need more attention on to reduce the effect. Fatigue is also calculated to 

be the bridge symptom between the physical and psychological symptoms in RA. 
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9.5 Future Research     

 
This thesis has managed to achieve all three aims that was laid out in Chapter 2 by fulfilling 

each of the objectives. It was discovered that longitudinal data collection with a wearable 

device is very feasible, and should be encouraged in order to collect high quality data 

suitable for advanced analysis. It was also discovered that network science is a viable 

methodology to look at symptom interactions, and can provide novel hypothesis that needs 

to be fully researched on. The importance of psychological symptoms in RA patients was 

also shown, and clinical implications from the effect of a new treatment also provided a lot 

of new information for clinicians. However, because of time constraints and some of the 

elements of the thesis being used for the first time here, there are some future research 

that needs to be carried out.  

The scoping review in Chapter 3 was carried out early during this PhD which spanned over 

four years. This means that an updated search on the same criterions will be helpful to show 

what updated current literature has in the field of intensive longitudinal data analysis in 

musculoskeletal disorders. This will help in deciding the route future research should take as 

well. It is discovered in a osteoarthritis sample that collected data 4 times a day for 7 days 

that depression predicts current pain and affect levels, and also change in pain and affect 

over the next 3-8 hours (Parmelee et al., 2022). Furthermore, the association between pain 

and negative affect is also more significant in OA patients that are diagnosed with 

depression. This is an important finding because it coincides with the EMA results that were 

derived from this thesis regarding the importance of psychological factors in physical 

symptoms in RA. Another study compared a fibromyalgia population with a general 

population by measuring EMA data 5 times a day for 7 days and discovered that there is a 

stronger inverse association between positive and negative affect during times of greater 

pain and fatigue levels in those with fibromyalgia (Kim et al., 2022). There is also another 

study carried out on fibromyalgia patients that utilised EMA methodology of 5 

measurements for 7 days that looked at pain levels and cognitive dysfunction, and 

discovered that fibromyalgia patients report higher cognitive dysfunction when faced with 

an increase in pain compared to the general public (Whibley et al., 2022). There was also a 

study published that included one measurement a day of physical and psychological 

symptoms in RA patients over a period of three months in order to capture patient-reported 
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flares (Gandrup et al., 2022). These are a few examples from the updated search for 2022, 

and displayed the growing popularity of using EMA measurements to collect intensive 

longitudinal data and the recognition that analysis of longitudinal patterns are important. 

Some of these studies also included more than 3 symptoms, which was one of the major 

weaknesses of previous studies as brought up in Chapter 3. A quick search for network 

analysis in the field of RA yielded nothing, however a systematic review did use network 

meta-analysis which uses similar concepts of direct and indirect links between more than 

three interventions to look at the efficacy and safety of different DMARDs (Wang et al., 

2021). Even though no network analysis had been utilised yet in this field, the change in 

focus towards temporal associations and multiple symptoms means that this the direction 

of this thesis is correct, and will be able to provide novel information and also lay down a 

template for future studies in this area.  

Some of the associations discovered require further research to decipher if there are 

any causal meanings behind it. The significant associations between lag-1 negative affect 

and physical symptoms, and lag-1 positive affect and physical activity are novel findings, but 

the specific affect and physical symptoms need to be specified in order to provide more 

clinical implications. It is unclear which negative affect influences which physical symptom 

of the next time period, and thus future research will need to carry out similar temporal 

associations on each of the symptoms in order to discover this association.  

It is also possible that some of the symptoms chosen are ineffectual, or that some 

important symptoms are missing from analysis. Qualitative interviews are carried out on the 

sample in Chapter 8, but because of time constraints could not be shown in this thesis. 

However, the interviews will be able to provide patient insight on the questions that were 

asked, and what new symptoms should be considered that are important to them. 

Furthermore, as mentioned in Chapter 7, some variables such as social contact and physical 

activity should be redesigned so as to allow for more accurate scoring of those variables.  

Future research should also take into account the sample size and study duration of 

the studies. It was discovered that sample size for Chapter 7 which was reduced to 19 could 

be too little, as it changed the findings from the original sample size that was originally in 

Chapter 6. This also is applicable to network analysis, as since it is such a new technique, 

there are no guidelines to follow yet. A new study should be carried out to investigate how 
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much data is required in order to maintain an accurate edge-wise network plot with stable 

centrality scores.  

 

9.6 Final Conclusions 

 

RA is a chronic disabling condition with a high comorbidity with depression that affects all 

aspects of a patient’s life. The fluctuant nature of RA means that tracking symptoms over 

time is required to have a full picture of symptom interactions and variations. This thesis has 

showed the feasibility of recruiting RA patients in carrying out intensive longitudinal 

assessments. The APPro study could be used as a framework for future research or clinicians 

when utilising remote measurement on symptoms over a period of time. Network science 

was shown to be a feasible analytical tool and showed potential for future developments in 

understanding comorbidity between RA and depression. Psychological symptoms are 

important to be tracked by clinicians because they are shown to have a significant 

association with physical activity, and with physical symptoms in the next time period. 

Furthermore, psychological symptoms are also very influential in symptom network plots, 

which meant that they play a big part in the overall disease outcome that patients feel. This 

means that in addition to addressing inflammation and pain in treatment, clinicians need to 

be careful of any potential spikes in psychological symptoms which could lead to worse 

clinical outcome. In conclusion, this thesis has managed to provide a template as to how 

remote measurement in RA should be carried out and introduced new methodologies in 

analysing large datasets. Furthermore, the importance of tracking and treating psychological 

symptoms has also been emphasised in order to improve overall outcomes for patients. 
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A. Appendix to Questionnaires in Methodology 
 
 
 
 
 

Questions Not 

at all 

A little 

bit 

Somewhat Quite 

a bit 

Very 

much 

I feel fatigued 4 3 2 1 0 

I feel weak all over 4 3 2 1 0 

I feel listless (washed out) 4 3 2 1 0 

I feel tired 4 3 2 1 0 

I have trouble starting things because I am 

tired 

4 3 2 1 0 

I have trouble finishing things because I 

am tired 

4 3 2 1 0 

I have energy 0 1 2 3 4 

I am able to do my usual activities  0 1 2 3 4 

I need to sleep during the day  4 3 2 1 0 

I am too tired to eat  4 3 2 1 0 

I need help doing my usual activities  4 3 2 1 0 

I am frustrated by being too tired to do 

the things I want to do  

4 3 2 1 0 

I have to limit my social activity because I 

am too tired 

4 3 2 1 0 

 
 
 
 
 
 
 
 
 
  

Table A.1: FACIT-F Scale 
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PHQ-9 Over the last two weeks, how often have 

you been bothered by any of the problems? 

Little interest or pleasure in doing things? 0) Not at all 

1) Several Days  

2) More than half the days 

3) Nearly every day 

Feeling down, depressed or hopeless? 0) Not at all 

1) Several Days  

2) More than half the days 

3) Nearly every day 

Trouble falling or staying asleep, or sleeping 

too much? 

0) Not at all 

1) Several Days  

2) More than half the days 

3) Nearly every day 

Feeling tired or having little energy? 0) Not at all 

1) Several Days  

2) More than half the days 

3) Nearly every day 

Poor appetite or overeating? 0) Not at all 

1) Several Days  

2) More than half the days 

3) Nearly every day 

Feeling bad about yourself – or that you are 

a failure or have let yourself or your family 

down? 

0) Not at all 

1) Several Days  

2) More than half the days 

3) Nearly every day 

Trouble concentrating on things, such as 

reading the newspaper or watching the 

television? 

0) Not at all 

1) Several Days  

2) More than half the days 

3) Nearly every day 

Table A.2: Scoring Criteria for PHQ9 
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Moving or speaking so slowly that other 

people could have noticed?  

Or the opposite – being so fidgety or 

restless that you have been moving around 

a lot more than usual 

0) Not at all 

1) Several Days  

2) More than half the days 

3) Nearly every day 

Thoughts that you would be better off 

dead, or of hurting yourself in some way? 

0) Not at all 

1) Several Days  

2) More than half the days 

3) Nearly every day 

 
 
 
 
 
 

GAD-7 Over the last two weeks, how often have 

you been bothered by any of the problems? 

Feeling nervous, anxious, or on edge? 4) Not at all 

5) Several Days  

6) More than half the days 

7) Nearly every day 

Not being able to stop or control worrying? 4) Not at all 

5) Several Days  

6) More than half the days 

7) Nearly every day 

Worrying too much about different things? 4) Not at all 

5) Several Days  

6) More than half the days 

7) Nearly every day 

Trouble relaxing? 4) Not at all 

5) Several Days  

6) More than half the days 

7) Nearly every day 

Table A.3: Scoring Criteria for GAD-7 
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Being so restless that it is hard to sit still? 4) Not at all 

5) Several Days  

6) More than half the days 

7) Nearly every day 

Becoming easily annoyed or irritable? 4) Not at all 

5) Several Days  

6) More than half the days 

7) Nearly every day 

Feeling afraid as if something awful might 

happen? 

4) Not at all 

5) Several Days  

6) More than half the days 

7) Nearly every day 

 
 
 
 
 
 
 

Questions Without 

any 

difficulty 

(0) 

With 

some 

difficulty 

(1) 

With 

much 

difficulty 

(2) 

Unable 

to do 

(3) 

Dressing & Grooming 

Dress yourself, including tying shoelaces and 

doing buttons? 

    

Shampoo your hair?     

Arising 

Stand up from an armless chair?     

Get in and out of bed?     

Eating 

Cut up your own meat?     

Lift a full cup or glass to your mouth?     

Table A.4: Scoring Criteria for HAQ-DI 
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Open a new carton of milk (or soap powder)?     

Walking 

Walk outdoors on flat ground?     

Climb up five steps?     

Hygiene 

Wash and dry your entire body?     

Take a bath?     

Get on and off the toilet?      

Reach 

Reach and get down a 5 lb object (e.g. a bag of 

potatoes) from just above your head? 

    

Bend down to pick up clothing off the floor?     

Grip 

Open car doors?     

Open jars which have been previously opened?     

Turn taps on and off?     

Activities 

Run errands and shop?     

Get in and out of a car?     

Do chores such as vacuuming, housework or 

light gardening? 
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B. Appendix to TITRATE-US & IMPARTS Studies 
 
 
 

Symptom Short code 

Feeling nervous, anxious or on 

edge  

Anxious 

Not being able to stop or 

control worrying  

ControlWorry 

Worrying too much about 

different things  

MuchWorry 

Trouble relaxing TroubleRelaxing 

Being so restless that it is hard 

to sit still  

Restless 

Becoming easily annoyed or 

irritable 

Annoyed 

Feeling afraid as if something 

awful might happen 

Afraid 

Little interest or pleasure in 

doing things 

Anhedonia 

Feeling down, depressed, or 

hopeless 

Dysphoria 

Trouble falling or staying 

asleep, or sleeping too much 

Sleep 

Feeling tired or having little 

energy 

Tired 

Poor appetite or overeating  Appetite 

Feeling bad about yourself — 

or that you are a failure or 

have let yourself or your family 

down 

Failure 

Table B.1: Short codes for each symptom node 
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Trouble concentrating on 

things, such as reading the 

newspaper or watching 

television 

Concentration 

Moving or speaking so slowly 

that other people could have 

noticed? Or the opposite — 

being so fidgety or restless that 

you have been moving around 

a lot more than usual 

Slow 

Thoughts that you would be 

better off dead or of hurting 

yourself in some way 

Ideation 

Functional Assessment of 

Chronic Illness Therapy (FACIT) 

Fatigue 

Widespread Pain Index WPI 

Health Assessment 

Questionnaire 

HAQ 

28 tender joints score  TenderJnts 

PainVAS PnVAS 

28 swollen joints score SwollenJnts 

Total Power Doppler PDUS 

Erythrocyte Sedimentation 

Rate 

ESR 

C-Reactive Protein CRP 
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Variable Degree 

Centrality 

Closeness 

Centrality 

Betweenness 

Centrality 

Expected 

Influence 

Total PD 2.3 0.015 30 0.52 

Swollen Joints 1.7 0.016 8 1.2 

Tender joints 3.3 0.021 24 3.3 

ESR 1.4 0.011 0 0.92 

CRP 1.95 0.011 0 1.58 

PainVAS 2.6 0.017 0 2.5 

Widespread Pain 

Index 

3.5 0.022 26 2.8 

HAQ 3.3 0.019 2 2.9 

GAD1 3.9 0.02 4 3.6 

GAD2 3.8 0.018 0 3.1 

PHQ1 3.8 0.018 0 3.5 

PHQ2 4.2 0.02 0 4.0 

Fatigue 3.1 0.017 0 2.5 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table B.2: Centrality Scores for Simplified TITRATE 



 357 

Variable Degree 

Centrality 

Closeness 

Centrality 

Betweenness 

Centrality 

Expected 

Influence 

Total PD 4.0 0.0076 52 -1.2 

Swollen Joints 2.5 0.0075 8 0.83 

Tender Joints 6.5 0.011 12 6.5 

ESR 2.3 0.0057 0 0.12 

CRP 2.8 0.0055 0 1.24 

PainVAS 5.4 0.0090 0 5.3 

WPI 7.7 0.012 10 7.1 

Fatigue 7.6 0.011 0 7.0 

HAQ 7.0 0.011 4 6.6 

GAD1 11 0.014 14 10.3 

GAD2 10 0.013 0 9.4 

GAD3 10 0.013 0 9.0 

GAD4 11 0.014 0 9.9 

GAD5 9.8 0.014 6 9.2 

GAD6 9.5 0.013 20 8.8 

GAD7 9.6 0.013 24 8.6 

PHQ1 10 0.014 0 9.9 

PHQ2 11 0.015 4 10.9 

PHQ3 8.0 0.012 0 7.5 

PHQ4 9.1 0.013 0 8.4 

PHQ5 8.5 0.012 0 8.4 

PHQ6 10 0.014 6 10.1 

PHQ7 9.3 0.014 352 8.2 

PHQ8 8.1 0.012 0 8.0 

PHQ9 6.7 0.010 0 6.2 

 

 

 

  

Table B.3: Centrality Scores for Expanded TITRATE 
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Variable Bridge Strength 

Centrality 

Total PD 0.94 

Swollen Joints 0.76 

Tender joints 1.8 

ESR 0.41 

CRP 0.68 

PainVAS 1.2 

Widespread Pain 

Index 

1.7 

HAQ 1.6 

GAD1 2.0 

GAD2 1.8 

PHQ1 1.9 

PHQ2 2.1 

Fatigue 2.1 

 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

Table B.D: Bridge Centrality Scores for Expanded TITRATE 
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C. Appendix for IA-COVID Study 
 
 
EMQ Questionnaire for 9am, 11am, 1pm, 3pm, 5pm measurement times. 

 
Please answer the following 4 questions thinking about what you were doing for the past 
hour.  
 
Q1. What were you doing? Please tick all undertaken for 15 minutes or more.  

▢ Resting or sleeping  (1)  

▢ Working or studying  (2)  

▢ Household activities (housework, gardening, cooking, etc)  (3)  

▢ Leisure Activities (watching TV, reading, meditation, etc)  (4)  

▢ Exercise and sports  (5)  

▢ Caring activities (children or adults)  (6)  

▢ Socialising (in person, on the phone or online)  (7)  

▢ Eating and drinking  (8)  

▢ Personal care (showering, etc)  (9)  

▢ Shopping  (10)  

▢ Travelling  (11)  

▢ Voluntary activities  (12)  
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Q2 Who were you with?  

▢ By myself  (1)  

▢ Household members  (2)  

▢ Family (not in your household)  (3)  

▢ Friends (not in your household)  (4)  

▢ Neighbours  (5)  

▢ Colleagues  (6)  

▢ Others  (7)  
 
 

 
Q3 Were you with them virtually (inclusive of emailing or texting) or in person?  

▢ Virtually  (1)  

▢ In person  (2)  

▢ Mixed  (3)  

▢ Not applicable  (8)  
 
 

 
Q4 Were you mainly at home? (mainly defined as more than 30 minutes of the past hour) 

o At home  (1)  

o Away from home  (2)  
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Q5 What was your highest level of physical activity (for at least 10 minutes) ?  

o Resting (e.g. napping)  (1)  

o Sitting (e.g. watching tv, working)  (2)  

o Standing (e.g. cooking)  (3)  

o Walking slowly (e.g. doing housework, gardening, yoga)  (4)  

o Walking briskly (e.g. fast walk as a form of exercise outside, cycling )  (5)  

o Moderate intensity exercise (e.g. carrying light loads, jogging or social tennis)  (6)  

o Vigorous or high intensity exercise (e.g. Swimming, HIIT (high intensity interval 
training) workouts, sprints)  (7)  

 
 

 
 Please rate how much you felt each of the following in the last hour. Responses are all 0-10 
scale, with 0 = none and 10 = Extreme.  

 None Moderate Extreme 
 

 0 1 2 3 4 5 6 7 8 9 10 
 

Pain () 
 

Joint stiffness () 
 

Fatigue () 
 

Lonely () 
 

Anxious () 
 

Irritable () 
 

Content () 
 

Enthusiastic () 
 

Cheerful () 
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Daily questionnaire at 8pm measurement period 

 Please answer the following 4 questions thinking about what you were doing for the past 
hour.  
 
 

 
Q1 What were you doing? Please tick all undertaken for 15 minutes or more.  

▢ Resting or sleeping  (1)  

▢ Working or studying  (2)  

▢ Household activities (housework, gardening, cooking, etc)  (3)  

▢ Leisure activities (watching TV, reading, meditation, etc)  (4)  

▢ Exercise and sports  (5)  

▢ Caring activities (children or adults)  (6)  

▢ Socialising (in person, on the phone or online)  (7)  

▢ Eating and drinking  (8)  

▢ Personal care (showering, etc)  (9)  

▢ Shopping  (10)  

▢ Travelling  (11)  

▢ Voluntary activities  (12)  
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Q2 Who were you with?  

▢ By myself  (1)  

▢ Household members  (2)  

▢ Family (not in your household)  (3)  

▢ Friends (not in your household)  (4)  

▢ Neighbours  (5)  

▢ Colleagues  (6)  

▢ Others  (7)  
 
 

 
Q3 Were you with them virtually (inclusive of emailing or texting) or in person? 

▢ Virtually  (1)  

▢ In person  (2)  

▢ Mixed  (3)  

▢ Not applicable  (8)  
 
 

 
Q4 Were you mainly at home? (mainly defined as more than 30 minutes of the past hour) 

o At home  (1)  

o Away from home  (2)  
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Q5 What was your highest level of physical activity?  

o Resting (e.g. napping)  (1)  

o Sitting (e.g. watching tv, working)  (2)  

o Standing (e.g. cooking)  (3)  

o Walking slowly (e.g. doing housework, gardening, yoga)  (4)  

o Walking briskly (e.g. fast walk as a form of exercise outside, cycling)  (5)  

o Moderate intensity exercise (e.g. carrying light loads, jogging or social tennis)  (6)  

o Vigorous or high intensity exercise (e.g. swimming, HIIT (high intensity interval 
training) workouts, sprints)  (7)  

 
 

 
Q6 Please rate how much you felt each of the following in the last hour. Responses are all 0-
10 scale, with 0 = none and 10 = Extreme.  

 None Moderate Extreme 
 

 0 1 2 3 4 5 6 7 8 9 10 
 

Pain () 
 

Joint stiffness () 
 

Fatigue () 
 

Lonely () 
 

Anxious () 
 

Irritable () 
 

Content () 
 

Enthusiastic () 
 

Cheerful () 
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 For the next section, there will be questions about your daily well-being, COVID19 
symptoms and sleep quality. 
 
 

 
Q7 Do you suspect you might currently have COVID19?  

o Yes  (1)  

o No  (2)  
 
 

 
Q8 Irrespective of whether you might have COVID19, have you experienced any symptoms 
consistent with this condition today? (You may choose more than one symptom) 

▢ Fever/high temperature  (1)  

▢ Difficulty breathing  (2)  

▢ Coughing  (3)  

▢ Headache  (4)  

▢ Body ache  (5)  

▢ Sore throat  (6)  

▢ Fatigue  (7)  

▢ Loss of taste or smell  (8)  

▢ No symptom at all  (9)  
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Q9 The following scale will be regarding your well-being today. The response is from a score 
of 0 to 10, with 0 being none and 10 being extreme 

 None Moderate Extreme 
 

 0 1 2 3 4 5 6 7 8 9 10 
 

How much have your joint or muscle 
symptoms bothered you today? ()  

Did you experience any problems physically 
performing the tasks you were doing today? ()  

How much enjoyment did you experience 
from your activities today? ()  

How satisfied were you with the amount of 
social interactions you had today? ()  

How supported by others did you feel today? 
()  

 
 
 

 
Q10 How many hours did you sleep last night? (4 indicates 4 or less hours and 10 indicates 
10 or more hours) 

 4 or less 10 or more 
 

 4 5 5 6 6 7 7 8 8 9 9 10 
 

Hours of sleep () 
 

 
 
 

 
Q11 What was the quality of your sleep last night?  

 Very poor Excellent 
 

 0 1 2 3 4 5 6 7 8 9 10 
 

Sleep quality () 
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Q12 Did you nap during the day?  

o Yes  (1)  

o No  (2)  
 
  

Figure C.1:  Line Plot of symptoms for four participants chosen for network modelling. 
PID28358 = Stable low severity            PID 16110 = Stable high severity 
PID79729 = Flare in symptoms             PID 82588 = Fluctuant symptoms 
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 L1 naffect L2 naffect L3 naffect L4 naffect L5 naffect L6 naffect 

L1 naffect 1      

L2 naffect 0.72 1     

L3 naffect 0.64 0.68 1    

L4 naffect 0.61 0.62 0.67 1   

L5 naffect 0.56 0.56 0.60 0.68 1  

L6 pnffect 0.58 0.59 0.60 0.63 0.69 1 

 

 

 

 L1 paffect L2 paffect L3 paffect L4 paffect L5 paffect L6 paffect 

L1 paffect 1      

L2 paffect 0.79 1     

L3 paffect 0.76 0.78 1    

L4 paffect 0.74 0.76 0.79 1   

L5 paffect 0.72 0.72 0.75 0.80 1  

L6 paffect 0.70 0.72 0.73 0.77 0.80 1 

Table C.1: Autocorrelation of positive affect and its lagged components in Chapter 6 

Table C.2: Autocorrelation of  negative affect and its lagged components in Chapter 6 



 369 

 

 

 

 L1 

physymp 

L2 

physymp 

L3 

physymp 

L4 

physymp 

L5 

physymp 

L6 

physymp 

L1 

physymp 

1      

L2 

physymp 

0.90 1     

L3 

physymp 

0.88 0.90 1    

physymp 0.87 0.88 0.90 1   

L5 

physymp 

0.87 0.86 0.89 0.90 1  

L6 

physymp 

0.87 0.87 0.87 0.89 0.91 1 

 
 
 

 

Physical Symptom Coefficient p-value 95% Conf. Interval 

L1 negative affect 0.34 0.020 0.0053, 0.062 

L1 positive affect -0.13 0.59 -0.062, 0.035 

L1 physical activity 0.0017 0.88 -0.021, 0.024 

L1 physical symptom -0.10 0.001 -0.16, -0.045 

 

 

 

 

Table C.3: Autocorrelation of physical symptoms and its lagged components in Chapter 6 

Table C.4: Autoregressive mixed effects dynamic modelling for physical symptom in Chapter 6 
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Physical Activity Coefficient p-value 95% Conf. Interval 

L1 negative affect -0.036 0.36 -0.11, 0.041 

L1 positive affect -0.17 0.006 -0.30, -0.050 

L1 physical activity 0.013 0.72 -0.056, 0.081 

L1 physical symptom 0.030 0.73 -0.14, 0.20 

 

 

Negative Affect Coefficient p-value 95% Conf. Interval 

L1 negative affect 0.47 0.001 0.37, 0.57 

L1 positive affect 0.14 0.001 0.064, 0.22 

L1 physical activity -0.36 0.093 -0.077, 0.0060 

L1 physical symptom 0.0078 0.89 -0.097, 0.0090 

 

 

 

Positive Affect Coefficient p-value 95% Conf. Interval 

L1 negative affect 0.14 0.001 0.82, 0.20 

L1 positive affect 0.61 0.001 0.51, 0.71  

L1 physical activity -0.068 0.001 -0.096, -0.040  

L1 physical symptom 0.15 0.008 0.041, 0.27 

 

Table C.5: Autoregressive mixed effects dynamic modelling for physical activity in Chapter 6 

Table C.6: Autoregressive mixed effects dynamic modelling for negative affect in Chapter 6 

Table C.7: Autoregressive mixed effects dynamic modelling for positive affect in Chapter 6 
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D. Appendix to APPro Study  
 
EMA Assessment for the first 16 days 
  
 
Q1 Please rate how much you felt each of the following in the last hour. Responses are all 0-
10 scale, with 0 = none and 10 = extreme 

 None Moderate Extreme 
 

 0 1 2 3 4 5 6 7 8 9 10 
 

Pain () 
 

Joint stiffness () 
 

Fatigue () 
 

Sad () 
 

Lonely () 
 

Anxious () 
 

Irritable () 
 

Relaxed () 
 

Content () 
 

Enthusiastic () 
 

Cheerful () 
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Daily Assessment at 8pm and for the last 16 days 
 
Q1 Please rate how much you felt each of the following in the last hour. Responses are all 0-
10 scale, with 0 = none and 10 = extreme 

 None Moderate Extreme 
 

 0 1 2 3 4 5 6 7 8 9 10 
 

Pain () 
 

Joint stiffness () 
 

Fatigue () 
 

Sad () 
 

Lonely () 
 

Anxious () 
 

Irritable () 
 

Relaxed () 
 

Content () 
 

Enthusiastic () 
 

Cheeful () 
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Q2 The following scale will be regarding your well-being today. The response is from a score 
of 0 to 10, with 0 being none and 10 being extreme. 

 None Moderate Extreme 
 

 0 1 2 3 4 5 6 7 8 9 10 
 

How much have your joint or muscle 
symptoms bothered you today? ()  

Did you experience any problems physically 
performing the tasks you were doing today? ()  

How much enjoyment did you experience 
from your activities today? ()  

How satisfied were you with the amount of 
social interactions you had today? ()  

How supported by others did you feel today? 
()  
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Q3 How many hours did you sleep last night? 

o 4 hours or less  (1)  

o 4.5 hours  (2)  

o 5 hours  (3)  

o 5.5 hours  (4)  

o 6 hours  (5)  

o 6.5 hours  (6)  

o 7 hours  (7)  

o 7.5 hours  (8)  

o 8 hours  (9)  

o 8.5 hours  (10)  

o 9 hours  (11)  

o 9.5 hours  (12)  

o 10 hours or more  (13)  
 
 

 
Q4 What was the quality of your sleep last night? 

 Very poor Excellent 
 

 0 1 2 3 4 5 6 7 8 9 10 
 

Sleep quality () 
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Q5 Did you nap during the day? 

o Yes  (1)  

o No  (2)  
 
 

 
Q6 What was your highest level of physical activity today? 

o Resting (e.g. napping)  (1)  

o Sitting (e.g. watching tv, working)  (2)  

o Standing (e.g. cooking)  (3)  

o Walking slowly (e.g. doing housework, gardening, yoga)  (4)  

o Walking briskly (e.g. fast walk as a form of exercise outside, cycling)  (5)  

o Moderate intensity exercise (e.g. carrying light loads, jogging, social tennis)  (6)  

o Vigorous or high intensity exercise (e.g. swimming, HIIT (high intensity interval training) 
workouts, sprints)  (7)  

 
 

 
Q7 For how long did you wear your fitbit today? 

o Less than 1 hour or not at all  (1)  

o 1 hour to 3 hours  (2)  

o 3 hours to 6 hours  (3)  

o 6 hours to 9 hours  (4)  

o More than 9 hours  (5)  
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Q8 Did you undertake any strenuous physical activity today while not wearing your Fitbit? 

o Yes  (1)  

o No  (2)  
 
 

 
 Please remember to sync your FitBit with your smartphone today, thank you! 
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Baseline Survey for APPro study (inclusive of the MSK-HQ) 
 
Q1 About you: 
 
 
This section is to collect some basic information, so we can have demographic information 
that can help us understand how these demographics affect disease activity. 
 
 
Q2 Please indicate your age in years 

________________________________________________________________ 
 
 

 
Q3 What is your gender? 

o Male  (1)  

o Female  (2)  

o Non Binary  (4)  

o Other  (5)  
 
 

 
Q4 Please indicate your highest education level 

o No formal qualifications  (4)  

o O level, GCSE, or equivalent  (5)  

o A level, or equivalent  (6)  

o Undergraduate degree, or equivalent  (7)  

o Postgraduate degree, or equivalent  (8)  
 
 
Q5 Please let us know in which year you are diagnosed with Rheumatoid Arthritis, e.g. 2015 

________________________________________________________________ 
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Q6 MUSCULOSKELETAL HEALTH QUESTIONNAIRE (MSK-HQ) 
 
 
This questionnaire is about your joint, back, neck, bone and muscle symptoms such as 
aches, pains and/or stiffness. 
 
 

 
Q7  
      Pain/stiffness during the day: How severe was your usual joint or muscle pain and/or 
stiffness overall during the day in the last 2 weeks?  

 Very 
severe 

Fairly 
severe 

Moderately Slightly Not at all 

 
 0 1 2 3 4 

 
Pain/stiffness during day () 

 
 
 
 

 
Q9  
      Pain/stiffness during the night: How severe was your usual joint or muscle pain and/or 
stiffness overall during the night in the last 2 weeks?  

 Very 
severe 

Fairly 
severe 

Moderately Slightly Not at all 

 
 0 1 2 3 4 

 
Pain/stiffness at night () 

 
 
 
 

 
Q10  
 
      Walking: How much have your symptoms interfered with your ability to walk in the last 2 
weeks?  

 Unable to 
walk 

Severely Moderately Slightly Not at all 

 
 0 1 2 3 4 
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Walking () 
 

 
 
 

 
Q11  
  
      Washing/Dressing: How much have your symptoms interfered with your ability to wash 
or dress yourself in the last 2 weeks?  

 Unable to 
wash/dress 

myself 

Severely Moderately Slightly Not at all 

 
 0 1 2 3 4 

 
Washing/Dressing () 

 
 
 
 

 
Q12  
 Physical activity levels: How much has it been a problem for you to do physical activities 
(e.g. going for a walk or jogging) to the level you want because of your joint or muscle 
symptoms in the last 2 weeks?  

 Unable to 
do much 

Very 
much 

Moderately Slightly Not at all 

 
 0 1 2 3 4 

 
Physical Activity Levels () 

 
 
 
 

 
Q13  
  
      Work/daily routine: How much have your joint or muscle symptoms interfered with your 
work or daily routine in the last 2 weeks (including work & jobs around the house)?  

 Extremely Severely Moderately Slightly Not at all 
 

 0 1 2 3 4 
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Work/Daily Routine () 
 

 
 
 

 
Q14  
  
      Social activities and hobbies: How much have your joint or muscle symptoms interfered 
with your social activities and hobbies in the last 2 weeks?  

 Extremely Severely Moderately Slightly Not at all 
 

 0 1 2 3 4 
 

Social Activities and Hobbies () 
 

 
 
 

 
Q15  
    Needing help: How often have you needed help from others (including family, friends or 
carers) because of your joint or muscle symptoms in the last 2 weeks?  

 All the 
time 

Frequently Sometimes Rarely Not at all 

 
 0 1 2 3 4 

 
Needing Help () 

 
 
 
 

 
Q16  
     Sleep: How often have you had trouble with either falling asleep or staying asleep 
because of your joint or muscle symptoms in the last 2 weeks?  

 Every 
night 

Frequently Sometimes Rarely Not at all 

 
 0 1 2 3 4 

 
Sleep () 
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Q17 Fatigue or low energy: How much fatigue or low energy have you felt in the last 2 
weeks? 
 
  

 Extreme Severe Moderate Slight Not at all 
 

 0 1 2 3 4 
 

Fatigue () 
 

 
 
 

 
Q18  
  
Emotional well-being: How much have you felt anxious or low in your mood because of your 
joint or muscle symptoms in the last 2 weeks?  

 Extremely Severely Moderately Slightly Not at all 
 

 0 1 2 3 4 
 

Emotional Well-being () 
 

 
 
 

 
Q19  
Understanding of your condition and any current treatment: Thinking about your joint or 
muscle symptoms, how well do you feel you understand your condition and any current 
treatment (including your diagnosis and medication)?  

 Not at all Slightly Moderately Very well Completely 
 

 0 1 2 3 4 
 

Understanding of Condition and Current 
Treatment ()  

 
 
 

 
Q20  
    Confidence in being able to manage your symptoms: How confident have you felt in being 
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able to manage your joint or muscle symptoms by yourself in the last 2 weeks (e.g. 
medication, changing lifestyle)?       

 Not at all Slightly Moderately Very Extremely 
 

 0 1 2 3 4 
 

Confidence in Managing Symptoms () 
 

 
 
 

 
Q21  
     Overall impact: How much have your joint or muscle symptoms bothered you overall in 
the last 2 weeks?  

 Extremely Very 
Much 

Moderately Slightly Not at all 

 
 0 1 2 3 4 

 
Overall Impact () 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
Q22 Physical activity levels In the past week, on how many days have you done a total of 30 
minutes or more of physical activity, which was enough to raise your heart rate? This may 
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include sport, exercise and brisk walking or cycling for recreation or to get to and from 
places, but should not include housework or physical activity that is part of your job. 

o None  (1)  

o 1 Day  (2)  

o 2 Days  (3)  

o 3 Day  (4)  

o 4 Days  (5)  

o 5 Days  (6)  

o 6 Days  (7)  

o 7 Days  (8)  
 
 

 
Q23 Emotional and Psychological Health. This section includes 4 questions that are scored 
from 0 to 3 that provide an indication of key symptoms of depression and anxiety.   
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
Q24 Over the past 2 weeks, how often have you been bothered by the following problems? 

 Not at all Several days More than 
half the days 

Nearly every 
day 

 
 0 1 2 3 
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Feeling nervous, anxious or on edge () 
 

Not being able to stop or control worrying () 
 

Little interest or pleasure in doing things () 
 

Feeling down, depressed, or hopeless () 
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 Degree 

Centrality 

Closeness 

Centrality 

Betweenness 

Centrality 

Expected 

Influence 

Pain 2.18 00195 0 2.60 

Joint Stiffness 2.23 0.0195 0 2.22 

Fatigue  2.73 0.0257 14 2.04 

Sad 4.44 0.0363 10 1.54 

Lonely  3.53 0.0288 0 2.06 

Anxious 4.21 0.0332 10 2.05 

Irritable  4.44 0.0359 18 1.85 

Relaxed 3.59 0.0274 0 0.991 

Content  4.07 0.0282 6 1.07 

Enthusiastic 3.52 0.0242 0 1.58 

Cheerful 3.81 0.0254 0 1.43 

 

 

 Degree 

Centrality 

Closeness 

Centrality 

Betweenness 

Centrality 

Expected 

Influence 

Pain 3.62 0.0322 14 1.09 

Joint Stiffness 3.22 0.0279 0 1.56 

Fatigue  2.91 0.0277 0 2.40 

Sad 4.14 0.0329 18 1.94 

Lonely  3.71 0.0281 0 2.19 

Anxious 3.85 0.0298 4 2.65 

Irritable  4.13 0.0307 4 2.84 

Relaxed 3.62 0.0248 0 1.35 

Content  3.90 0.0277 2 1.33 

Enthusiastic 3.89 0.0264 0 1.36 

Cheerful 4.38 0.0321 14 0.826 

 

Table D.1: Centrality values for symptom plot before biologic 

Table D.2: Centrality values for symptom plot after biologic 


