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Abstract

Clustering is a fundamental data mining task aiming to partition a given dataset into
groups, called clusters, which should be compact and well-separated. In this thesis, we
focus on clustering three types of data which are difficult to be handled appropriately by
existing clustering algorithms, due to their structural properties: Relational Transaction
(RT) datasets, Relational Sequential (RS) datasets, and sequence graphs.

RT-datasets are comprised of relational (single-valued) and transaction (set-valued) at-
tributes and are commonly used to model Electronic Health Record (EHR) data; a patient’s
demographics are modeled as relational attributes and the patient’s set of diagnosis codes
is modeled as a transaction attribute. We propose the first approach for clustering an RT
dataset comprised of patient demographics and diagnosis codes. Our approach represents
the dataset in a binary form in which the features are selected demographic values, as
well as combinations of frequent and correlated diagnosis codes. This representation
enables measuring similarity between records using cosine similarity and finding compact,
well-separated clusters through hierarchical clustering. Our experiments demonstrate that
our approach constructs clusters with correlated demographics and diagnosis codes, and
that it is efficient and scalable.

RS-datasets are comprised of relational attributes, as well as a sequential attribute.
These datasets are also commonly used to model EHR data; a patient’s sequence of
diagnosis codes is modeled as a sequential attribute. Clustering an RS-dataset is helpful
for analyses ranging from pattern mining to classification. However, existing methods
are not appropriate to perform this task. Thus, we initiate a study of how an RS-dataset
can be clustered effectively and efficiently. First, we formalize the task of clustering an
RS-dataset as an optimization problem. Second, we propose a distance measure to quantify
the pairwise similarity between records of an RS-dataset. Third, we develop an algorithm
which first identifies k representative records (centers), for a given k, and then constructs k
clusters, each containing one center and the records that are closer to the center compared
to other centers. Experiments using two EHR datasets demonstrate that our algorithm
constructs compact and well-separated clusters and that it is efficient and scalable.
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A sequence graph is a graph whose nodes are labeled with sequences of letters (i.e.,
strings). Sequence graphs are commonly encountered in social networks, where nodes
represent users and edges represent user friendships, or in e-commerce, where nodes
represent consumers and edges represent consumers’ trust relationships. Clustering the
nodes of a sequence graph allows detecting user communities in a social network, or
identifying groups of consumers with bonds of trust among them in e-commerce. However,
this problem has not been considered before, to our knowledge. We thus introduce the
problem of clustering a sequence graph. We first propose two pairwise distance measures
for sequence graphs, one based on edit distance and shortest path distance and another
one based on SimRank. We then formalize the problem under each measure, showing also
that it is NP-hard. In addition, we design a polynomial-time 2-approximation algorithm,
as well as a heuristic for the problem. Experiments using real datasets and a case study
demonstrate the effectiveness and efficiency of our methods.
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Chapter 1

Introduction

With the advancement of computer technologies, tremendous amounts of data are being
generated e.g., from digital devices and social networks. For example, in 2020, each
person generated on average about 1.7 megabytes every second [2]. Also, in 2021, the
total amount of data consumed globally was 79 zettabytes [3].

Big data can be defined as a collection of data that is too large or complex for traditional
data processing applications to handle [4]. With the rapid development of data storage
and networking, Big Data are featured in many fields of engineering and science, such as
biomedicine, physics, and sociology. Also, Big Data affect many aspects of daily life [5].
Yes, the era of Big Data has arrived.

Big Data have typically high volume, complex structure and are updated rapidly [4].
These characteristics make Big Data challenging to be processed. One of the fundamental
challenges in Big Data processing is to extract useful information or knowledge from
data with complex structure. For example, extracting knowledge from data modeled as
sequences, time series, graphs, or images is needed to optimize medical processes or
improve the quality of medical care [6].

Data mining methods [7] have been proven successful in extracting actionable knowl-
edge. For example, pattern mining methods [8] are able to discover useful associations
between data values. They can reveal combinations of products that are frequently pur-
chased together, or statistically significant combinations of disorders that are diagnosed
during a patient’s hospital visit. As another example, clustering methods are able to
“partition a set of data points into natural groups, called clusters, such that points within a
group are very similar” (i.e., clusters are compact) and “points between different groups
are as dissimilar as possible” (i.e., clusters are well-separated) [7]. Clustering allows us to
(I) gain insight into data (e.g., detecting anomalies and identifying salient features), (II)
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identify the degree of similarity among organisms (e.g., phylogenetic relationships); and
(III) summarize data by using cluster prototypes, which is important in anonymization [9].

Traditional data mining methods usually require data to be represented as vectors [7].
However, in real-world applications, much information is difficult to be modeled as a
vector without loss of information that may harm the quality of data mining results. Take
for example a genomic sequence. It is naturally modeled as a sequence of letters from
{A,C,T,G}. The genomic sequence can be represented in a vector format by taking all
length-k substrings. However, this inevitably loses information. To show this, we provide
Example 1.

Example 1. Let T1 = ACA and T2 = CAC be two sequences. The 2-grams [10] of both of

these sequences are AC and CA and each of these 2-grams appears only once in T1 or in

T2. Thus, T1 and T2 have the same vector representation (1, 1) where the first 1 denotes the

frequency of AC and the second 1 denotes the frequency of CA, assuming a lexicographic

order of q-grams. Since T1 and T2 have the same vector representation, they are treated as

equal by traditional data mining methods, although they are not.

Similarly, there are values with: (I) hierarchical relationships, such as diagnosis codes in
a diagnosis classification system [11], (II) temporal relationships, such as sensor readings in
time-series, or (III) pairwise relationships, such as between users who are friends in a social
network. In all these cases, a simple vector representation unavoidably incurs information
loss. Many clustering methods were also designed for vector data [12]. Examples are
the k-means algorithm and hierarchical clustering algorithms [12]. The complexity of
Big Data makes the application of these clustering methods difficult and calls for new
clustering approaches.

Motivated by the importance of complex data and the inability of clustering algorithms
to deal with many types of complex data that are important in applications, in this thesis,
we focus on the development of clustering algorithms for different types of complex data.
Specifically, we consider clustering three different types of complex data that are often
encountered in applications, RT-datasets, RS-datasets, and sequence graphs:

RT-datasets: A single-valued (or atomic) attribute is an attribute containing one value
per record. A set-valued attribute is an attribute containing a set of values per record.
Datasets containing both single-valued and set-valued attributes are referred to as RT-
datasets (for Relational Transaction datasets) [9]. Consider the dataset in Table 1.1. Each
record corresponds to a different patient and contains their demographics and a set of
diagnosis codes. The dataset contains two types of attributes: (I) Single-valued (or atomic)
attributes. The value in these attributes can be a number (respectively, category), in which
case the attribute is numerical (respectively, categorical). For example, in Table 1.1, each

21



Table 1.1 A (toy) example of an RT-dataset. Gender, F is for Female and M for Male. The
diagnosis codes are represented as ICD-9 codes [1]. The attribute ID is for reference.

ID Gender Age Diagnosis codes

1 F 77 250.00, 272.4, 278.01, 401.9
2 M 71 244.9, 285.1, 530.81
3 F 46 421.0, 427.31, 584.9
4 F 78 250.00, 272.4, 401.9, 414.8
5 M 73 244.9, 530.81, 648.01, 661.11
6 F 48 285.1, 427.31, 584.9
7 F 80 196.6, 250.00, 272.4, 401.9
8 M 73 244.9, 401.9, 530.81
9 F 48 427.31, 584.9, 693.0
10 F 75 250.00, 272.4, 401.9, 560.1
11 M 73 218.0, 244.9, 530.81
12 F 49 427.31, 584.9, 995.91

patient’s record contains one value in the numerical attribute Age and another value in
the categorical attribute Gender. (II) A set-valued attribute. For example, in Table 1.1, a
patient’s record contains a set of diagnosis codes in the Diagnosis codes attribute.

Table 1.2 A (toy) example of an RS-dataset. Age, Gender, and Ethnicity are demographic
attributes; the Diagnosis codes sequence attribute is comprised of ICD-9 codes.

Age Gender Ethnicity Diagnosis codes sequence
69 M Black (414.01, 250.00, 272.4, 401.9, 412, 696.1)
1 F White (765.18, 774.2, 765.27, 769)

67 M Black (414.01, 4111, 272.1, 250.00, 401.9)
48 F White (441.2, 401.9, 345.90, 414.01)
50 F White (414.01, 250.01, 401.9, 412, 2720)
0 F White (765.19, 769, 774.2, 779.3, 765.28, 771.7)
61 F White (414.01, 424.0, 440.21, 427.89, 250.00, 401.9)
1 F White (765.16, 775.6, 765.27, 769)
68 M Black (414.01, 411.1, 250.01, 401.9, 272.0)

RS-datasets: A dataset containing single-valued attributes and a sequence is referred
to as an RS-dataset (for Relational Sequential datasets). Note that an RS-dataset differs
from an RT-dataset in that it contains a sequence instead of a set-valued attribute. Consider
the dataset in Table 1.2. Each record corresponds to a different patient and contains their
demographics and a sequence of diagnosis codes. The first record corresponds to a 69-year
old black male patient who is associated with six diagnoses (ICD-9 codes) [13]: first with
414.01 (coronary atherosclerosis of native coronary artery), then with 250.00 (diabetes
mellitus type II without complications), and next with 272.4, 401.9, 412 and 696.1.

22



aaab

aaab

aabb bbbc

aaa

bbb

u1

u2

u3 u4

u5

u6

Fig. 1.1 A sequence graph.

Sequence graphs: A graph whose nodes are labeled with sequences of letters (i.e.,
strings) is referred to as a sequence graph. Consider the graph in Fig. 1.1. The set of nodes is
{u1, u2, u3, u4, u5, u6} and the node labels are the strings {aaa,aaab, aabb,bbb,bbbc}.
For example, the label of node u1 is the string aaab.

In this thesis, we develop and evaluate clustering algorithms for all the three aforemen-
tioned types of data. Meanwhile, we solve below three research questions.

Research questions:

1. How can we cluster a given RT-dataset so that each cluster (i.e., set of records
comprised of a set of relational attributes and a set of diagnosis codes) represents
patients that have similar demographics and set of diagnosis codes? We address this
question in Chapter 3.

2. How can we cluster a given RS-dataset so that each cluster (i.e., set of records
comprised of a set of relational attributes and a sequence of diagnosis codes) repre-
sents patients that have similar demographics and sequence of diagnosis codes? We
address this question in Chapter 4.

3. How can we cluster a sequence graph so that each cluster (i.e., set of graph nodes
each associated with a string) contains nodes that are structurally similar and have
similar node labels (strings)? We address this question in Chapter 5.

The thesis makes the following specific contributions:

• For clustering RT-datasets: We propose a new approach for clustering an RT-
dataset. Our approach represents the dataset in a binary form in which the features
are selected demographic values, as well as combinations (patterns) of frequent
and correlated diagnosis codes (comorbidities). This representation enables mea-
suring similarity between records using cosine similarity [7], an effective measure
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for binary-represented data, and finding compact, well-separated clusters through
hierarchical clustering [14]. For example, Table 1.3 is a clustered RT-dataset pro-
duced from the dataset in Table 1.1 by our method. Such clusters allow discovering
relationships between the clinical profiles of patients and can be provided as input to
classification and anonymization methods [15–19]. Our experiments demonstrate
the effectiveness and efficiency of our approach. In particular, they show that our
approach outperforms four baselines in terms of clustering quality, it can construct
clusters with correlated demographics and diagnosis codes, and it is efficient and
scalable.

Table 1.3 A clustered RT-dataset produced from the dataset in Table 1.1 by our proposed
method. The attributes Cluster ID and ID are for reference.

Cluster ID ID Gender Age Diagnosis codes

1 1 F 77 250.00, 272.4, 278.01, 401.9
1 4 F 78 250.00, 272.4, 401.9, 414.8
1 7 F 80 196.6, 250.00, 272.4, 401.9
1 10 F 75 250.00, 272.4, 401.9, 560.1

2 2 M 71 244.9, 285.1, 530.81
2 5 M 73 244.9, 530.81, 648.01, 661.11
2 8 M 73 244.9, 401.9, 530.81
2 11 M 73 218.0, 244.9, 530.81

3 3 F 46 421.0, 427.31, 584.9
3 6 F 48 285.1, 427.31, 584.9
3 9 F 48 427.31, 584.9, 693.0
3 12 F 49 427.31, 584.9, 995.91

Table 1.4 A clustered RS-dataset produced from the dataset in Table 1.2 by our algorithm.
Cluster ID is for reference.

Cluster
Age Gender Ethnicity Diagnosis codes sequence

ID
1 69 M Black (414.01, 250.00, 272.4, 401.9, 412, 696.1)
1 67 M Black (414.01, 411.1, 272.1, 250.00, 401.9)
1 68 M Black (414.01, 411.1, 250.00, 401.9, 272.0)

2 1 F White (765.18, 774.2, 765.27, 769)
2 0 F White (765.19, 774.6, 765.28, 779.3, 769, 771.7)
2 1 F White (765.16, 774.2, 765.27, 769)

3 48 F White (441.2, 414.01, 345.90, 440.32, 250.00, 401.9)
3 50 F White (414.01, 440.31, 250.01, 401.9, 412, 272.0)
3 61 F White (414.01, 424.0, 440.21, 427.89, 250.00, 401.9)
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• For clustering RS-datasets: Motivated by the importance of the task of clustering an
RS-dataset in applications such as clinical pathway mining [20], anonymization [15],
causation inference [21], visualization [22, 23], and trend discovery [24, 25], we
formalize this task as an optimization problem. We prove that the problem is
computationally hard, and we propose an effective and efficient algorithm to address
it. This algorithm uses a distance measure we develop and works by identifying k

representative records (centers), for a given k, and then constructing k clusters, each
containing one center and the records that are closer to the center compared to other
centers. For example, Table 1.4 is a clustered RS-dataset produced from the dataset
in Table 1.2 by our algorithm. Clearly, the patients in each cluster have similar
values in demographics and also similar diagnosis codes that occur in similar order.
Our experiments demonstrate that our algorithm can construct compact and well-
separated clusters, which preserve meaningful relationships between demographics
and sequences of diagnosis codes. In addition, they show that our algorithm is
efficient and scalable.

• For clustering sequence graph: We introduce the problem of clustering sequence
graphs and study variants of the problem based on the k-center [26, 27] and k-
median [26, 28] problems. The task of clustering sequence graphs is important for
several analyses (e.g., geo-social network [29], e-commerce [30], and medicine [31]).
We first propose a product metric and a measure based on SimRank [32] to capture
the distance between two nodes of a sequence graph, as well as a proxy for each
measure. We then propose an approximation algorithm and a heuristic, which
outperform attribute-based graph clustering methods, as shown experimentally.
Last, we propose a methodology that applies our measures (and the corresponding
clustering algorithms) to evaluate whether a given phylogenetic tree is in accordance
with a given ground truth clustering. Experiments using real datasets and a case
study demonstrate the effectiveness and efficiency of our methods.

The rest of the thesis is organized as follows. Chapter 2 reviews clustering methods for
EHR data. Chapter 3 presents the proposed approach for clustering RT-datasets. Chapter 4
presents the proposed approach for clustering RS-datasets. Chapter 5 presents the proposed
approaches for clustering sequence graphs. Last, Chapter 6 concludes the thesis.
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Chapter 2

Electronic health records clustering
review

Electronic Health Records (EHR) consist of a range of different patient attributes, such
as demographics, medications, laboratory test results, diagnosis codes, and procedures.
In practice, the EHR data of a patient can be represented as a set, a record in a relational
dataset, or as a sequence when the ordering of values or temporal information is important.
We briefly discuss such representations in Section 2.1. Subsequently, in Section 2.2, we
review methods for EHR data clustering, based on the aforementioned data types; sets,
relational data, and sequences.

2.1 Representing EHR data

2.1.1 Set representation

A set is a collection of unique elements. In the context of EHR data, the diagnosis codes
assigned to a patient during one or more visits can be represented as a set (see the last
column of Table 1.1) [33, 34]. A collection of sets, each corresponding to a different
patient, can then be given as input to a clustering algorithm.

2.1.2 Relational data representation

A relational database is a collection of data items with pre-defined relationships between
them. These items are organized as a set of tables, which are used to hold information
about the objects to be represented in a database [35]. A relational table, also referred to
as a relational dataset, has columns (attributes) and rows (records). Each record in the
table has a fixed number of attributes and takes a single value in each of these attributes.
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Furthermore, each attribute value is typically drawn from a small set of values. EHR data
can be presented as a relational table. For example, in Table 1.1, Gender is an attribute,
whose value in a record can be either F (for female) or M (for male). Alternatively, an
attribute value can represent a patient’s medication, laboratory test result, diagnosis code,
or procedure.

2.1.3 Sequence representation

A sequence can be thought of as a collection of elements with a particular order, where
the order implies the temporal information [36]. A sequential dataset is a collection of
sequences, which do not necessarily have the same number of elements. In the context of
EHR data, a sequence can represent information spanning a patient’s entire lifetime of care.
For example, in Table 1.2, the last attribute of each record is a sequence of diagnosis codes.
A sequence can “capture genetic and lifestyle risks, signal the onset of diseases, show the
advent of new morbidities and comorbidities, indicate the time and stage of diagnosis, and
document the development of treatment plans and their efficacy” [37].

2.2 Clustering EHR data

We categorize existing algorithms for clustering EHR data into algorithms applied to sets,
relational data, or sequences.

2.2.1 Clustering sets for EHR

A patient’s diagnosis codes are commonly modeled as a set-valued attribute [33, 34]. Many
methods first use pattern mining to extract patterns comprised of diagnosis codes from
a collection of sets (also referred to as transaction dataset) and then perform clustering
of the collection, based on the extracted patterns. In Section 2.2.1.1, we review such
pattern-based clustering methods. Alternative approaches to pattern-based clustering have
also been considered, although they have not been specifically applied to EHR data, to the
best of our knowledge. We briefly review such approaches in Section 2.2.1.2.

2.2.1.1 Pattern-based clustering

Pattern mining is an important task aiming to discover associated attribute values, often in
a dataset comprised of one set-valued attribute. The values in the set-valued attribute are
referred to as items. There are different ways of modeling associations, leading to different
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representations of patterns [7], such as frequent, maximal-frequent, and all-confident

patterns (see Section 3.3 for details).
As mentioned above, pattern mining is used as a first step for pattern-based clustering.

Several existing works aim to mine frequent patterns and associations from EHR data
[38–44]. For example, the work of [39] introduced a novel method to mine association
rules, which was used to evaluate comorbidities (i.e. correlated frequent patterns). It also
developed a comorbidity interestingness score to rank index morbidities. The work of [40]
applied the Apriori algorithm [45] to mine associations and then analyzed the strengths
of the associations among hypertension and other diseases. The work of [41] proposed
a method for mining association rules, which was used to identify disease-related genes
using MeSH terms. Last, the work of [42] focuses on predicting associations between
diseases and miRNAs. In particular, it extended a recommendation algorithm by utilizing
the network structure, information propagation, and several notions of similarity, such as
miRNA functional similarity, disease semantic similarity, and Gaussian interaction profile
kernel similarity for miRNAs and diseases.

Pattern-based clustering methods are effective for clustering high dimensional data [46],
since the number of patterns used by these methods is typically smaller than that of the
distinct values in the dataset (e.g., ICD-10-CM has 68, 000 codes, ICD-9-CM has 13, 000
codes). Also, by focusing on records containing patterns with certain properties, such as
frequent patterns [47], pattern-based clustering methods construct clusters that are not “too”
small and are thus easy to interpret based on the patterns. There are several pattern-based
clustering methods [48, 49, 33, 34, 50], all based on frequent patterns. For example, the
work of [34] proposed a relative risk (RR) measure [51] based on statistical co-occurrences
of pairs of patient diagnoses, as well as a hierarchical agglomerative clustering algorithm
to construct the clustering hierarchy, based on the relative risk of co-occurrences of patient
diagnoses. The work of [33] proposed a clustering method that first uses a variant of RR
to measure the strength of the relationship between two diagnoses and then constructs
a multimorbidity network, by connecting all pairs of diagnoses that are related. Next,
it applies the M-algorithm [52] to cluster the multimorbidity network. Each clustered
subgraph of the network represents a set of patients that have similar diagnoses (i.e., a
cluster). The work of [33] also performed a cluster analysis of diagnoses, using data
from the Finnish Health Care Registers for primary and specialized health care visits and
inpatient care.
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2.2.1.2 Other approaches

Some works [53–55] can cluster a set-valued attribute without resorting to pattern mining.
These works can be directly applied to cluster a collection of sets comprised of diagnosis
codes, although they have not been applied in this context. For example, ROCK [55] is an
algorithm that is based on the concept of links between sets. Two sets are neighbors, if
their similarity, based on a distance measure for sets such as Jaccard distance [7], exceeds
a threshold. The number of links between two sets is then simply the number of neighbors
these sets have in common. Sets belonging to the same cluster will generally have many
common neighbors and thus more links. Therefore, the ROCK algorithm merges clusters
with the largest number of common neighbors first to create high-quality clusters. The
CLOPE algorithm [53] measures the similarity between two sets based on a measure that
takes into account the total number of items in the cluster, the number of distinct items
in a cluster, and the cluster sizes. It is more efficient than ROCK and equally effective in
practice. The Weighted Coverage Density (WCD) [54] measure is the crux of an algorithm
proposed in [54]. WCD is similar in principle to the similarity criterion used in CLOPE
and aims at creating clusters with as many frequent items as possible, while controlling the
items overlap between clusters implicitly. WCD has been employed in a sampling-based
framework [54], which was shown to be more scalable and effective than CLOPE.

2.2.2 Clustering relational datasets for EHR

Demographics, medications, and laboratory test results are typically transformed into
feature vectors of a small number of dimensions (typically 20 or fewer). Then, existing
shallow (non-deep) clustering algorithms cluster a collection of such feature vectors (i.e.,
a relational dataset). In the following, we review three main types of such clustering
algorithms; hierarchical, partitional, and density-based. We also examine works that
applied these algorithms, or their variations, on relational EHR data.

2.2.2.1 Hierarchical clustering

Hierarchical clustering [14] is an approach that seeks to build a hierarchy (tree) of clusters.
Strategies for hierarchical clustering generally fall into two categories:

• Agglomerative: Each cluster is comprised of a single record initially, and two
clusters are merged as one moves up the hierarchy.

• Divisive: A cluster comprised of all records is created initially, and it is split into
smaller clusters recursively as one moves down the hierarchy.
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The merge decisions in agglomerative clustering, as well as the split decisions in
divisive clustering, are based on linkage functions (e.g., single-linkage, average-linkage,
and complete linkage) [7]. For example, in single-linkage agglomerative clustering two
clusters are merged if they have the smallest minimum pairwise distance (i.e., if they
contain the closest pair of elements), while in complete linkage they are merged if they
have the smallest maximum pairwise distance.

Several works aim to discover clusters from EHR based on hierarchical clustering
[56–59]. For example, the work of [57] proposed a clustering method based on hierarchical-
k-means [60], which first computes a hierarchical clustering, then cuts the hierarchy in
k clusters, and next computes the centroids for each cluster, which are used to initialize
k-means. This method was used to cluster a relational dataset whose records contain
laboratory test results and vital signs. The work of [56] employed an agglomerative
hierarchical clustering algorithm, based on average-linkage. The distance measure used in
this algorithm considers the semantic similarity between attribute values. An agglomerative
hierarchical clustering algorithm, based on average-linkage, was also employed in [58] to
cluster 289 “high-burden” diseases and in [59] to create clusters corresponding to patient
risk groups.

2.2.2.2 Partitional clustering

Partitional clustering algorithms [14] construct a desired number of clusters, k, by first
partitioning a relational dataset into k parts, each representing a different cluster. Then,
they assign each record of the dataset into one of the parts, in a way that aims to optimize
an objective function (e.g., the sum of squared error criterion [14]). Typically, partitional
clustering algorithms are iterative. That is, they assign the records into clusters, calculate
the error after the clustering asssignment, and then refine the clusters multiple times, in an
attempt to improve their objective function.

The most well-known partitional clustering algorithm is k-means [61]. Given a desired
number of clusters, k, and a relational dataset, this algorithm selects k records as cluster
representatives. Then, it assigns each other record of the dataset to the cluster containing its
nearest representative, according to a distance function. After that, the representatives are
updated and if they change, the records are assigned again to the clusters containing their
nearest representatives. This process (update of representatives and record assignment)
is performed, until none of the representatives change. The k-means algorithm uses the
Euclidean distance as its distance function and the centroids (i.e., vectors that minimize
the sum of squared Euclidean distances between themselves and each record in the input
dataset) as representatives. It also selects the initial representatives uniformly at random.
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There are numerous variants of k-means, aiming to improve its effectiveness and/or
efficiency (see [62] for a survey). For example, k-means++ [63] is a variant of k-means that
selects the first centroid randomly and each other centroid with a probability proportional
to its contribution to the total within-cluster sum of squares measure (i.e., the sum of
squared Euclidean distance between each record and its centroid). Importantly, k-means++
produces a discretization that is within O(log(k)) from the optimal discretization [63].
This implies that the discretized values are comprised of very similar numerical values, in
terms of the total within-cluster sum of squares measure.

Another partitional algorithm is k-medoids [64]. It is similar to k-means but has two
major differences from it. First, the representatives selected by k-medoids must be records
of the dataset, while this is not a requirement in k-means. This helps interpretability.
Second, k-medoids minimizes a sum of pairwise dissimilarities instead of a sum of squared
Euclidean distances. This makes it more robust than k-means to outliers and noise. There
are numerous adaptations of k-medoids (see [65] and references therein). They can be
categorized into those that produce a similar result with k-medoids, such as FastPAM and
FastPAMI [66], and others that trade-off effectiveness for increased efficiency, such as
CLARA [67] and CLARANS [68].

Several partitional clustering algorithms have been applied to relational EHR data.
For example, the work of [69] applied k-means to a relational dataset in the context
of antimicrobial resistance. The dataset was comprised of patient demographics and
attributes about admission and treatments. In addition, the work of [70] used k-means++
on a relational dataset, constructed by embedding [71] clinical documents. The attribute
values in the constructed dataset are numbers (weights) that capture semantic relationships
between terms in the documents. The work of [72] applied several variations of k-means
that are able to deal with numerical and categorical attributes, as well as k-medoids,
to a Chronic Kidney Disease (CKD) dataset containing demographics and laboratory
measurements of patients. Last, the work of [73] evaluated k-medoids using five popular
distance measures on simulated EHR datasets of different types (numerical, categorical, or
both numerical and categorical).

2.2.2.3 Density-based clustering

The notion of density is central in density-based clustering algorithms, and it can be
defined in multiple ways [74], e.g., based on the number of records that lie within a
region (neighborhood), or on data dependent similarity measures. The goal of density-
based clustering algorithms is to create clusters as “areas of high point density that are
separated by areas of low point density” [75]. This criterion allows the density-based
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clustering algorithms to be able to create arbitrarily shaped clusters. Another benefit of
such algorithms is their ability to detect arbitrarily shaped clusters and to be robust to
outliers and noise [74].

Two widely-used density-based clustering algorithms are DBSCAN [76] and OP-
TICS [77]. DBSCAN uses as density the number of records that lie within a region, which
is defined based on a radius. The clusters are created based on a threshold for density
and a radius, in two steps. First, each record is associated with its region. Second, the
records are assigned into clusters based on the distance among them. Several works have
applied DBSCAN or adaptations of it on EHR data [78–80]. For example, the work of [78]
proposed an algorithm that is conceptually similar to DBSCAN but uses a gradual radius
relaxation strategy and an index to improve the efficiency of clustering. The work of [79]
applied DBSCAN on a relational dataset, created by applying dimensionality reduction us-
ing t-SNE [81], in order to detect longitudinal relationships between diseases. In addition,
the work of [80] applied DBSCAN to cluster comorbidities based on the disease codes of
an Autism Spectrum Disorder patient cohort.

OPTICS uses the same input parameters as DBSCAN (range and density threshold)
but also considers records contained in clusters of dense clusters and uses a priority queue.
It has been employed in [82] to cluster a relational dataset, created by applying t-SNE
to a dataset containing more than one hundred attributes, including sociodemographics,
comorbidities, vital signs, and laboratory test results.

2.2.3 Clustering sequences for EHR

The elements of a sequence in the context of EHR data can represent different types of
information, including diagnosis codes [37, 83, 84]. Consequently, the clustering of a
collection of sequences derived from EHR data may offer significant benefits [85, 86].
For example, it can help predicting when a patient will be diagnosed with a disease or
identifying links between diagnostic events and clinically understandable phenotypes.
In this section, we review clustering algorithms for EHR-derived sequential data. We
categorize them into deep learning and non-deep learning based.

2.2.3.1 Deep learning for EHR sequential data

Deep clustering aims at creating meaningful groups of unstructured data, or high dimen-
sional data, with deep neural networks [87]. For clustering sequential data, which are
inherently high-dimensional, the following deep learning architectures have been used
across many domains [88]: Auto-Encoder (AE) [89], Convolutional Neural Network
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(CNN) [90], Recurrent Neural Network (RNN) [91], Attention Neural Network (ANN)
[92], and Long-Short Term Memory (LSTM) [93].

In the following, we review recent works [86, 94–99] showing that the aforementioned
architectures can learn useful information from EHR sequential data, which helps their
accurate clustering. We refer to the survey of [87] for an in-depth discussion of these
architectures and their use in clustering and to the survey of [100] for an in-depth review
of different deep clustering approaches that do not focus on EHR data.

The work of [86] proposed a supervised deep learning model utilizing Auto-Encoders
(AEs) to cluster EHR data, based on the identification of clinically understandable pheno-
types with respect to both outcome prediction and patient trajectory. The data considered
in this work is a collection of records, one per patient. Each of these records has two
components. The first component is a sequence, comprised of numerical vectors (e.g., age,
vital signs, haematological variables, and serum variables), and the second component is a
one-hot encoded vector of four possible outcomes (class labels); hospital discharge, the
first instance of unplanned entry to ICU, cardiac arrest, and death. The deep learning model
is based on a novel loss function aiming to address the problems of class imbalance and
cluster collapse. The model also includes a feature-time attention mechanism to identify
cluster-based phenotype importance across time and feature dimensions.

The work of [94] proposed a supervised deep learning model to cluster a dataset
representing patients with Parkinson’s disease (PD). The patients are associated with
sequences, which are comprised of input features and target features. The input features are
demographics, clinical features, biospecimen, and imaging data, and the target features are
variables that were shown to be related to PD progression. The features (i.e., elements of the
sequence) are either binary or numerical. The objective is to create clusters that represent
PD progression subtypes and contain patients that are similar with respect to temporal
trends in their records. To achieve this, the sequences are given as input to LSTM [93],
which standardizes and densifies them. Then, the Dynamic Time Warping (DTW) [101]
algorithm is employed in order to calculate pairwise sequence similarities, from which
PD subtypes are derived. Last, the k-means clustering algorithm (see Section 2.2.2.2) is
applied to identify distinct subtypes in the dataset.

The work of [95] proposed another supervised deep learning model. It is based on
RNNs, and it was proposed for predictive clustering of EHR time-series. Predictive cluster-
ing aims at finding cluster assignments and centroids by learning discrete representations of
time-series that best describe the future outcome distribution. The data considered in [95]
is a collection of records, one per patient. Each record is a sequence of pairs and each pair
is comprised of a number (representing a demographic value, genetic mutation, bacterial
infection, lung function score, therapeutic management, or diagnosis on comorbidities)
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and an outcome (representing a class label). The proposed model uses novel loss functions
to favor clusters having homogeneous future outcomes (e.g., adverse events, comorbidities,
etc.). The work also uses optimization procedures for avoiding trivial cluster assignments
and centroids.

The work of [96] proposed an unsupervised deep learning model, which is based on
word embedding, CNNs, and AEs to transform patient trajectories into low-dimensional
latent vectors. In this work, each patient trajectory is a sequence of medical concepts
of fixed length, and each medical concept is extracted from free text using specialized
tools [102]. Then, the representations learned by the model are used to enable patient
stratification by applying hierarchical clustering to different multi-disease and disease-
specific patient cohorts.

The work of [97] proposed an unsupervised clustering method, which is combined
with AEs. The method can be applied to discover distinct movement patterns that can
identify individuals’ risk of adverse acute events, but it was also applied to an EHR dataset.
In the EHR dataset, each record has two parts, one with demographics (e.g., age, gender,
and body weight) and another with several time-series (e.g., systolic blood pressure and
diastolic blood pressure). The time-series part of the data is fed into an AE to construct
a low-dimension representation of the signal, and this representation is then used for the
time-series clustering. In addition, k-means is applied to cluster the demographics part.
Then, a technique, termed coordinated clustering, is used to align the timer-series and
static clustering outcomes.

The work of [98] proposed an unsupervised adaptive clustering model. The model is
explainable and aims to help psychologists identify the most important aspects of emotions
of mentally ill people. The input data are patient-authored text and terms that are answers
to a PHQ-9 questionnaire [103]. The data are first embedded by using natural language
processing, and then a deep learning model with ANN is adopted to train and create
clusters.

The work of [99] proposed an unsupervised deep learning method, based on AEs,
to identify clusters of chronic cough patients. The method gets as input a collection of
sequences, each comprised of diagnosis codes. Then, it uses the Bag-of-word method
[104] to transform each sequence into a vector, which is subsequently fed into the deep
model. The deep model iteratively optimizes the learning step and clustering step. Next,
descriptive statistics are computed to determine patient characteristics associated with
different clusters.
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2.2.3.2 Non-deep learning for EHR sequential data

In the following, we review non-deep learning methods [85, 105, 106] for clustering EHR
sequential data.

The work of [85] proposed a new clustering method, which extends the conventional
Latent Dirichlet Allocation (LDA) [107] and uses a Poisson distribution to model a patient’s
sequence of disease diagnoses. The method gets as input a collection of sequences, each
comprised of diagnosis codes. The method discovers latent diseases of clusters and their
posterior probabilities for each patient. These probabilities are then used as features to
obtain the clusters of patient records.

The work of [105] proposed a supervised contrastive learning framework [108], for the
clustering and retrieval of cardiac signals. A signal is modeled as a time series, based on
multiple patient attributes (e.g., disease class and age). The resulting clusters could help
one to reliably search for and retrieve relevant instances from clinical databases.

The work of [106] proposed a method that gets as input a collection of time-series, each
comprised of laboratory test results (e.g., the series of blood pressure measurements of a
patient). The method first converts the time-series into strings (sequences of letters). Then,
it gives these strings as input to a partitional clustering algorithm [109], which produces
the clusters. The clustering algorithm uses edit distance to capture similarity between
strings.
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Chapter 3

Clustering RT-datasets

Clustering data derived from Electronic Health Record (EHR) systems is important to
discover relationships between the clinical profiles of patients and as a preprocessing
step for analysis tasks, such as classification. However, the heterogeneity of these data
makes the application of existing clustering methods difficult and calls for new clustering
approaches. In this chapter, we propose the first approach for clustering a dataset in which
each record contains a patient’s values in demographic attributes and their set of diagnosis
codes. Our approach represents the dataset in a binary form in which the features are
selected demographic values, as well as combinations (patterns) of frequent and correlated
diagnosis codes. This representation enables measuring similarity between records using
cosine similarity, an effective measure for binary-represented data, and finding compact,
well-separated clusters through hierarchical clustering. Our experiments using two publicly
available EHR datasets, comprised of over 26,000 and 52,000 records, demonstrate that
our approach is able to construct clusters with correlated demographics and diagnosis
codes, and that it is efficient and scalable.

3.1 Overview

An Electronic Health Record (EHR) can be defined as an electronic record of the medical
and treatment history of a patient [110], which contains (among others) a patient’s demo-
graphics, diagnoses, medications, and laboratory results. EHRs can benefit healthcare
delivery, by reducing documentation time [111] and facilitating the sharing of patient
information [112].

In addition, EHRs can improve clinical research and data-driven quality measures
through the application of data mining technologies [113, 114]. Such technologies can
be used, for example, to guide the treatment of patients [115], by partitioning the data
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into meaningful groups through clustering, or by identifying co-occurring diagnoses
(comorbidities) that help prognosis and quality of care assessment, through pattern mining.
However, the heterogeneity of EHR data makes several existing data mining methods
inapplicable to EHR data, calling for new methods [114].

3.1.1 Motivation

Table 3.1 A (toy) example of an RT-dataset (copy of Table 1.1). Gender, F is for Female
and M for Male. The diagnosis codes are represented as ICD-9 codes [1]. The attribute ID
is for reference.

ID Gender Age Diagnosis codes

1 F 77 250.00, 272.4, 278.01, 401.9
2 M 71 244.9, 285.1, 530.81
3 F 46 421.0, 427.31, 584.9
4 F 78 250.00, 272.4, 401.9, 414.8
5 M 73 244.9, 530.81, 648.01, 661.11
6 F 48 285.1, 427.31, 584.9
7 F 80 196.6, 250.00, 272.4, 401.9
8 M 73 244.9, 401.9, 530.81
9 F 48 427.31, 584.9, 693.0
10 F 75 250.00, 272.4, 401.9, 560.1
11 M 73 218.0, 244.9, 530.81
12 F 49 427.31, 584.9, 995.91

As discussed in Chapter 1, each record in an RT-dataset contains single-valued at-
tributes and a set-valued attribute (see Table 3.1). We consider the task of clustering an
RT-dataset comprised of demographics and diagnosis codes. This task aims to create
meaningful groups of records (clusters) that share similar demographics and diagnosis
codes. In other words, the task aims to find natural, hidden structures of the data [14]. For
example, our method may produce a cluster with male patients under 60 associated with
diseases of the respiratory system, another cluster with male patients over 60 associated
with mental disorders, and a third cluster of female patients under 40 associated with
complications of pregnancy. Furthermore, the records in each cluster contain correlated
diagnosis codes affecting many patients, which helps the interpretability of clusters [47].
The created clusters are useful for several analytic tasks, including: (I) visualization (e.g.,
to obtain insights on patient subpopulations by examining the visualized clusters), (II)
query answering (e.g., to derive aggregate statistics about patient subpopulations in dif-
ferent clusters and use them to compare the subpopulations), (III) anonymization [15]
(e.g., to use the clusters as input to algorithms that transform the values in each cluster to
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protect patient privacy), and (IV) classification (e.g., to preprocess a dataset in order to
derive classes of records, which can subsequently be used for performing classification
more efficiently and effectively [116, 117]). Thus, one can cluster an RT-dataset and then
use the clustering result in one or more of these tasks.

However, existing clustering algorithms are not designed to cluster an RT-dataset
comprised of demographics and diagnosis codes. This is because, as explained in [15, 9]:

(I) Most clustering algorithms use a single similarity measure, and it is difficult to design
a measure that captures the similarity of records with both single-valued and set-
valued attributes. The reason is that single-valued attributes, such as demographics,
and set-valued attributes, such as the attribute comprised of diagnosis codes, have
different semantics. That is, there is one value per record in a demographic attribute,
among a relatively small number of possible values, while there is a large number
of diagnosis codes per record, among a very large number of possible diagnosis
codes. This makes it difficult to find a single function (similarity measure) to capture
how similar the demographics and diagnosis codes of two or more records are. For
instance, Euclidean distance, which is applicable to numerical demographics, is
not suitable for measuring distance between sets of diagnosis codes, and Jaccard
distance, which is applicable to sets of diagnosis codes, is not suitable for measuring
distance between numerical demographics.

(II) Multi-objective clustering algorithms that aim to optimize several measures simul-
taneously are not suitable for RT-datasets. For example, using two-level (hybrid)
optimization strategies, which first try to cluster demographics and then diagnosis
codes (e.g., the strategy used in [15]), are not able to find high-quality clusters, as
shown in our experiments.

Furthermore, bi-clustering (also referred to as co-clustering) methods (e.g., [118, 119]) are
not designed to cluster an RT-dataset comprised of demographics and diagnosis codes. This
is because they may produce clusters containing parts of records, while in our clustering
clusters must contain entire records.

3.1.2 Contributions

We propose the first clustering approach that is designed for an RT-dataset comprised
of demographics and diagnosis codes. The main idea of our approach is to construct a
record representation that allows measuring similarity between records, based on both
demographics and diagnosis codes.
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To construct such a representation, we discretize [120] numerical demographics (i.e.,
replace their values with aggregate values) and select subsets of the diagnosis codes
contained in the dataset, which are referred to as patterns. Then, we represent each record
of the RT-dataset using one-hot encoding, producing a binary representation of the dataset
(see Table 3.2). The features (columns) in the binary representation are: (I) the values
in each discretized numerical demographic attribute, (II) the values in each categorical
demographic attribute, and (III) the selected patterns. A value of 1 (respectively, 0) in a
feature of the binary representation implies that the record contains (respectively, does not
contain) the feature. Based on the binary representation, we construct clusters comprised
of similar records, by applying a clustering algorithm that is suitable for binary-represented
data.

Table 3.2 Binary representation of the RT-dataset in Table 3.1. The features in the binary
representation are: {F} and {M}, the values in the categorical demographic attribute
Gender; {45, . . . , 49}, {70, . . . , 74}, and {75, . . . , 80}, the values of the discretized nu-
merical attribute Age; and {250.00, 272.4, 401.9}, {244.9, 530.81}, and {427.31, 584.9},
the patterns comprised of diagnosis codes. The binary representation is clustered into three
clusters, with Cluster IDs 1, 2, and 3. The attributes Cluster ID and ID are for reference.

Cluster ID {F} {M} {45,. . . ,49} {70,. . . ,74} {75,. . . ,80} {250.00,272.4,401.9} {244.9,530.81} {427.31,584.9}ID

1 1 1 0 0 0 1 1 0 0
1 4 1 0 0 0 1 1 0 0
1 7 1 0 0 0 1 1 0 0
1 10 1 0 0 0 1 1 0 0

2 2 0 1 0 1 0 0 1 0
2 5 0 1 0 1 0 0 1 0
2 8 0 1 0 1 0 0 1 0
2 11 0 1 0 1 0 0 1 0

3 3 1 0 1 0 0 0 0 1
3 6 1 0 1 0 0 0 0 1
3 9 1 0 1 0 0 0 0 1
3 12 1 0 1 0 0 0 0 1

Yet, there are two challenges that need to be tackled to realize our approach. First, we
need a way to select patterns that help constructing a high-quality clustering. Second, we
need a way to construct high-quality clusters efficiently. We address these challenges by
proposing two methods; Maximal-frequent All-confident pattern Selection (MAS) and
Pattern-based Clustering (PC):
1. The MAS method selects patterns that:

(I) occur in a large number of records,

(II) are comprised of correlated diagnosis codes (i.e., any codes in the pattern imply the
other codes in the pattern with high probability), and

(III) co-occur in a large number of records, when the patterns share diagnosis codes.
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These three properties affect the clustering result as follows: Property I favors patterns
of diagnoses that many patients have, thus very small clusters, which are difficult to
interpret, are avoided. Property II favors clusters with correlated diagnosis codes, thus
meaningless clusters with diagnoses that co-occur by chance are avoided. Property III
favors compact and well-separated clusters [47]. Example 2 illustrates the MAS method.

Example 2. MAS is applied to the diagnosis code attribute of the RT-dataset in Table

3.1, and it finds the following three patterns (see Table 3.2): {250.00, 272.4, 401.9},
{244.9, 530.81}, and {427.31, 584.9}. Each pattern is comprised of a set of diagnosis

codes that appears in at least 4 records, and it does not share diagnosis codes with other

patterns. Also, the diagnosis codes in each pattern are correlated, because the presence of

any subset of these diagnosis in Table 3.1 implies the presence of the remaining diagnosis

codes. For example, the first pattern {250.00, 272.4, 401.9} is comprised of the diagnosis

codes 250.00, 272.4, and 401.9 (corresponding to “Diabetes mellitus without mention of
complication”, “other and unspecified hyperlipidemia”, and “essential hypertension”,

respectively) and appears in records with IDs 1, 4, 7, and 10. Whenever 250.00 is

contained in a record, 272.4 and 401.9 are contained in the same record as well.

2. The PC method takes as input an RT-dataset, as well as the patterns selected by MAS,
and it outputs a clustering of the dataset. PC performs the following tasks: (I) It creates
the binary representation of the RT dataset. In this representation, the records containing
the diagnosis codes in at least one of the selected patterns by MAS comprise the dataset
to be clustered. This allows our method to focus on records which contain frequent
and correlated diagnosis codes and lead to interpretable clusters. The remaining records
(unclustered records) can be dealt with separately, with different strategies depending on
the application requirements (see Chapter 6). (II) It clusters the binary-represented dataset,
to create groups of similar records with respect to the features and hence with respect to
both demographics and diagnosis codes. (III) It constructs the final clustered RT-dataset.
Clustering is performed with the hierarchical average-linkage agglomerative clustering
algorithm [14] based on cosine similarity [7]. The reason we employ hierarchical average-
linkage agglomerative clustering is that, unlike partitional, density-based, as well as single
and complete linkage hierarchical algorithms, it does not use the notion of clustering
representative, which is inappropriate for binary-represented data [55, 121]. The reason
we employ the cosine similarity is that, unlike Euclidean or Jaccard distance, it is effective
for clustering binary-represented data that contain many features [122]. The benefit of
our approach is that it creates clusters comprised of correlated diagnosis codes (due to the
selected patterns) that are also correlated with demographics (due to clustering). Example
3 illustrates the PC method.
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Example 3 (Cont’d from Example 2). Table 3.3 shows the output of applying our

PC method to the RT-dataset in Table 3.1, using the patterns {250.00, 272.4, 401.9},
{244.9, 530.81}, and {427.31, 584.9} that were selected by MAS. PC first constructs the

binary representation of the dataset, shown in Table 3.2. The features in Table 3.2 are the

values F and M in the categorical demographic attribute Gender, the discretized values

{45, . . . , 49}, {70, . . . , 74}, and {75, . . . , 80} in the numerical demographic attribute Age,

and the input patterns. Each record in Table 3.2 has an 1 (respectively, 0) in a feature,

if it contains (respectively, does not contain) the feature. For example, the record with

ID 1 in Table 3.1, which represents a 77-year old female patient with diagnosis codes

250.00, 272.4, and 401.9 (among others), corresponds to the record with ID 1 in Table

3.2, which contains 1 in the feature {F} for Gender, the discretized value {75, . . . , 80} for

Age, and the pattern {250.00, 272.4, 401.9} for Diagnosis codes. The binary-represented

data in Table 3.2 are then grouped into three clusters, so that records in the same cluster

share similar features (which implies that they have similar demographics and diagnosis

codes). For example, the cluster with Cluster ID 1 in Table 3.2 is comprised of the records

with IDs 1, 4, 7 and 10. These records correspond to female patients between 75 and 80

and contain all diagnosis codes in the pattern {250.00, 272.4, 401.9}. Next, the clustered

RT-dataset in Table 3.3 is contructed, by simply adding into each cluster the records from

the RT-dataset in Table 3.1 which were clustered together in the binary representation in

Table 3.2.

Table 3.3 A clustered RT-dataset produced from the binary representation in Table 3.2.
The attributes Cluster ID and ID are for reference.

Cluster ID ID Gender Age Diagnosis codes

1 1 F 77 250.00, 272.4, 278.01, 401.9
1 4 F 78 250.00, 272.4, 401.9, 414.8
1 7 F 80 196.6, 250.00, 272.4, 401.9
1 10 F 75 250.00, 272.4, 401.9, 560.1

2 2 M 71 244.9, 285.1, 530.81
2 5 M 73 244.9, 530.81, 648.01, 661.11
2 8 M 73 244.9, 401.9, 530.81
2 11 M 73 218.0, 244.9, 530.81

3 3 F 46 421.0, 427.31, 584.9
3 6 F 48 285.1, 427.31, 584.9
3 9 F 48 427.31, 584.9, 693.0
3 12 F 49 427.31, 584.9, 995.91

We implemented our approach, which applies the MAS and then the PC method.
Our approach is referred to as MASPC. We evaluated the effectiveness and efficiency of
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MASPC using two publicly available EHR datasets that contain approximately 26,000
and 53,000 records, respectively. Our results show that MASPC finds clusters that: (I)
are compact and well-separated, outperforming three baselines that are founded upon
other types of frequent patterns, as well as a baseline following the two-level (hybrid)
optimization strategy [15], and (II) preserve correlations between demographics and
diagnosis codes and among diagnosis codes. The results also show that MASPC takes
less than 6 minutes and scales well with the number of records and number of diagnosis
codes in the input RT-dataset.

Thus, our specific contributions can be summarized as follows:

1. We propose the first approach for clustering an RT-dataset comprised of demograph-
ics and diagnosis codes.

2. We develop MAS, an algorithm for selecting patterns that help constructing a
high-quality clustering of an RT-dataset.

3. We develop an algorithm that clusters an RT-dataset based on the patterns selected
by MAS.

4. We evaluated the effectiveness and efficiency of our approach using to EHR datasets.

3.1.3 Chapter organization

The rest of the chapter is organized as follows. Section 3.2 work discusses related work
of clustering RT-datasets. Section 3.3 provides the necessary background. Section 3.4
provides a definition of the problem addressed in this chapter. Sections 3.5 and 3.6 present
our approach for clustering RT-datasets, as well as baselines for the same task, respectively.
Last, Section 3.7 presents our experimental evaluation.

3.2 Related work

In this section, we discuss the methods that are closer to EHR clustering and the problem
we study. For extensive surveys on mining EHR data, the reader is referred to [123, 114].
Section 3.2.1 discusses clustering for EHR data, Section 3.2.2 provides a brief overview of
pattern-based clustering, and Section 3.2.3 discusses pattern mining on EHR data.

3.2.1 EHR data clustering

We categorize existing methods for clustering EHR data, based on the type of data they are
applied to.
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3.2.1.1 Demographics

Different from RT-datasets, datasets comprised of a set of demographic attributes are
inherently low-dimensional (e.g., they typically include fewer than 20 demographics). Thus,
they can be clustered using many existing clustering algorithms, which were discussed in
Chapter 2. These include hierarchical (e.g., single-linkage, average-linkage, and complete
linkage) [14], partitional (e.g., k-means [61], k-means++ [63], and k-medoids [64]),
and density-based (e.g., DBSCAN [7] and OPTICS [77]) algorithms. For example, an
interesting recent work [78] applies density-based clustering on patient data. The reason
that the aforementioned algorithms are not suitable for clustering an RT-dataset is that their
similarity measures cannot capture similarity effectively for set-valued attributes. This is
because set-valued attributes (such as the diagnosis codes attribute) are inherently high
dimensional and the similarity between high dimensional data records cannot be captured
effectively by distance measures used in many existing algorithms, as explained in [55, 15].
This is known as the curse of high dimensionality [7].

3.2.1.2 Diagnosis codes

Similar to RT-datasets, datasets in which each record is comprised of a set of diagnosis
codes are inherently high-dimensional (i.e., the domain of a set-valued attribute typically
contains thousands of diagnosis codes). Such datasets can be clustered using algorithms
developed for set-valued (also referred to as transaction) data, which were discussed in
Chapter 2. Examples of such algorithms are CLOPE [53], SCALE [54], ROCK [55], and
SV-k-modes [124]. For example, SV-k-modes works similar to k-means, but it uses a set
of values in a set-valued attribute as cluster representative, instead of the centroid used in k-
means. This algorithm can be applied to datasets that also have single-valued attributes (i.e.,
RT-datasets), by using centroids as representatives in single-valued attributes. However,
SV-k-modes is applicable only to set-valued attributes with a very small domain size (i.e.,
attributes with 10 to 50 distinct values), due to its exponential time complexity with respect
to the domain size of set-valued attributes. Consequently, unlike our approach, SV-k-modes
is not suitable to cluster a set-valued attribute comprised of diagnosis codes, whose domain
size is in the order of thousands. Examples of interesting works on clustering EHR datasets
comprised of diagnosis codes are [125] and [126]. These algorithms [53–55, 125, 126]
cannot be used to cluster an RT-dataset, because their similarity measures cannot be
applied to single-valued attributes, such as the demographic attributes in an RT-dataset.
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3.2.1.3 Other high-dimensional data

There are clustering methods that are applied to a dataset comprised of trajectories, genomic
sequences, or text. For example, [127] and [128] focus on clustering trajectory data, in
which trajectories represent sequences of diseases, while [129] and [130] study clustering
genomic data. The works in [131] and [132] study the topic of clustering medical text.
Clearly, the methods proposed in [127–132] cannot be considered as alternatives to our
approach, because the data they are applied to have very different semantics compared to
those of the attributes in an RT-dataset.

3.2.2 Pattern-based clustering

As discussed in Chapter 2, pattern-based clustering methods employ pattern mining to
help subsequent clustering. In the following, we review pattern-based clustering methods,
based on the type of data they are applied to.

3.2.2.1 Documents

There are methods aiming to cluster a dataset of documents. Each record of the dataset
corresponds to a document which is represented as a bag of words (i.e., multi-set comprised
of the words in the document) [133]. These methods generally produce low-quality
clusterings, due to the high-dimensionality of the data (i.e., the large number of words)
in the bag-of-words representation. Motivated by this limitation, the works in [134–136]
use frequent itemsets as representative patterns for documents. The goal of these works is
to reduce the dimensionality of the document representation, so as to improve clustering
accuracy and efficiency. Our MAS algorithm is similar to the works in [134–136] in that it
also uses patterns to deal with the high dimensionality of data (diagnosis codes in our case).
The difference is that our algorithm uses maximal-frequent all-confident itemsets (MFAs),
in order to capture correlations between diagnosis codes. The use of MFAs leads to more
accurate clustering than using frequent itemsets (or even maximal-frequent itemsets [7]
that are more effective for clustering than frequent itemsets), as shown in our experiments.

3.2.2.2 Gene expression data

Gene expression data are typically represented as a real-valued matrix, where each row
corresponds to a gene and each column to a condition [119]. However, there is a signif-
icant difficulty to cluster such a matrix [137] because, only under specific experimental
conditions, a group of genes can show the same activation patterns. For handling this
difficulty, bi-clustering methods, which simultaneously cluster the rows and columns of the
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matrix, have been proposed [138]. Bi-clustering methods (e.g., [119, 137, 139, 140, 118])
produce, as clusters, submatrices in which subgroups of genes exhibit highly correlated
activities for subgroups of conditions. Some of these methods [118] also employ patterns
for bi-clustering, such as frequent patterns and association rules (see Section 3.3 for
details). All bi-clustering methods aim to simultaneously cluster the rows and columns
of the matrix. Thus, contrary to our approach, they cannot be used to group records into
clusters. Specifically, a row corresponding to a record in an RT-dataset could participate
in multiple clusters, if we applied bi-clustering to the binary representation in PC.

3.2.3 Pattern mining on EHR data

As discussed in Chapter 2, several works aim to discover frequent itemsets from EHR
data [38–40], while others aim to discover associations on EHR and genomic data [41–44].
Different from these works, our objective is not to discover frequent itemsets or generally
associations, but to cluster RT-datasets comprised of demographics and diagnosis codes.
Therefore, as part of clustering, we discover maximal-frequent all-confident patterns,
referred to as MFAs. MFAs help us construct clusters that contain correlated diagnosis
codes, which in turn helps clustering quality.

3.3 Background

In this section, we introduce some preliminary concepts. In particular, Section 3.3.1
discusses the concept of RT-dataset, while Section 3.3.2 discusses the concept of itemset
mining. Section 3.3.3 discusses the all-confidence measure and the concept of maximal-
frequent all-confident itemsets. Section 3.3.4 discusses the type of clustering algorithm we
employ, and Section 3.3.5 discusses clustering quality indices.

Table 3.4 summarizes the acronyms used in the chapter.

3.3.1 RT-datasets

We consider an RT-datasetD, in which every record corresponds to a distinct patient. Each
record r in D is comprised of one or more demographic attributes that can be numerical
or categorical, and of a set-valued attribute containing diagnosis codes. Without loss
of generality, we assume that the first l attributes in D, denoted with A1, . . . ,Al, are
demographic attributes, and the last attribute, Al+1, is a set-valued attribute. The diagnosis
codes can be represented in different formats. For example, they can be ICD-9 codes or
ICD-10 codes. It is also easy to convert ICD-10 codes into ICD-9 codes, using General
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Table 3.4 Acronyms and their full names.

Acronym Full name
EHR Electronic Health Record

RT-dataset Relational Transaction dataset
MAS Maximal-frequent All-confident pattern Selection
PC Pattern-based Clusteringx

MASPC MAS and PC is MASPC
MFA Maximal-Frequent All-confident itemset
MFI Maximal-Frequent Itemset
SI Silhouette Index
CI Calinski-Harabasz Index

MSPC Maximal-frequent pattern Selection PC
MSPC+ Maximal-frequent pattern Selection PC with 1-length patterns

MASPC+ Maximal-frequent All-confident pattern Selection PC with 1-length patterns
LOINC Logical Observation Identifiers Names and Codes

Equivalence Mappings [141]. Extensions to RT-datasets comprised of more than one
set-valued attributes are left for future work (see Chapter 6).

The domain size (i.e., the number of distinct values) of an attribute Ai, i ∈ [1, l+ 1], is
denoted with |Ai|, and the projection of a record r in D on Ai is denoted with r[Ai]. For
example, r[Al+1] is the set comprised of all diagnosis codes in record r. For brevity, we
will refer to the dataset comprised of the projection of each record of D on Al+1 as D̃.

3.3.2 Itemset mining

In the following, we introduce some basic concepts related to itemset mining [7] which are
used in our approach.

3.3.2.1 Frequent itemsets and their mining

A subset I ⊆ Al+1 is called an itemset. An itemset I may be represented as a set of items
I = {i1, i2, . . . , i|I|}. The number of items in I is denoted with |I| and referred to as
the length of I . An itemset I ′ that contains all items of I and potentially other items is a
superitemset of I , and I is a subitemset of I ′. We may write I ⊆ I ′ to denote that I is a
subitemset of I ′. In our case, each record r of the dataset D̃ contains an itemset that is
comprised of the diagnosis codes contained in r.

The support (relative frequency) of an itemset I in the dataset D̃ is denoted by supD̃(I)

and defined as the fraction of records in D̃ that contain I as a subitemset. Given a support
threshold minSup, an itemset I is called a frequent itemset in D̃ if supD̃(I) ≥ minSup. If
supD̃(I) < minSup, I is called an infrequent itemset. The support satisfies the following
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downward-closure property: supD̃(I) ≥ supD̃(I
′), if and only if I is a subitemset of

I ′. Thus, all subitemsets of a frequent itemset are frequent, and all superitemsets of an
infrequent itemset are infrequent. Example 4 illustrates the concepts of a frequent itemset
and support, and the downward-closure property.

Example 4. Consider the dataset in Table 3.5 as D̃ and the itemsets I1 = {250.00,
272.4, 401.9}, I2 = {244.9, 272.4}, I3 = {401.9}, and I4 = {250.00, 272.4, 401.9}. Each

of these itemsets corresponds to a different patient. Table 3.6 is a binary representation of

Table 3.5, where the diagnosis codes {250.00}, {244.9}, {272.4}, and {401.9} are used

as features. If minSup = 0.5, then I1 = {250.00, 272.4, 401.9} is a frequent itemset,

because supD̃(I1) =
2
4
≥ minSup (i.e., I1 appears in at least two out of four records).

Due to the downward-closure property, any subitemset of I1 is also frequent. For instance,

the subitemset I3 of I1 has supD̃(I3) =
3
4
≥ minSup and hence I3 is also frequent.

Table 3.5 An example of a dataset D̃. The attribute ID is for reference.

ID Diagnosis Codes
1 250.00, 272.4, 401.9
2 244.9, 272.4
3 401.9
4 250.00, 272.4, 401.9

Table 3.6 The dataset in Table 3.5 represented in a binary format, where the features are
the items (diagnosis codes) in the dataset. The attribute ID is for reference.

Items
(Diagnosis Codes)

ID 250.00 244.9 272.4 401.9

1 1 0 1 1
2 0 1 1 0
3 0 0 0 1
4 1 0 1 1

The problem of frequent itemset mining is to find all frequent itemsets in D̃, for a given
threshold minSup. There are many algorithms for solving the problem (see [7]), one of
which is FP-growth [7]. FP-growth is actually one of the most efficient algorithms for
the problem. It uses an extended prefix-tree (FP-tree) structure to store the collection of
itemsets (e.g., the data in Table 3.5) in a compressed form and adopts a divide-and-conquer
approach to decompose both the mining tasks and the datasets. This allows pruning the
space of possible itemsets, to efficiently find the frequent ones.
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3.3.2.2 Maximal frequent itemset and their mining

Although algorithms such as FP-growth can be used to obtain the complete set of frequent
itemsets, this set may contain too many patterns, which degrades the quality of clustering
(see Section 3.5). Therefore, we instead use the set of maximal-frequent itemsets. An
itemset I is maximal-frequent, if no superitemset of I is itself frequent. Consider again
Example 4. The itemset {250.00, 272.4, 401.9} is a maximal-frequent itemset, because its
superitemset {250.00, 244.9, 272.4, 401.9} is itself not frequent, for minSup = 0.5.

3.3.2.3 Association rule and confidence

Given an itemset I , an association rule is defined as an implication of the form X ⇒ Y

where X , Y ⊆ I and X ∩ Y = ∅. The itemsets X and Y are called the antecedent and
consequent of the rule, respectively. The confidence of a rule X ⇒ Y in the dataset D̃ is
defined as follows:

confD̃(X ⇒ Y ) =
supD̃(X ∪ Y )

supD̃(X)
,

where X ∪ Y means that both X and Y are present.

Example 5 (Cont’d from Example 4). Given an itemset I = {250.00, 272.4, 401.9}, the

association rule {250.00, 272.4} ⇒ 401.9 has confidence 0.5
0.5

= 1 in Table 3.5. This

implies that all (i.e., 100%) of the records containing {250.00, 272.4} also contain 401.9.

Confidence can be interpreted as an estimate of the probability P (Y |X) (i.e., the
probability of finding the consequent of the rule in records containing the antecedent).

3.3.3 All-confidence and Maximal-frequent all-confident itemsets

While confidence is an important measure, it is not suitable for mining itemsets comprised
of correlated items. Thus, if we used patterns with high confidence as features in the binary
representation constructed PC, we could obtain clusters with diagnosis codes that have no
dependence relationships (e.g., diagnosis codes that co-occur by chance). To address this
issue, we use patterns that have high all-confidence [142] instead.

Before introducing all-confidence, we discuss why confidence cannot be used to capture
item correlations. Two items i1 and i2 are correlated if they co-occur in a sufficiently large
fraction of records. However, we cannot use the confidence (i.e., the probability P (i1|i2)
or P (i2|i1)) alone to decide if i1 and i2 are correlated. This is because P (i2|i1) may be
quite different from P (i1|i2), as shown in Example 6.

Example 6. Consider Table 3.7, in which the items (diagnosis codes) i1 = O14.90 and

i2 = 332.1 represent “pre-eclampsia” and “secondary parkinsonism”, respectively, and
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that two items are correlated when they co-occur in at least 1
2

of the records of the table.

P (i2|i1) = 1 > 1
2

and P (i1|i2) = 1
3
< 1

2
, so it is difficult to use one of the two probabilities

to decide if i1 and i2 are correlated.

Table 3.7 Dataset represented in a binary format, in which the features are the items i1 and
i2. The attribute ID is for reference.

Items
(Diagnosis Codes)

ID i1 = O14.90 i2 = 332.1

1 0 1
2 1 1
3 0 1
4 0 0

To address this issue, we can make a worst-case assumption, according to which i1

and i2 are correlated when the minimum of the two probabilities P (i1|i2) and P (i2|i1) is
sufficiently large (e.g., at least equal to 1

2
in Example 3.7). This leads to the all-confidence

measure [142] defined as follows, for a dataset D̃ and two itemsets X = {i1} and Y = {i2}
(i.e., |X ∪ Y | = 2):

allConfD̃(X ∪ Y ) = min{P (Y |X), P (X|Y )}. (3.1)

Eq. (3.1) favors a rule X ⇒ Y in which X implies Y , and Y implies X , with sufficiently
high probability. In the general case of an itemset I = X ∪ Y of length |X ∪ Y | ≥ 2 and a
dataset D̃, all-confidence can be defined as follows:

allConfD̃(I) = min
ai∈I

{
supD̃(I)

supD̃(ai)

}
. (3.2)

The right hand side of Eq. (3.2) computes the confidence of the least favorable rule (i.e.,
the rule X ⇒ I \ X , where |X| = 1). Therefore, given a threshold minAc, an itemset
with allConfD̃(I) ≥ minAc, referred to as all-confident itemset, ensures that any itemset
X ⊆ I implies any other itemset I \X with probability at least minAc [142]. In other
words, the items within I are correlated.

When an itemset is maximal-frequent and all-confident, we refer to it as a maximal-

frequent all-confident itemset (MFA). Example 7 illustrates an MFA and the fact that its
subitemsets are correlated.

Example 7. Consider the MFA I = {250.00, 272.4, 401.9} and a dataset D̃ corresponding

to the RT-dataset in Table 3.1 (i.e., the projection of the dataset in Table 3.1 on the
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diagnosis codes attribute). The support of I is 4
12

, because it appears in four records out of

12 records of the dataset (namely, those with IDs 1, 4, 7 and 10). The support of each of the

items (diagnosis codes) {250.00}, {272.4} and {401.9} in I is also 4
12

. Thus, according to

Eq. (3.2), allConfD̃(I) = allConfD̃({250.00, 272.4, 401.9}) = 4
4
= 1. Therefore, when

we know that the diagnosis code X = {250.00} appears in a record, we can infer that the

diagnosis codes in I \X = {274.2, 401.9} will appear in the record with probability at

least minAc = 1 (i.e., we are certain that 250.00 implies the diagnosis codes 274.2 and

401.9 with probability 1), and the same holds for any other subitemset X and I \X .

In summary, given a dataset D̃, a support threshold minSup, and an all-confidence
threshold minAc, an itemset I is called:

• Frequent itemset, if supD̃(I) ≥ minSup.

• Maximal-frequent itemset (MFI), if I is frequent and no superitemset of I is itself
frequent.

• Maximal-frequent all-confident itemset (MFA), if I is maximal-frequent and
allConfD̃(I) ≥ minAc.

Note, there are several algorithms for mining MFIs [143], [144], and [145]. In our work,
we employ the FPMAX algorithm [145], because it is more efficient than the algorithms
in [143] and [144], as explained in [145]. We then construct the set of MFAs by keeping
each MFI I with allConfD̃(I) ≥ minAc.

3.3.4 Agglomerative average-linkage hierarchical clustering

The algorithm [14] starts by creating clusters, each containing a different record of the
dataset, and it outputs a hierarchy (tree) of clusters. The leaves in the hierarchy correspond
to the initial clusters, the root to a single cluster comprised of all records, and each other
node corresponds to a cluster of the records in its subtree. The hierarchy is built bottom-up,
by merging the two clusters with the smallest average pairwise distance between the
records in these clusters. The algorithm can use many different distance measures for
measuring the distance between two clusters. The final clusters are produced by selecting
a subset of nodes in the hierarchy. The selected nodes correspond to a set of clusters that is
a partition of the dataset.
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3.3.5 Quality indices

There are various criteria to measure the quality of a clustering. Two popular criteria that
have been shown to perform well [146] are the Silhouette Index (SI) and the Calinski-
Harabasz Index (CI).

SI [147] measures how well records fit into their clusters and is defined in Eq. (3.3):

SI(C) =
1

N
·

k∑
i=1

∑
r∈ci

b(r, ci)− a(r, ci)

max(a(r, ci), b(r, ci))
, (3.3)

where C = {c1, . . . , ck} is a clustering comprised of k clusters, N is the number of records
in C, r is a record in a cluster ci, a() is the average cosine distance of r to all other records
in ci, and b() is the average cosine distance of r to the records of the neighboring cluster cj ,
j ̸= i (i.e., the cluster whose records have the smallest average cosine distance to r). Note
that in SI other measures may be used instead of cosine distance [147]. SI takes values
in [−1, 1], and values larger than 0 imply a good clustering. Intuitively, a large SI value
indicates that clusters are compact and well-separated (i.e., the records in a cluster are
closer together compared to records in their neighboring cluster).

CI is a ratio of the between-cluster distance to the within-cluster distance. For a
clustering C, CI is defined in Eq. (3.4):

CI(C) =

∑
ci∈C |ci| · E

(
ĉi, D̂

)
/(k − 1)∑

ci∈C
∑

r∈Ci
E (r, ĉi) /(N − k)

, (3.4)

where |ci| is the number of records in cluster ci, ĉi is the centroid of ci, D̂ is the centroid
of the dataset, and E is the squared Euclidean distance. Large CI values imply a good
clustering. That is a clustering with compact and well-separated clusters (i.e., the centroid
of a cluster is far from the average centroid and close to the records in the cluster).

3.4 Problem Definition

We now formally define the clustering problem that we aim to solve.

Problem 1. Given an RT-dataset D, a binary representation B = {B1, ..., B|D|} of

D, and a parameter k, construct a partition C = {c1, . . . , ck} of D with maximum∑
i∈[1,k]

∑
r,r′∈ci

cos(Br, Br′) , where ci is a cluster and cos(Br, Br′) =
Br·Br′

∥Br∥∥Br′∥ is the cosine
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similarity measure between the records Br and Br′ in B, which correspond to the records

r and r′, respectively, in ci.

The problem takes as input an RT-dataset D, the number of clusters k, and the binary
representation of D, and it requires finding a clustering of k clusters for D such that
the records in each cluster are similar. Specifically, it seeks to maximize the total cosine
similarity, which is measured on the records of the binary representation ofD. The problem
is NP-complete (this follows easily from [148, 149]), which justifies the development of
heuristics.

3.5 Clustering RT-datasets using MASPC

This section presents our MASPC approach for clustering an RT-dataset, as specified in
Problem 1. MASPC applies: (I) the MAS algorithm, which discovers maximal-frequent
all-confident patterns (MFAs), and (II) the PC algorithm, which constructs and clusters the
binary representation of the RT-dataset, and produces the clustered RT-dataset.

In the following, we explain the operation of the MAS and PC algorithms.

3.5.1 The MAS algorithm

MAS works in two phases:

(I) MFA mining: In this phase, all MFAs are mined from the input RT-dataset.

(II) Pattern selection: In this phase, a subset of MFAs that help the subsequent clustering
by the PC algorithm to construct clusters of high quality are selected.

We now discuss in detail each phase (see the pseudocode of MAS in Algorithm 1).
MFA mining. In this phase, MAS projects each record of the input RT-dataset on the
diagnosis codes attribute (line 1) and then finds all MFAs, using the FPMAX algorithm
[145] (line 2). Then, in line 3, the algorithm selects MFAs (maximal-frequent itemsets with
confidence at least minAc) that are comprised of at least 2 diagnosis codes (i.e., MFAs
with length at least 2).
Pattern selection. In this phase, MAS iterates over each MFA I , starting from those with
the largest support (lines 5 to 11). If there is no I that has been selected, then I is added
into the set of selected MFAs I and is not considered again (lines 6 to 8). Otherwise, the
algorithm checks that each MFA I ′ in I does not share diagnosis codes with I and that there
are at least minOv records that contain both I and I ′, where minOv is a user-specified
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3.5 Clustering RT-datasets using MASPC

Algorithm 1 MAS(Maximal-frequent All-confident pattern Selection)
Input: Dataset D, Minimum support threshold minSup, Minimum all-confidence thresh-

old minAc, Minimum pattern overlap threshold minOv
Output: Set of MFAs I

// MFA mining phase
1: D̃ ← {r | r[Al+1] ∈ D}
2: MFI ← {I | supD̃(I) ≥ minSup ∧ ∄I ′ ⊇ I : supD̃(I

′) ≥ minSup}
3: MFA← {I | I ∈MFI ∧ allConfD̃(I) ≥ minAc ∧ |I| ≥ 2}

// Pattern selection phase
4: I ← {}
5: for each pattern I in MFA in descending order of support in D̃ do
6: if I = {} then
7: I ← I ∪ {I}
8: MFA←MFA \ {I}
9: else if I ∩ I ′ = {} OR (supD̃(I ∪ I ′) ≥ minOv), for each I ′ in I then

10: I ← I ∪ {I}
11: MFA←MFA \ {I}
12: end if
13: end for
14: return I

threshold (line 9). In this case, I is added into I and not considered again (lines 10 to 11).
Last, MAS returns the MFAs in I (line 14).

A critical step in MAS that affects the quality of the subsequent clustering by PC is
the selection of patterns that are added into I. We select patterns of length at least 2 that:
(I) occur frequently (i.e., have support at least minSup) and thus can be used to measure
the similarity of many records, and (II) are comprised of correlated diagnosis codes (i.e.,
have all-confidence at least minAc). We exclude MFAs of length 1 because they are
not comprised of correlated diagnosis codes and do not help the quality of clustering,
as shown in Section 3.7. We also control the overlap between the selected patterns, by
selecting patterns that either do not share diagnosis codes, or patterns that co-occur in at
least minOv records. The selection of thresholds minSup, minAc, and minOv affects
the quality and efficiency of clustering, as shown in Section 3.7.

We now provide the motivation for our strategy that controls the overlap between
patterns. First, we note that using many patterns that share diagnosis codes would bias the
similarity measurement towards diagnosis codes that are contained in multiple patterns,
leading to poor clusters. For example, consider two patterns I and I ′ which have length 10

and share 9 diagnosis codes, and that there are many records containing I or I ′ but few
records which contain all 11 diagnosis codes in I ∪ I ′ and no other diagnosis code. If we
include both patterns in the binary representation of the dataset, the records containing I or
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I ′ will be represented by one feature and those containing I ∪ I ′ by two. Clearly, the latter
records are not similar with those supporting I or I ′, based on the binary representation,
and are only a few. Thus, they will be clustered with other records dissimilar to them,
which leads to a poor clustering. Therefore, we do not select the pattern I ′ when I ′ contains
diagnosis codes that are also contained in I . On the other hand, when there are many
records containing I ′ and I , then we select I ′ because these records can be added into
a separate cluster that contains no other record. This cluster would be of high quality,
because the records it contains are similar, since they share 9 out of their 11 diagnosis
codes.

The worst-case time complexity of the MAS algorithm is exponential in |Al+1|, the
domain size of the diagnosis codes attribute. The bottleneck is the mining of maximal
frequent itemsets, which in the worst case takes exponential time in |Al+1|. This is because,
in the worst case, the number of maximal frequent itemsets is exponential in |Al+1| [150].
All other operations of MAS take polynomial time. Despite the exponential worst-case
complexity of mining maximal frequent itemsets, the task is performed in reasonable time
(within seconds or minutes) in practice, based on algorithms such as FPMAX [145]. Thus,
MAS is scalable in practice (see Section 3.7).

3.5.2 The PC algorithm

In the following, we present the PC algorithm. PC gets as input an RT-dataset, the patterns
selected by MAS, as well as the number of clusters k, and it works in two phases:

(I) Binary representation construction: In this phase, the binary representation of the
input RT-dataset is constructed, based on the MFAs that were previously selected by
MAS.

(II) Hierarchical clustering: In this phase, the binary representation is clustered by
hierarchical clustering and the clustered RT-dataset is constructed based on the
result.

We now discuss each phase in detail.
Binary representation construction. In this phase, the algorithm constructs the binary
representationM of the input RT-dataset D. Recall from Section 3.1 that there is a one-
to-one correspondence between the records inM and D, and that the features (columns)
ofM correspond to the discretized values of the numerical demographic attributes, the
values of the categorical demographic attributes, and the input MFAs. The discretization of
each numerical demographic attribute is performed by applying the k-means++ algorithm
[63]; see Section 2.2.2.2. The number of discretized values in the attribute is selected

54



3.6 Baselines for clustering RT-datasets

automatically by the Elbow method [151]. The Elbow method is an effective heuristic [151],
which, in our method, applies k-means++ with different values of k and automatically
selects the k value that leads to the best result with respect to the total within-cluster sum
of squares measure. We use the Elbow method, because it allows discretization with no
parameters. Alternatively, the users can discretize the numerical demographic attributes
using other methods [152] and provide the discretized values as input to PC.
Hierarchical clustering. In this phase, the algorithm applies agglomerative average-
linkage hierarchical clustering (see Section 3.3.4) with cosine similarity to the binary
representationM. This partitionsM into k clusters, where k is the input parameter of PC.
We used hierarchical clustering, because it was shown to be effective for clustering binary-
represented and EHR data [127], while it does not need to construct cluster representatives,
which is problematic for set-valued data. We used cosine similarity, because it was shown
to be effective for clustering binary-represented data with many features such asM [122].
Note, there may be records in D that do not contain the diagnosis codes in any MFA in
M. These records are referred to as unclustered records, and intuitively they are dissimilar
to all other records which are represented inM. Thus, they are removed fromM (i.e.,
these records are not added into any clusters), because this helps the quality of clustering
as explained in [47]. There are, however, several alternative strategies for dealing with
unclustered records, which we discuss in Section 3.7 and Chapter 6. Last, PC constructs
the clustered RT-dataset by clustering the records in the dataset according to the way they
were clustered in the binary representationM (i.e., constructing a cluster with all records
of the RT-dataset that are in the same cluster after agglomerative hierarchical-clustering
has been applied toM).

The time complexity of PC is O(|D| · |I| + |D|2), with the first and second term
corresponding to step 1 and 2, respectively. Assuming |D| ≥ |I|, the bottleneck is the
execution of the agglomerative average-linkage hierarchical clustering algorithm which has
a complexity of O(|D|2), when implemented based on the efficient nearest-neighbor-chain
algorithm [153].

3.6 Baselines for clustering RT-datasets

This section presents four baselines for clustering an RT-dataset. The first baseline is
referred to as HYBRID. HYBRID is inspired by the two-level (hybrid) optimization strategy
of Poulis et al. [15]. It works in two phases:

1. Binary representation construction: This phase is similar to the binary represen-
tation construction phase of PC; the difference is that each diagnosis code in D is
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considered as a feature (column in the binary representation), whereas PC considers
each MFA as a feature instead. The resultant binary-represented dataset is denoted
withMHybrid.

2. k-Medoids clustering: In this phase, MHybrid is partitioned into p clusters, by
applying an efficient implementation of the k-medoids algorithm [64] with cosine
similarity multiple times. First, we apply the algorithm of Park et al. [64] to the
projection ofMHybrid on the features (columns) corresponding to demographics,
setting the number of clusters to a threshold a. Then, we apply the algorithm to
each of the resultant a clusters separately. Specifically, we consider the projection of
MHybrid on the features corresponding to diagnosis codes of the cluster and partition
it into b smaller clusters. Therefore, at the end of this phase, a · b = p clusters are
created.

Besides HYBRID, we considered as baselines three variations of MASPC, whose
differences from MASPC are as follows:

• MSPC (for Maximal-frequent pattern Selection PC): It considers maximal-frequent
patterns of length at least 2 instead of MFAs of length at least 2. That is, in line 3 of
MAS, it uses MFA← {I | I ∈MFI ∧ |I| ≥ 2}.

• MSPC+ (for Maximal-frequent pattern Selection PC with 1-length patterns): It
includes all maximal-frequent patterns. That is, in line 3 of MAS, it uses MFA←
{I | I ∈MFI}.

• MASPC+ (for Maximal-frequent All-confident pattern Selection PC with 1-length
patterns): In line 3 of MAS, it also includes MFAs of length 1 (i.e., comprised of a
single diagnosis code).

The reason we used these variations of MASPC was to examine the impact of our
choice to use MFAs of length at least 2 vs.: (I) maximal-frequent patterns of length at least
2, (II) maximal-frequent patterns of any length, and (III) MFAs of any length.

3.7 Experimental evaluation

In the following section, we evaluate our approach in terms of compactness and separation
of clustering, as well as in terms of runtime.
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3.7.1 Datasets

We used two publicly available RT-datasets, comprised of demographics and diagnosis
codes:

• VERMONT [154]. The dataset contains de-identified inpatient discharge data in
Vermont during 2015. Specifically, each row in the dataset describes an individual
emergency department encounter and is comprised of the demographic attributes
Age and Gender, and of the set-valued attribute Diagnosis-codes. This dataset was
used in [155, 156].

• INFORMS [157]. The dataset contains de-identified patient data and was used in
the Informs Data Mining Contest 2008. Specifically, each row in the dataset is the
join of the Demographics and Conditions tables from the training section during
2004 and contains the demographics {Year of birth, Gender, Race, Poverty} and the
set-valued attribute Diagnosis-codes. This dataset was used in [15, 158, 159].

The characteristics of the datasets we used are shown in Table 3.8.

Table 3.8 Description of the datasets used in our experiments.

Dataset # of # of # of distinct Max # of diagnosis Avg # of diagnosis
records |D| demographics diagnosis codes |Al+1| codes/record codes/record

VERMONT 52, 789 2 13, 521 20 10.44
INFORMS 26, 304 4 558 32 3.54

3.7.2 Experimental setup

We compared our approach against the four baseline methods in Section 3.6, because no
existing clustering algorithms can be applied to an RT-dataset comprised of demographics
and diagnosis codes (see Section 3.2).

The quality of clusters is measured using two popular quality indices; SI and CI

(see Section 3.3.5). This is because the datasets we use do not have information about a
ground truth clustering, and we are not aware of RT-datasets comprised of demographics
and diagnosis codes that come with such a clustering. To demonstrate the efficiency of
MASPC, we compared it against HYBRID. We excluded the other baselines from the
efficiency comparison because their runtime was similar to that of MASPC.

The default parameter values that are used in our experiments are shown in Table 3.9.
They were selected heuristically with the intention to cover different cases regarding the
effectiveness of our approach. The only exception was k, which was selected using the
Elbow method for our approach. For each other parameter, we tried a large range of values
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and then selected different values among the range, with the intention not to favor our
method or any other tested method. For example, we used a default value for minSup

that leads to the best result in VERMONT and the worst result in INFORMS, and a default
parameter for minOv and minAc that leads to a middling result in both VERMONT and
INFORMS. This heuristic procedure is clearly inefficient, and error-prone (many values
need to be tested and good values may be missed). However, it has been employed by other
pattern-based clustering methods [47]. This is because there does not exist an automated
methodology for selecting these data-dependent parameters in an optimal way, to the best
of our knowledge. We further discuss parameter selection in Section 6.2.1.3 of Chapter 6.
We emphasize that, in each of our experiments, our approach outperformed all others
across all tested values. Thus, it was not possible to tune the other approaches, by choosing
their favorable parameters, so that they outperform our MASPC algorithm.

Unless otherwise stated, each parameter was configured using its default value. Also,
MASPC and the baselines use the same parameters where possible. That is, MASPC uses
the same: (I) k with MSPC, MSPC+, MASPC+, and HYBRID, (II) minSup and minOv

with MSPC, MSPC+, and MASPC+, and (III) minAc with MASPC+. Furthermore,
following [47], we applied HYBRID and the variations of MASPC to the datasets produced
by MASPC. These datasets do not contain unclustered records (i.e., they only contain
records with the diagnosis codes of at least one MFA). By construction, the variations of
MASPC cluster all records of these datasets, since they select a superset of the patterns
selected by MASPC (i.e., they do not lead to new unclustered records). We have also
evaluated all tested methods following a different strategy of dealing with unclustered
records. In this strategy, the methods are applied to the entire dataset and the unclustered
records, if any, form a single cluster (see Section 6.2.1 of Chapter 6 for details).

We have implemented all algorithms in Python 3, and we ran all experiments on
an Intel i7 with 1.90 GHz and 16 GB of RAM. The source code is available at https:
//bitbucket.org/EHR_Clustering/maspc/src/master/.

Table 3.9 The default values for parameters for each dataset. minSup is the minimum
support threshold, minAc is the minimum all-confidence threshold, minOv is the mini-
mum pattern overlap threshold, and k is the desired number of clusters. a and b are the
parameters of HYBRID, selected as the best pair of values in terms of quality, among the
pairs whose product equals k.

Dataset minSup % minAc minOv k a b

VERMONT 1 0.1 40 15 3 5
INFORMS 0.7 0.11 10 4 2 2
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3.7.3 Clustering quality measurement

In this section, we show the superiority of MASPC over its 3 variations and HYBRID

in terms of being able to construct a high-quality clustering, comprised of compact and
well-separated clusters. We consider the impact of parameters minSup, minAc, minOv,
and k. We omit HYBRID from the results of all experiments in which it performed much
worse than all other methods.

3.7.3.1 Impact of minimum support threshold minSup

Figs. 3.1a, 3.1b, 3.1c and 3.1d show that MASPC outperforms the baselines, for all tested
minSup values, with respect to SI and CI , being able to find a more meaningful clustering
than them. Specifically, the SI scores of MASPC were on average at least 17% and up to
130% better than those of the baselines and similar trends were observed for the CI scores.
The reason is that MASPC does not consider a large number of maximal-frequent patterns
that have length 1 and/or allConf < minAc (see Table A.1 and Table A.2 of Appendix A
for VERMONT and INFORMS, respectively). Thus, it creates a binary representation with
fewer columns, compared to the binary representations created by baselines, which leads to
a better clustering. Since MASPC uses fewer patterns to construct clusters with correlated
and frequent diagnosis codes, which is a novel and practically important feature of our
approach, it led to unclustered records. This is because: (I) It uses only all-confident
frequent patterns (e.g., see in Tables A.1 and A.2 of Appendix A that MASPC uses on
average 11% fewer patterns than MSPC). (II) It uses only MFAs of length larger than 1

(e.g., see in Tables A.1 and A.2 of Appendix A that MASPC uses on average 51% fewer
patterns than MASPC+). The large number of length-1 patterns in both datasets compared
to those of length at least 2 is attributed to the sparsity of the datasets. Due to I and II,
a large number of records that do not support any MFA are unclustered (see Table A.3
and Table A.4 of Appendix A for VERMONT and INFORMS, respectively). Note, a larger
minSup means that patterns need to be appear more frequently, which results in fewer
selected patterns, but also the patterns are shorter so they have less chance to overlap,
which results in more selected patterns. Thus, the number of unclustered records may
increase or decrease as minSup gets larger.

3.7.3.2 Impact of minimum all-confidence threshold minAc

Figs. 3.2a, 3.2b, 3.2c and 3.2d show that MASPC outperforms MASPC+, for all tested
minAc values, with respect to SI and CI . This suggests that excluding MFAs of length
1 as MASPC does helps clustering. Specifically, the SI scores of MASPC were on
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Fig. 3.1 SI and CI scores vs. minimum support threshold minSup.

average at least 95% and up to 119% better than those of MASPC+ and similar trends
were observed for the CI scores. The baselines MSPC and MSPC+, whose scores are
not affected by minAc, were also much worse than our approach. Note that increasing
minAc improves SI and CI , since some patterns comprised of less correlated diagnosis
codes are not selected for MASPC and MASPC+ that are based on MFAs. Since MASPC
and MASPC+ select fewer patterns as minAc increases (see Tables A.5 and A.6 of
Appendix A), they create a binary representation with fewer columns that leads to a
clustering of higher quality. A larger minAc leads to more unclustered records (see Tables
A.7 and A.8 of Appendix A). This is because there are fewer MFAs, so there are more
records that do not support any MFA.
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Fig. 3.2 SI and CI scores vs. minimum all-confidence threshold minAc.

3.7.3.3 Impact of minimum pattern overlap threshold minOv

Figs. 3.3a, 3.3b, 3.3c and 3.3d show that MASPC outperforms the baselines, for all
tested minOv values, with respect to SI and CI . Specifically, the SI scores of MASPC
were on average at least 16% and up to 117% better than those of the baselines and
similar trends were observed for the CI scores. Note that increasing minOv improved the
clustering result by avoiding to consider patterns that share diagnosis codes and appear
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Fig. 3.3 SI and CI scores vs. minimum pattern overlap threshold minOv.

in few (< minOv) number of records. This supports our design choice to control the
presence of such patterns with the parameter minOv (see Section 3.5). Note that a larger
minOv results in fewer patterns (see Tables A.9 and A.10 of Appendix A), because it
is more difficult for a pattern to co-occur in a large number (at least minOv) of records.
Since MASPC uses a small number of patterns, to be able to construct clusters with
correlated diagnosis codes, it results in unclustered records (see Tables A.11 and A.12 of
Appendix A). The number of unclustered records increases with minOv, because there are
fewer selected patterns and hence there are more records that do not support any of them.

3.7.3.4 Impact of number of clusters k

Figs. 3.4a, 3.4b, 3.4c and 3.4d show that MASPC outperforms all four baselines (recall
that we included HYBRID in these experiments, because it uses the parameter k), for all
tested k values, with respect to SI and CI . Specifically, the SI scores of MASPC were
on average at least 23% and up to 843% better than those of the baselines, and similar
trends were observed for CI . Note that HYBRID was the worst among the baselines.
This is attributed to two facts: (I) There are many diagnosis codes (i.e, 13521), which are
used as features (columns) in the binary representation. This in turn makes clustering
difficult due to the curse of dimensionality. (II) The HYBRID algorithm does not take into
account correlations between demographics and diagnosis. This is because it clusters first
demographics, and then diagnosis codes within each cluster, and records that are similar
with respect to demographics are often dissimilar with respect to diagnosis codes.

3.7.3.5 Clustering quality when unclustered records are clustered together

We report results for a different strategy of dealing with unclustered records, in which
all unclustered records are clustered together (see Chapter 6 for further discussion of the
strategy). We report a small subset of our experiments using VERMONT and INFORMS

for CI . Other experiments were qualitatively similar to those we present and therefore
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Fig. 3.4 SI and CI scores vs. number of clusters k

they have been omitted. As can be seen in Figs. 3.5 and 3.6, MASPC outperformed all
other methods, for all tested values of the parameters minSup, minAc, minOv, and k.
For example, in Fig. 3.5a, the CI scores for MASPC were on average at least 26% and
up to 96% better than those of the other methods. Similarly, the CI scores for MASPC
in Fig. 3.5c were on average at least 37% and up to 113% better than those of the other
methods. This is attributed to: (I) the pattern selection strategy of MASPC, which selects
patterns that lead to higher quality clusters than those selected by its variations, and (II)
the clustering strategy of MASPC, which outperforms the strategy of HYBRID that treats
demographics and diagnosis codes separately.
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Fig. 3.5 CI scores vs. minSup, minAc, minOv, and k for VERMONT when unclustered
records are clustered together.

3.7.4 Efficiency of computation

We evaluate the runtime of MASPC and Hybrid, for varying minSup, minAc, and
minOv. We do not report the impact of k because increasing k did not substantially affect
the runtime of MASPC (since hierarchical clustering builds the entire dendrogram for any
k). However, the runtime of MASPC was always lower than that of HYBRID. We also
omit the evaluation of the variations of MASPC because their running time is very similar
to that of MASPC.
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Fig. 3.6 CI scores vs. minSup, minAc, minOv, and k for INFORMS when unclustered
records are clustered together.

3.7.4.1 Impact of thresholds minSup, minAc, and minOv

Fig. 3.7a shows that MASPC required significantly less time than HYBRID, for all tested
values of minSup, being up to 12.22 times faster. This is because HYBRID executes
k-medoids multiple times, once for each cluster. On the other hand MASPC is applied
once and to a binary representation of the RT-dataset that contains a relatively small
number of features. Note also that MASPC takes substantially less time as minSup

increases. This is expected because fewer MFAs are selected, which leads to a smaller
binary representation and hence faster clustering. For the same reason, MASPC is faster
than HYBRID and takes less time as minAc or minOv increases (see Figs. 3.7b and
3.7c). Specifically, MASPC was up to 5.63 and 6.34 times faster than HYBRID as minAc

and minOv increases respectively. The results for INFORMS were quantitatively similar
(omitted).

Recall that MASPC applies the MAS algorithm, to select MFAs, and then the PC
algorithm, to perform clustering. Clearly, the runtime of each of these two algorithms
is also affected by the thresholds minSup, minAc and minOv. On average, 44% of the
time required by MASPC is spent by MAS and the remaining by PC (see Appendix A.7
for details).

3.7.4.2 Impact of dataset size |D|

Fig. 3.8a shows the runtime of MASPC and HYBRID for increasingly larger random
subsets of the VERMONT dataset. MASPC scales better with |D| compared to HYBRID,
being on average 3.18 and up to 5.8 times faster. As can be seen in Appendix A.8, 43% of
the time of MASPC is spent by MAS and the remaining by PC. Note also that MASPC
scales linearly with |D|, which makes it suitable for clustering datasets with a large number
of records. On the other hand, HYBRID is not scalable, as it needs to apply the k-medoids
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Fig. 3.7 Runtime vs. (a) minSup, (b) minAc, and (c) minOv.

algorithm, whose time complexity is quadratic with respect to the dataset size, multiple
times.

3.7.4.3 Impact of domain size |Al+1|

Fig. 3.8b shows the runtime of MASPC and HYBRID for an increasingly larger percentage
of diagnosis codes of VERMONT. As can be seen in Appendix A.9, 44% of the time of
MASPC is spent by MAS and the remaining by PC. MASPC scales better than HYBRID,
being on average 4.6 and up to 5.8 times faster. Note also that MASPC scales linearly
with the percentage of diagnosis codes. On the other hand, HYBRID is not scalable because
of the larger datasets (clusters) to which k-medoids is applied.
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Fig. 3.8 Runtime vs. (a) dataset size, and (b) number of diagnosis codes.

3.7.5 Overview of demographics and patterns in clusters

In this section, we examine the clusters constructed by MASPC when applied to the
VERMONT dataset with k = 20. We demonstrate that the created clusters are compact and
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well-separated with respect to demographics. We also show that the clusters allow finding
correlations between diagnosis codes and between diagnosis codes and demographics
that have been documented in the medical literature. We omit the results for the smaller
INFORMS dataset, because they were qualitatively similar.

1 2
Gender Group

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20

Cl
us

te
r I

D

1 5788

1 1378

0 1379

0 1188

0 928

0 734

0 411

0 370

1 3646

585 523

4443 0

1559 2

1328 0

1669 1

1129 0

793 0

419 0

176 0

225 0

309 0

0

1000

2000

3000

4000

5000

(a)

1 2 3 4 5 6 7 8 9 10 11 12 13 14
Age Group

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20

Cl
us

te
r I

D

0 1 0 0 0 0 2 0 0 6 10 1 0 5769

0 0 0 0 0 0 0 2 0 1 0 0 1376 0

0 0 0 0 0 0 0 0 0 0 1 1378 0 0

0 0 5 0 1 6 6 0 11 13 1146 0 0 0

0 0 2 4 3 0 10 17 0 892 0 0 0 0

0 0 0 1 1 0 0 0 732 0 0 0 0 0

0 0 0 0 0 0 0 411 0 0 0 0 0 0

0 0 0 0 0 0 370 0 0 0 0 0 0 0

0 34 793 10691097 653 0 1 0 0 0 0 0 0

1108 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 3 0 7 6 0 6 1 2 1 0 4417

0 1 0 0 0 2 1 0 1 9 0 0 1547 0

0 0 0 0 0 0 0 1 1 0 1324 2 0 0

0 0 6 0 13 0 0 0 28 0 0 1604 10 9

0 0 0 0 1 0 2 0 0 1124 0 0 2 0

0 0 0 0 0 0 0 2 791 0 0 0 0 0

0 0 0 0 0 0 2 417 0 0 0 0 0 0

0 0 0 0 0 174 2 0 0 0 0 0 0 0

0 0 0 0 0 0 225 0 0 0 0 0 0 0

0 0 69 88 150 0 2 0 0 0 0 0 0 0

0

1000

2000

3000

4000

5000

(b)

Gender Value
Group

1 Male
2 Female

(c)

Age Group

1 2 3 4 5 6 7 8 9 10 11 12 13 14
Value < 1 1-17 18-24 25-29 30-34 35-39 40-44 45-49 50-54 55-59 60-64 65-69 70-74 ≥ 75

(d)

Fig. 3.9 Heat Map for the clustering of the VERMONT dataset for: (a) Gender, and (b) Age.
The x axis shows different groups for Gender or Age. The correspondence between groups
for Gender and Age and their values is shown in (c) and (d), respectively. The number of
records in each cluster that belong to a certain Gender or Age Group are shown as numbers
in each cell of a heat map.

3.7.5.1 Demographics in the clusters

Fig. 3.9 shows detailed information about the demographics of the patients in each cluster.
For example, in cluster with Cluster ID 1, most patients (5788

5799
) are female (see the heat

map in Fig. 3.9a and Table 3.9c) and have age over 75 (see the heat map in Fig. 3.9b
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and Table 3.9d). Note that the clusters are compact and well-separated with respect
to demographics, which allows meaningful analyses based on demographics. This is
encouraging because MASPC does not specifically optimize the similarity of records with
respect to demographics, as it aims to create clusters with records that are similar with
respect to both demographics and diagnosis codes. Note that each of the clusters with
Cluster IDs 1 to 9 in Fig. 3.9 contains mostly female patients of a different age group.
Similarly, each of the clusters with Cluster IDs 11 to 20 contains mostly male patients of a
different age group. Last, the cluster with Cluster ID 10 contains both male and female
patients of age < 1.

3.7.5.2 Top-3 most frequent MFAs in each cluster

Table 3.10a shows the top-3 most frequent MFAs in each cluster, and Table 3.10b shows
the clusters that each of these MFAs is contained in. Note, 27 out of the 41 distinct MFAs
appear in one cluster, while 9 (respectively, 5) MFAs appear in 2 (respectively, 3) clusters.
Thus, the clusters are relatively well separated with respect to these patterns. Furthermore,
the patterns that appear in more than one cluster are generally comprised of diseases that
affect a large number of patients. Moreover, the MFAs are comprised of correlated diseases,
as we discuss later in this section.

3.7.5.3 Correlations among diagnosis codes in MFAs

Table 3.11 shows 9 representative MFAs that are contained in the clusters produced by
MASPC. It can be seen that the diagnosis codes in each MFA are indeed correlated,
and this is supported by one or more indicative papers from the medical literature. For
example, the first pattern {491.21, V 46.2} contains a diagnosis code for a type of bron-
chitis for which supplementing oxygen is a common treatment. Similarly, the fourth
pattern {327.23, 278.01} contains the diagnosis codes of “obstructive sleep apnea (adult)
(pediatric)” and “morbid obesity”, which are correlated, since obstructive sleep apnea is a
common comorbidity in obese patients. These results suggest that using all-confidence is
an effective way of finding patterns with correlated diagnosis codes.

3.7.5.4 Correlations between diagnosis codes in MFAs and demographics

Table 3.12 shows 6 representative MFAs that are contained in the clusters produced by
MASPC. It can be seen that the diagnosis codes in each MFA are indeed correlated, and
that this is supported by one or more indicative papers from the medical literature. In
addition, the MFAs are correlated with demographics, and these correlations are also
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Table 3.10 (a) Top-3 most frequent MFAs in each cluster constructed by MASPC (see
Table A.16 in Appendix A for the full name of each ICD code). (b) The MFAs in Table
3.10a and the clusters they are contained in.

Cluster MFAs
ID top-1 frequent top-2 frequent top-3 frequent
1 {E78.5,I25.10} {V49.86,V58.66} {V49.86,V66.7}
2 {272.4,401.9,530.81} {491.21,V46.2} {E78.5,K21.9}
3 {250.00,V58.67} {278.01,327.23} {038.9,995.91}
4 {244.9,530.81} {E78.5,I25.10} {275.2,276.8}
5 {I10,K21.9} {491.21,V46.2} {I10,Z87.891}
6 {305.1,311} {300.00,V58.69} {E78.5,I10}
7 {250.00,278.00} {278.00,530.81} {305.1,496}
8 {275.2,276.8} {278.00,311} {428.0,496}
9 {645.11,V27.0} {664.11,V27.0} {659.71,V27.0}

10 {V05.3,V30.00} {041.49,599.0} {V49.86,V66.7}
11 {I25.10,Z79.82} {038.9,995.91} {I12.9,N18.3}
12 {E78.5,I25.10} {414.01,496} {428.0,584.9}
13 {250.60,357.2} {E78.5,I10} {272.4,401.9,530.81}
14 {I10,Z87.891} {250.00,V58.67} {I10,K21.9}
15 {412,V58.66} {305.1,530.81} {250.00,V58.67}
16 {I10,K21.9} {300.00,305.1} {250.00,584.9}
17 {E78.5,I10} {278.01,327.23} {403.90,414.01}
18 {272.4,V58.67} {305.1,311} {305.1,V58.69}
19 {311,338.29} {305.1,V58.69} {272.4,V58.67}
20 {311,V58.69} {305.1,338.29} {038.9,995.91}

(a)

MFAs Cluster ID MFAs Cluster ID
{038.9,995.91} 3,11,20 {311,V58.69} 20
{041.49,599.0} 10 {403.90,414.01} 17
{244.9,530.81} 4 {412,V58.66} 15

{250.00,278.00} 7 {414.01,496} 12
{250.60,357.2} 13 {428.0,496} 8
{250.00,584.9} 16 {428.0,584.9} 12

{250.00,V58.67} 3,14,15 {491.21,V46.2} 2,5
{275.2,276.8} 4,8 {645.11,V27.0} 9

{272.4,401.9,530.81} 2,13 {659.71,V27.0} 9
{272.4,V58.67} 18,19 {664.11,V27.0} 9
{278.00,311} 8 {E78.5,I10} 6,13,17

{278.00,530.81} 7 {E78.5,I25.10} 1,4,12
{278.01,327.23} 3,17 {E78.5,K21.9} 2
{300.00,305.1} 16 {I10,K21.9} 5,15,16

{300.00,V58.69} 6 {I10,Z87.891} 5,14
{305.1,311} 6,18 {I12.9,N18.3} 11

{305.1,338.29} 20 {I25.10,Z79.82} 11
{305.1,496} 7 {V05.3,V30.00} 10

{305.1,530.81} 15 {V49.86,V58.66} 1
{305.1,V58.69} 18,19 {V49.86,V66.7} 1,10
{311,338.29} 19

(b)

supported by papers from the medical literature. The correlation is of the form “an
MFA appears more often for patient groups with certain demographics” (e.g., male). We
show that the same conclusion can be made from the clusters constructed by MASPC
(e.g., when each cluster is in an aggregate form containing the range or set of values in
each demographic that are contained in the cluster and the selected MFAs by MAS), by
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Table 3.11 MFAs in the clusters constructed by MASPC. For each pattern, we refer to one
or more indicative papers from the medical literature supporting that the diagnosis codes
in the MFA are correlated.

MFA Reference

491.21 (Obstructive chronic bronchitis with (acute) exacerbation) [160, 161]V46.2 (Dependence on supplemental oxygen)
I25.10 (Atherosclerotic heart disease of native coronary artery without angina pectoris) [162, 163]Z79.82 (Long term (current) use of aspirin)

E78.5 (Hyperlipidemia, unspecified) [164]K21.9 (Gastro-esophageal reflux disease without esophagitis)
327.23 (Obstructive sleep apnea (adult)(pediatric)) [165, 166]278.01 (Morbid obesity)
Z87.891 (Personal history of nicotine dependence) [167]E78.5 (Hyperlipidemia, unspecified)

I10 (Essential (primary) hypertension) [168]Z87.891 (Personal history of nicotine dependence)
I10 (Essential (primary) hypertension) [169]K21.9 (Gastro-esophageal reflux disease without esophagitis)

428.0 (Congestive heart failure, unspecified) [170]584.9 (Acute kidney failure, unspecified)
276.8 (Hypopotassemia) [171]275.2 (Disorders of magnesium metabolism)

computing the relative frequency for the clusters containing patients of the group of interest
(e.g., male) and comparing it with that for the other clusters (e.g., female).

In the following, we discuss each MFA in Table 3.12.

Table 3.12 MFAs in the clusters constructed by MASPC. For each pattern, we refer to one
or more indicative papers from the medical literature supporting that the diagnosis codes
in the MFA are correlated and also that they are correlated with demographics.

MFA Reference

357.2 (Polyneuropathy in diabetes)
[172]250.60 (Diabetes with neurological manifestations,

type II or unspecified type, not stated as uncontrolled)
038.9 (Unspecified septicemia) [173]995.91 (Sepsis)

I12.9 (Hypertensive chronic kidney disease with stage 1 through
stage 4 chronic kidney disease, or unspecified chronic kidney disease) [174]

N18.3 (Chronic kidney disease, stage 3 (moderate))
E78.5 (Hyperlipidemia, unspecified) [175, 176]I25.10 (Atherosclerotic heart disease of native coronary artery without angina pectoris)

I10 (Essential (primary) hypertension) [177]E78.5 (Hyperlipidemia, unspecified)
V30.00 (Single liveborn, born in hospital, delivered without mention of cesarean section) [178]V05.3 (Need for prophylactic vaccination and inoculation against viral hepatitis)
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• {357.2, 250.60}: This MFA corresponds to a known comorbidity [160, 161] that
appears more often in old and in male patients. In line with this, we found that the
relative frequency of this MFA in clusters comprised almost entirely (> 96%) of
male patients is larger by 146% compared to the relative frequency of the MFA in
clusters comprised almost entirely (> 96%) of female patients. We also found that
the relative frequency of the MFA in clusters comprised entirely of patients aged
≥ 60 (old according to [179]) is larger by 35.3% compared to the relative frequency
of the pattern in clusters comprised entirely of patients aged < 60.

• {038.0, 995.91}: This MFA corresponds to a known comorbidity that appears more
often in old patients [173]. In line with this, we found that this observation can
also be made from the clusters constructed by MASPC. Specifically, the relative
frequency of the MFA in clusters comprised entirely of patients of age ≥ 60 (old) is
larger by 27% compared to the relative frequency of the pattern in clusters comprised
entirely of patients aged < 60.

• {I12.9, N18.3}: This MFA corresponds to a known comorbidity that appears more
often in patients who are at least 75 years old, compared to patients who are between
at least 65 and less than 75 years old [174]. In line with this, we found that this
observation can also be made from the clusters constructed by MASPC. Specifically,
the relative frequency of this MFA in clusters comprised entirely of patients at least
75 years old is larger by 70% compared to the relative frequency of the pattern in
clusters comprised entirely of patients who are at least 65 and less than 75 years old.

• {E78.5, I25.10}: This MFA corresponds to a known comorbidity (atherosclerosis
is the result of hyperlipidemia and hyperlipidemia is a well-known risk factor for
atherosclerotic heart disease) which appears more often in old patients [175, 176]. In
line with this, we found that the relative frequency of this MFA in clusters comprised
almost entirely of patients of age ≥ 60 is larger by 274% compared to the relative
frequency of the pattern in clusters comprised entirely of patients aged < 60.

• {I10, E78.5}: This MFA corresponds to a known comorbidity that appears more
often in patients over 45, and it also appears more often in male compared to female
patients [174]. In line with this, we found that the relative frequency of this pattern
in clusters comprised of patients aged ≥ 45 is 18.6 times more compared to that in
clusters comprised of patient aged < 45. Also, we found that the relative frequency
of this MFA in clusters comprised almost entirely (> 96%) of male patients is 15.2%
larger compared to that in clusters comprised almost entirely (> 96%) of female
patients.
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• {V 30.00, V 05.3}: There is a strong correlation of this MFA with age, since V 30.00

corresponds to the birth of a baby and V 05.3 to a vaccine that all babies should get
short after birth [177]. In line with this, we found that the relative frequency of this
MFA in the cluster of patients with age < 1 is 99.2% and that this MFA did not
occur in any other cluster.

3.7.5.5 Correlations between combinations of diagnosis codes (patterns), which
are not part of MFAs, and demographics

Table 3.13 shows 6 representative patterns that are contained in the clusters produced
by MASPC and contain a diagnosis code associated with only male or female
patients. Clearly, if the clusters preserved correlations between demographics and
diagnosis codes, such patterns would be found in clusters containing mostly male
or female patients. This was indeed the case for the clusters produced by MASPC;
the first three patterns in Table 3.13 appeared in clusters containing only male
patients, while the remaining two patterns appeared in clusters containing only
female patients.

Table 3.13 Patterns in the clusters contained by MASPC. The codes N52.9 and 185 are
associated only with male patients, while the codes 174.9 and 182.0 only with female
patients.

Patterns
N52.9 (Male erectile dysfunction, unspecified)

I10 (Essential (primary) hypertension)
185 (Malignant neoplasm of prostate)

188.9 (Malignant neoplasm of bladder, part unspecified)
185 (Malignant neoplasm of prostate)

250.00 (Diabetes mellitus without mention of complication,
type II or unspecified type, not stated as uncontrolled)

174.9 (Malignant neoplasm of breast (female), unspecified)
311 (Depressive disorder, not elsewhere classified)

182.0 (Malignant neoplasm of corpus uteri, except isthmus)
401.9 (Unspecified essential hypertension)
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Chapter 4

Clustering RS-datasets

A Relational-Sequential dataset (or RS-dataset for short) contains records comprised of
a patient’s values in demographic attributes and their sequence of diagnosis codes. The
task of clustering an RS-dataset is helpful for analyses ranging from pattern mining to
classification. However, existing methods are not appropriate to perform this task. Thus,
we initiate a study of how an RS-dataset can be clustered effectively and efficiently. We
formalize the task of clustering an RS-dataset as an optimization problem. At the heart of
the problem is a distance measure we design to quantify the pairwise similarity between
records of an RS-dataset. Our measure uses a tree structure that encodes hierarchical
relationships between records, based on their demographics, as well as an edit-distance-
like measure that captures both the sequentiality and the semantic similarity of diagnosis
codes. We also develop an algorithm which first identifies k representative records (centers),
for a given k, and then constructs k clusters, each containing one center and the records that
are closer to the center compared to other centers. Experiments using two Electronic Health
Record datasets demonstrate that our algorithm constructs compact and well-separated
clusters, which preserve meaningful relationships between demographics and sequences of
diagnosis codes, while being efficient and scalable.

4.1 Overview

Electronic Health Records (EHRs) contain a wealth of information (e.g., demographics,
diagnoses, medications, and laboratory results) about many patients over long time periods.
Data mining techniques are increasingly being employed on EHR data to derive actionable
knowledge from such information [113, 114, 38, 180], which can guide clinical decision
support [181], public health monitoring [182], and patient treatment [115].
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4.1.1 Motivation

Table 4.1 A (toy) example of an RS-dataset (copy of Table 1.2). Age, Gender, and Ethnicity
are demographic attributes; the Diagnosis codes sequence attribute is comprised of ICD-9
codes.

Age Gender Ethnicity Diagnosis codes sequence
69 M Black (414.01, 250.00, 272.4, 401.9, 412, 696.1)
1 F White (765.18, 774.2, 765.27, 769)
67 M Black (414.01, 4111, 272.1, 250.00, 401.9)
48 F White (441.2, 401.9, 345.90, 414.01)
50 F White (414.01, 250.01, 401.9, 412, 2720)
0 F White (765.19, 769, 774.2, 779.3, 765.28, 771.7)

61 F White (414.01, 424.0, 440.21, 427.89, 250.00, 401.9)
1 F White (765.16, 775.6, 765.27, 769)

68 M Black (414.01, 411.1, 250.01, 401.9, 272.0)

Table 4.2 A clustered RS-dataset produced from the dataset in Table 4.1 by our algorithm.
Cluster ID is for reference.

Cluster
Age Gender Ethnicity Diagnosis codes sequence

ID
1 69 M Black (414.01, 250.00, 272.4, 401.9, 412, 696.1)
1 67 M Black (414.01, 411.1, 272.1, 250.00, 401.9)
1 68 M Black (414.01, 411.1, 250.00, 401.9, 272.0)

2 1 F White (765.18, 774.2, 765.27, 769)
2 0 F White (765.19, 774.6, 765.28, 779.3, 769, 771.7)
2 1 F White (765.16, 774.2, 765.27, 769)

3 48 F White (441.2, 414.01, 345.90, 440.32, 250.00, 401.9)
3 50 F White (414.01, 440.31, 250.01, 401.9, 412, 272.0)
3 61 F White (414.01, 424.0, 440.21, 427.89, 250.00, 401.9)

Recall from Chapter 1 that a Relational Sequential (or RS-dataset for short) contains
single-valued attributes and a sequence. In this chapter, we consider the task of clustering
an RS-dataset in which every record contains a patient’s demographics and a sequence of
the patient’s diagnosis codes. An example of such dataset is in Table 4.1. The first record
corresponds to a 69-year old black male patient who is associated with six diagnoses (ICD-9
codes) [13]: first with 414.01 (coronary atherosclerosis of native coronary artery), then with
250.00 (diabetes mellitus type II without complications), and next with 272.4, 401.9, 412

and 696.1. We aim to construct clusters with similar values in demographics and also
similar diagnosis codes that occur in similar order. An example of a clustering of the
dataset in Table 4.1 is in Table 4.2. The first cluster (records with Cluster ID 1) represents
black males over 60 sharing the sequence (414.01, 250.00, 401.9).
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After clustering an RS-dataset, one can: (I) discover trends from each cluster, such
as disease progression for patients with similar demographics, (II) compare trends across
clusters, which could improve diagnosis and treatment decision making, as well as epidemi-
ological analysis and research [24, 25], or (III) visualize the clusters [22, 23]. Furthermore,
one can discover frequently occurring temporal condition patterns [21] from each cluster,
which may inform research into causation or other associations [21]. Moreover, cluster-
ing an RS-dataset can be applied before: (I) classification to improve the accuracy of a
classification model [183], (II) anonymization to enhance data utility [15], or (III) clinical
pathway mining [20] to extract pathways for distinct types of patients.

An RS-dataset contains two fundamentally different types of data; demographics
that are modeled as relational attributes and a sequence of diagnosis codes. Thus, its
clustering is particularly challenging. In fact, as it will be explained in Section 4.2, existing
clustering algorithms (e.g., that of [181] which clusters a relational dataset comprised of
demographics and clinical information) are inappropriate to address this task. Also, it is
inappropriate to first convert an RS-dataset into a dataset that can be clustered with an
existing clustering algorithm and then clustering it using that algorithm.

4.1.2 Contributions

Motivated by the usefulness of the task of clustering RS-datasets and the ineffectiveness of
existing methods to address it, we propose the first approach for this task. The clusters
constructed by our approach can be used in analytic tasks, including visualization, clas-
sification, clinical pathway mining, and trend discovery. These tasks could help practice
review and support decisions and potentially improve patient treatment and care. Also, our
work implies the need for developing new methods for clustering complex EHR data.

Our work makes the following specific contributions:

1. The task of clustering an RS-dataset is formalized as a k-center [184, 185] optimization
problem.

2. A new distance measure is proposed. The distance measure captures the pairwise
similarity between records of an RS-dataset, based on their demographics and sequences
of diagnosis codes, in a unified manner. The similarity with respect to demographics is
captured using a tree structure that encodes hierarchical relationships between records
based on their demographics. The similarity with respect to sequences of diagnosis codes
is captured by an edit-distance-like measure that we develop to account for the semantic
similarity of diagnosis codes, as specified by well-defined taxonomies.
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3. A new clustering algorithm is designed. The algorithm first identifies k records (centers)
representing clusters, for a given k, and then constructs k clusters, each containing a center
and the records that are closer to this center, with respect to our distance measure. Our
algorithm finds centers that are no more than two times worse than the best possible k

centers.

4. Experiments, using two EHR datasets, are conducted to show that our algorithm
constructs clusters which are: (1) compact (two times more compact on average compared
to clusters constructed by state-of-the-art algorithms [186, 187] that we adapt to cluster
RS-datasets); (2) well-separated (different clusters contain different values in Age, Gender,
and Ethnicity, as well as different frequent sequences of diagnosis codes); and (3) able to
preserve meaningful patterns that are documented in the medical literature. Our algorithm
is also shown to be efficient and scalable with respect to the number of records in the
RS-dataset and the number of clusters.

4.1.3 Chapter organization

The rest of the chapter is organized as follows. Section 4.2 work discusses related work
of clustering RS-datasets. Section 4.3 provides the necessary background. Section 4.4
presents our distance measures for RS-datasets. Section 4.5 provides a definition of
the problem addressed in this chapter. Section 4.6 presents our approach for clustering
RS-datasets. Section 4.7 presents our experimental evaluation.

4.2 Related Work

Data mining techniques that are being applied to EHR data include sequential pattern
mining [8], classification [188], and clustering [189]. For example, sequential pattern
mining and clustering have been employed in the task of clinical pathway mining (see
e.g., [20]). In the following, we focus on clustering and refer readers to [114] for a survey
on EHR data mining.

As discussed in Chapter 2, there is a very large number of clustering algorithms [189]
such as k-means [61], hierarchical clustering [190], k-medoids [64], and DBSCAN [76].
There is also much work on EHR data clustering [180, 127, 186, 191], including works
for clustering clinical and/or demographic attributes [181]. However, these algorithms are
inappropriate to cluster RS-datasets, as: (I) they assume an input dataset that contains a
single attribute type (e.g., atomic or set-valued [186]); and (II) their similarity measures
cannot be directly applied to records with attributes of multiple types [7].
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One may naturally wonder whether an RS-dataset can be first transformed so that
it contains a single attribute type and then clustered using an existing algorithm. For
example, a sequence of diagnosis codes in an RS-dataset can be transformed into a set
of atomic attributes, each containing the frequency of a q-gram (i.e., a substring of q
letters) of the sequence. Considering all distinct q-grams of all sequences and assuming
a fixed order for them allows us to find a set of atomic attributes that is common to all
sequences of diagnosis codes in an RS-dataset. These attributes can then replace the
sequence of diagnosis codes attribute in the RS-dataset to transform it into a relational
dataset that can be clustered with existing algorithms such as k-medoids [64]. However,
this transformation inevitably incurs information loss which harms the quality of clustering
(see Section 5.7). The same holds for transformations which represent demographics as a
sequence. For example, applying one-hot encoding to the demographic values in a record
of an RS-dataset, as in [186], creates a (binary) sequence to which we can append the
sequence of diagnosis codes. This leads to a sequential dataset which can be clustered with
existing algorithms (e.g., hierarchical clustering [190]). Yet, this transformation incurs
fake ordering information which affects our ability to meaningfully measure similarity
between records of the transformed dataset. Specifically, the values of demographics
become ordered and precede diagnosis codes. However, such an artificial ordering has no
semantic meaning as there is no natural ordering among attributes; only diagnosis codes
can be ordered. Similar issues arise when one transforms an RS-dataset record into a
vector, as required by the unsupervised deep learning algorithms reviewed in Chapter 2.

One may also wonder whether algorithms designed for RT-datasets (see Chapter 3) are
appropriate for clustering RS-datasets. For instance, recall that the MASPC algorithm
works by: (I) projecting an RT-dataset on a number of carefully selected patterns (sets of
demographic values and diagnosis codes), and (II) clustering the projected dataset based
on a hierarchical clustering algorithm [190]. The patterns are selected so that they are
frequent and comprised of correlated diagnosis codes. It is easy to cluster an RS-dataset
using MASPC by: (I) keeping only one occurrence of every diagnosis code in every record
of the RS-dataset (this converts an RS-dataset into an RT-dataset), (II) applying MASPC
on the RT-dataset, and (III) replacing the set of diagnosis codes in every record of the
clustered RT-dataset with the sequence of diagnosis codes of its corresponding record in
the RS-dataset. However, the resultant clusters contain dissimilar records with respect to
their diagnosis codes, as shown in Section 5.7. This is because MASPC does not consider
multiple occurrences of diagnosis codes in a record nor the order in which these diagnosis
codes occur in the record.
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4.3 Background

In the following, we summarize the notation used in this chapter (see Table 4.3) and
introduce some preliminary concepts.

Table 4.3 Table of notation.

Notation Definition
DRS RS-dataset

Ai, i ∈ [1, l] i-th demographic
s Sequence of diagnosis codes

rdem Projection of record r on demographics
rseq Projection of record r on sequence

dJC , dWE , dJCE , dJ , dLCS Distance functions
TRS RS-Tree

wdem, wdiag Weights

4.3.1 RS-dataset

An RS-dataset is denoted by DRS and contains l ≥ 1 demographic attributes, A1, . . . , Al.
Each demographic attribute can be numerical or categorical. Each record in DRS is a
vector containing l values, one in each demographic, and a sequence s = (s[1]s[2] . . . s[n])

comprised of |s| = n diagnosis codes. The projection of a record r on the set of demo-
graphic attributes (respectively, sequence s) is denoted by rdem (respectively, rseq). The
diagnosis codes in a sequence are drawn from an alphabet

∑
and can be represented in

different formats, e.g., as ICD-9 codes. In the latter case,
∑

is the set of all ICD-9 codes.

4.3.2 Semantic Distance

Jiang-Conrath (JC) distance [192] is a well-established measure to calculate the se-
mantic distance between two concepts, represented as nodes in a tree. JC distance
is based on information content (IC) [193], a measure of specificity which we de-
fine first. The information content of a node u in a tree with L leaves is defined as
IC(u) = − log2((

leafdesc(u)
asc(u)+1

+ 1)/(L+ 1)) [193], where asc(u) (respectively, leafdesc(u))
is the number of ascendants (respectively, leaf-level descendants) of u. Thus, tree nodes
close to leaves, which correspond to more specific concepts, get lower information content
values.
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Root node 

1 39 4 57 2 68

Fig. 4.1 An example tree.

The JC distance for two nodes ui, uj is denoted by dJC(ui, uj) and computed using
(4.1):

dJC(ui, uj) = (IC(ui) + IC(uj))− 2× IC(LCA(ui, uj)), (4.1)

where LCA(ui, uj) denotes the least common ancestor of ui, uj in the tree. For example,
using the tree of Fig. 4.1, we have: L = 9, leafdesc(1) = leafdesc(4) = 0, asc(1) = 3,
asc(4) = 4, IC(1) = IC(4) = − log2(

1
10
), and IC(LCA(1, 4)) = IC(root) = 0. Thus,

dJC(1, 4) = −2 log2( 1
10
) ≈ 6.64.

4.3.3 Weighted Edit Distance

Edit distance [194] is commonly used to capture the distance between two sequences si, sj
and is expressed as the minimum number of element insertions, deletions, and substitutions
needed to transform si to sj. There are several unweighted and weighted measures based
on edit distance; see [195] for a recent reference. We employ a weighted version of edit
distance from [196], which considers semantic similarity. It is denoted by dWE(sj, si) and
can be computed using (4.2):

dWE(si, sj) =



|si| if |sj| = 0

|sj| if |si| = 0

dWE(tail(si), tail(sj)) if si[1] = sj[1]

min


dWE(tail(si), sj) + 1

dWE(si, tail(sj)) + 1 otherwise.
dWE(tail(si), tail(sj)) + sub(si[1], sj[1])

(4.2)

where tail(si) = (si[2] . . . si[|si|]) and sub(x, y) ∈ [0, 1] is the cost of substituting element
x with y. dWE differs from edit distance in that the substitution cost is given by sub()
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instead of being 1. Let si = (a, b), sj = (a, c), sub(a, a) = 0, and sub(b, c) = 0.5. Then,
dWE(si, sj) = 0.5 as si[1] = sj[1] = a, and dWE(tail(si), tail(sj)) = dWE(b, c) = 0.5.

4.4 Distance Measure for RS-datasets

In this section, we first define the concept of RS-Tree, which is used by our distance
measure, and then define our distance measure.

4.4.1 RS-Tree TRS

An RS-Tree, denoted by TRS, encodes hierarchical relationships between records of an
RS-dataset DRS regarding demographics. TRS is constructed in two steps: (I) The records
in DRS are partitioned into groups, each containing all records with the same values in all
demographics. This is to quickly identify pairs of records that have distance zero based on
demographics. (II) Agglomerative average-linkage hierarchical clustering [190] is applied
to the groups obtained from step I. The distance between two groups is measured using the
Hamming distance [7], computed over demographics. To apply Hamming distance, we
discretize numerical demographic attributes (if any) [7].

Fig. 4.2 RS-Tree Construction. Record ID x corresponds to the x-th record in Table 4.1.

The leaves of an RS-Tree represent groups of records with the same demographics and
the root a group comprised of all records. Fig. 4.2 illustrates an RS-Tree constructed from
the RS-dataset in Table 4.1, after discretizing Age. The three groups of records (leaves in
the RS-Tree) are created in step I.

An RS-Tree can be used to measure the distance between two records based on their
demographics without requiring user input. This is an important benefit over existing
distance measures [15], which need users to set several data-dependent parameters. Also,
RS-Tree can consider the hierarchical information of all demographic attributes, which
can provide better clustering results as shown in Section 4.7.
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4.4.2 The dJCE Measure

Our measure, dJCE (for Jiang-Conrath Edit distance), captures the distance between two
records in an RS-Dataset based on both their demographics and sequences of diagnosis
codes, in a unified manner. dJCE is computed for a pair of records, ri, rj , based on the
JC-distance for demographics and the weighted edit distance for sequences of diagnosis
codes, as shown in (4.3):

dJCE(ri, rj) =
√
wdem · dJC(rdemi , rdemj ) + wdiag · dWE(r

seq
i , rseqj ), (4.3)

where wdem, wdiag are weights trading off the importance of dJC and dWE in the computa-
tion of dJCE . The distance dJC is computed using the RS-Tree TRS that is constructed
from DRS, as explained in Section 4.4.1.

To effectively use dJCE in our context, we modify it in two ways. First, we define the
substitution cost function sub() in dWE to reflect the semantic distance between diagnosis
codes. Specifically, for any two ICD-9 codes i, j, we set:

sub(i, j) = dJC(ui, uj)/ max
uq ,up∈H

dJC(uq, up), (4.4)

where ui and uj are the nodes in the standard ICD-9 code hierarchy H [197] that cor-
respond to i and j, respectively. This gives a zero substitution cost when i = j and a
smaller cost for semantically similar diagnosis codes. For example, sub(401.9, 414.01) <
sub(401.9, 250.00) as the first two codes are closer with respect to the ICD-9 code hier-
archy, since they both represent diseases of the circulatory system. The substitution cost
function in dWE captures that two sequences with semantically similar diagnosis codes are
more similar. This is not captured by edit distance, which penalizes every pair of different
ICD-9 codes equally. Second, we modify dJCE to avoid bias in favor of dJC or dWE by:
(I) normalizing dJC (respectively, dWE) by dividing with its maximum possible value
maxri,rj∈DRS

dJC(r
dem
i , rdemj ) (respectively, max(|rseqi |, |r

seq
j |)), and (II) selecting weights

in Eq. 4.3, so that wdem, wdiag ∈ [0, 1] and wdem + wdiag = 1. Normalization ensures that
the values of dJCE are in [0, 1] and that dJCE(ri, rj) = 0, if and only if rdemi = rdemj and
rseqi = rseqj . Of note, dJCE is a metric, since dJC and dWE are metrics [198], which makes
it generic enough for other uses (e.g., it can be incorporated into information retrieval
algorithms used for clinical reasoning [199]).
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4.5 Problem definition

We define the following clustering problem:

Problem 2 (RS-Dataset k-Center (RSDC)). Given an RS-dataset DRS and an integer

k > 0, find a set of C of k records in DRS, referred to as centers, such that the distance

maxr∈DRS
minc∈C dJCE (r, c) is minimized.

RSDC aims to find a set C of k centers such that the largest distance of any record
that is not in C to its closest center is minimum. RSDC can be formulated as a k-Center
problem with dJCE as its objective function (see Section 4.5.1). After finding C, the final
clustering of DRS is obtained by adding each center to a different cluster and then adding
each record that is not a center to the cluster where its closest center is (breaking ties
arbitrarily).

4.5.1 Mathematical formulation of RSDC problem

Define a binary variable yj such that yj = 1, if record rj ∈ DRS is selected as a center and
0 otherwise. Also, define binary variables xij such that xij = 1, if ri ∈ DRS is closest
to center rj ∈ DRS and 0 otherwise. Then, RSDC can be formulated as follows (the
formulation is similar to the k-center formulation in [200]):

minimize z (4.5a)

subject to
∑

j∈[1,|DRS|]

dJCE(ri, rj) · xij ≤ z ∀i ∈ [1, |DRS|] (4.5b)

∑
j∈[1,|DRS|]

xij = 1 ∀i ∈ [1, |DRS|] (4.5c)

xij ≤ yj ∀i, j ∈ [1, |DRS|] (4.5d)∑
j∈[1,|DRS|]

yj = k (4.5e)

yj ∈ {0, 1} ∀j ∈ [1, |DRS|] (4.5f)

xij ∈ {0, 1} ∀i, j ∈ [1, |DRS|] (4.5g)

z ∈ R (4.5h)

Eqs. 4.5a and 4.5b ensure that the objective value is no less than the maximum record-
to-center distance. Eq. 4.5c assigns each record to exactly one center. Eq. 4.5d ensures
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that no record is assigned to j unless there is a center at j. Eq. 4.5e ensures there are k

centers selected and Eqs. 4.5f and 4.5g are the binary restrictions.
There are several other formulations of clustering problems; see [201] and references

therein. For example, Vinod [202] considered a general partitional clustering problem
where the objective was to create k clusters that minimize the total assignment cost (i.e.,
sum of costs of assigning the i-th data point to the j-th cluster). We also minimize an
assignment cost which is calculated specifically using dJCE . Furthermore, the meaning of
the binary variables and the output in our work is different from [202] . Other examples of
clustering problem formulations appeared in [203], which considers the 1-norm, and in
[204], which identifies the best k cluster planes, instead of the best k centers.

4.5.2 Hardness of RSDC

We show that it is hard to solve RSDC optimally, or even to obtain a solution that is less
than two times worse than the optimal solution.

First, we prove that the RSDS problem is NP-hard by reducing the decision version of
RSDSC from the decision version of the well-known metric k-Center problem [26]. The
latter is NP-complete, as shown in [26] using a reduction from the decision version of the
dominating set problem [205]. The decision version of the dominating set problem asks if
there is in an undirected graph G = (V,E) a subset of nodes S ⊆ V of size at most k such
that each node in V \ S has at least one neighbor in S.

Theorem 1. The RSDC problem is NP-hard.

Proof. The decision version of RSDC asks whether there exists a set C of k centers such
that maxr∈DRS

minc∈C dJCE(r, c) ≤ B for a given real number B. The decision version
of RSDC is clearly in NP. Thus, it suffices to show that the decision version of RSDC can
be reduced from the decision version of the NP-complete metric k-Center problem [26].
A metric space (P, d) is an ordered pair, where P is a set and d : P × P → R+ is a
metric (also referred to as a distance function) on P . Given a metric space (P, d), where
P is a set of n points, an integer k ∈ [1, n], and a real number B, the decision version
of the metric k-Center problem asks to decide whether there exists a subset S ⊆ P of
k points such that maxp∈P mins∈S d(p, s) ≤ B. For the reduction, we first construct an
instance IRSDC of the decision version of RSDC in polynomial time from any instance IkC
of the decision version of the metric k-Center by: (I) adding a record r into an RS-dataset
DRS for each point p ∈ P, (II) setting dJCE (r, r′) = d (p, p′) for every pair p, p′ ∈ P

that corresponds to a pair of records r, r′ ∈ DRS, and (III) setting the parameters k

(respectively, B) in IRSDC to the value of the parameter k (respectively, B) in IkC . We
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then observe that if IRSDC has a positive answer, then there is a set C of k records such
that maxr∈DRS

minc∈C dJCE (r, c) ≤ B, which correspond to a subset S of k points in P

for which maxp∈P mins∈S d(p, s) ≤ B. Thus, IkC has a positive answer. It is easy to see
that the converse also holds.

Theorem 2. The RSDSC problem can be approximated within a factor of 2.

Proof. We reduce RSDC to the metric k-Center problem, which can be approximated
within a factor of 2 [185]. We first construct an instance IkC of the metric k-Center from
any given instance IRSDC of RSDC in polynomial time by: (I) adding a point p into the set
of points P , for each record r in the RS-dataset DRS, (II) setting d (p, p′) = dJCE (r, r′)

for every pair of records r, r′ ∈ DRS that corresponds to a pair of points p, p′ ∈ P , and
(III) setting the parameters k (respectively, B) in IkC to the value of the parameter k
(respectively, B) in IRSDC . We then prove the correspondence between a solution SkC to
IkC and a solution SRSDC to IRSDC . If SkC is a solution to IkC , then there is a subset S
of k points in P for which maxp∈P mins∈S d(p, s) is minimum. These points correspond
to a set C of k records s.t. maxr∈DRS

minc∈C dJCE (r, c) is minimum. Thus, SRSDC is a
solution to RSDC. Clearly, the converse also holds.

Theorem 3. The RSDSC problem cannot be approximated within a factor of 2− ϵ, for any

ϵ > 0, in polynomial time unless P=NP.

Proof. We reduce the metric k-Center problem, which cannot be approximated within
a factor of 2 − ε, for any ε > 0 [185], to RSDC. Given any instance IkC of the metric
k-Center, we construct an instance IRSDC of RSDC in polynomial time in the size of
IkC by: (I) adding a record r into an RS-dataset DRS for each point p ∈ P , (II) setting
dJCE (r, r′) = d (p, p′) for every pair p, p′ ∈ P that corresponds to a pair of records
r, r′ ∈ DRS, and (III) setting the parameters k (respectively, B) in IRSDC to the value
of the parameter k (respectively, B) in IkC . Since we have proved the correspondence
between a solution SkC to IkC and a solution SRSDC to IRSDC above, we have a reduction
from the metric k-Center problem to RSDC.

4.6 Clustering RS-datasets using DDSCA

Our Demographics and Diagnosis Sequences Clustering Algorithm (DDSCA) clusters an
RS-dataset based on the RSDC problem. DDSCA works in two phases (see Fig. 4.3): (I)
RS-Tree Construction; and (II) RS-Dataset Clustering, which is based on the algorithm
of [185]. We now explain each phase (see Algorithm 2 for the pseudocode):
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𝐃𝐑𝐒

RS-Tree 
Construction

RS-Dataset
Clustering

𝐓𝐑𝐒 k clusters
Fig. 4.3 DDSCA workflow. After constructing the RS-tree, we are able to calculate the
JC-distance dJC for any two records. This is combined with the weighted edit distance for
sequences of diagnosis codes to obtain dJCE . The latter is used by the DDSCA algorithm
to obtain the final clusters.

Algorithm 2 DDSCA (DRS,wdem, wdiag, k)

Input: Dataset DRS, wdem, wdiag, the number of clusters k
Output: a set of clusters U

// RS-Tree Construction Phase
1: TRS ← Agglomerative-Average-Linkage(DRS)

// RS-Dataset Clustering Phase
2: c← arbitrary record from DRS

3: U ← {c} // Set of clusters
4: C ← c // Set of centers
5: while |C| < k do
6: Select a record c from DRS such that c /∈ C and minc′∈C dJCE(c, c

′) is maximized
7: U ← U ∪ {c}
8: C ← C ∪ c
9: end while

10: for r ∈ DRS do
11: if r /∈ C then
12: Assign r to the cluster in U whose center c has minimum dJCE(c, r)
13: end if
14: end for
15: return U

RS-Tree Construction Phase: In this phase (line 1), the RS-Tree is constructed from
the input dataset DRS.

RS-Dataset Clustering Phase: The set C of k centers is constructed iteratively (lines
2-8), as follows. An arbitrarily selected record of DRS becomes the first cluster in the set
of clusters U and added into C (lines 2-4). Then, in each iteration, another record whose
distance from its closest center is as large as possible is found and added into C and into U

(lines 5-8). The process continues until k records are added into C. After that, k clusters
are built (lines 9-11). Then, each record that is not in C is added into the cluster whose
center is closest to it (line 11). Last, U is returned (line 12).
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Despite its simplicity, DDSCA computes the best possible centers that can be computed
in polynomial time. Specifically, we prove that it computes a set C that is at most 2 times
worse with respect to dJCE than the optimal solution to RSDC (see Section 4.6.1)

4.6.1 Approximation guarantee of DDSCA

The fact that DDSCA finds a set C of k centers that is at most 2 times worse with respect
to dJCE than the best possible set of k centers follows from the following two facts: (1)
DDSCA selects centers with a strategy following that of the algorithm of Gonzalez et
al. [185]. (2) The algorithm of [185] has an approximation ratio of 2. The fact that DDSCA
finds the best possible k centers in polynomial time follows from the fact that the RSDC
problem cannot be approximated within a factor smaller than 2 unless P = NP (see
Theorem 3).

4.6.2 The time complexity of DDSA

DDSA takes O(|DRS|2 · l + [(maxrseq∈DRS
|rseq|)2 + |TRS|]k|DRS|) time, where |TRS|

is the number of nodes in TRS, k is the number of clusters, and |DRS| is the number of
records in DRS. Line 1 takes O(|DRS|2 · l) time due to the use of agglomerative average-
linkage hierarchical clustering with Hamming distance. Lines 5-9 (and also Lines 10-14)
take O([(maxrseq∈DRS

|rseq|)2 + |TRS|]k|DRS|) time, where the terms in square brackets
correspond to the computation of dJCE .

4.7 Experimental evaluation

4.7.1 Data

Two RS-datasets, MIMIC [206] and INFORMS [207], were used. Each record in these
datasets contains the demographics Age, Gender, and Ethnicity of a patient and a sequence
with the patients’ ICD-9 codes. A similar dataset to INFORMS but with sets instead of
sequences of diagnosis codes was used in [186, 15]. Age in MIMIC and INFORMS
was discretized using a standard hierarchy [208], in different ways (see Section B.1 in
Appendix B). Table 4.4 summarizes the characteristics of MIMIC and INFORMS.

4.7.2 Competitors

We compared DDSCA, in terms of effectiveness and efficiency, against two state-of-the-
art clustering methods that we adapted to cluster RS-datasets: AGC (Adaptive Graph
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Table 4.4 Datasets characteristics.

Dataset |DRS|
# of |Σ| Max # of diag. Avg # of diag.

demographics codes/record codes/record
MIMIC 37, 730 3 5, 558 39 9.21

INFORMS 26, 630 3 545 46 3.63

Convolution) [187] and MASPC (Maximal-frequent All-confident pattern Selection with
Pattern-based Clustering) from Chapter 3. AGC and MASPC were chosen, as they
outperformed deep-learning-based methods (e.g., [209]) and a hybrid algorithm along the
lines of [15], respectively.

Details on AGC and MASPC are provided below.
AGC [187]: AGC gets as input a graph whose nodes have vectors as attributes, and

it outputs a partition of the nodes of the graph into k groups. In our context, the graph
is a tree, TAGC, that is similar to the RS-tree TRS of DDSCA. The difference between
TAGC and TRS and is that: (1) Each record r in any leaf-level node of TAGC does not
contain the sequence of diagnosis rseq but a vector with the frequencies of all q-grams (i.e.,
substrings of length q) of rseq, and (2) each record r in a non-leaf node of TAGC contains
a dummy vector of zeros. The differences are because each node in an input graph of AGC
must contain a vector of values. AGC uses graph convolution and spectral clustering [210]
to construct the groups of TAGC. However, some groups may contain non-leaf nodes,
which contain no useful information about sequences. Thus, we remove such nodes from
the groups. This does not affect the quality of clustering. Next, we obtain the clusters by
going over each group and adding into a cluster all the records in DRS corresponding to
the nodes in the group.

MASPC: Recall from Chapter 3 that MASPC gets as input a dataset in which each
record contains values in demographics, as well as a set of diagnosis codes, and it outputs
k clusters of the dataset. This dataset is produced by an RS-dataset, and the final clusters
are produced as described in Section 4.2. If there are records that are unclustered, MASPC
adds them into a single cluster, without considering how similar they are to other records.

4.7.3 Evaluation measures

For evaluating the quality of clusters based on demographics, we used the ASPJ (Average
Sum of Pairwise Jaccard distance) measure, defined as follows:

ASPJ =
1

k

∑
c∈C

∑
ri,rj∈c

dJ(r
dem
i , rdemj ), (4.6)
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where C is a set of k clusters and dJ() is Jaccard distance [7]. For evaluating the quality
of clusters based on diagnosis codes, we used the ASPWE (Average Sum of Pairwise
Weighted Edit distance) measure, defined as follows:

ASPWE =
1

k

∑
c∈C

∑
ri,rj∈c

dWE(r
seq
i , rseqj ). (4.7)

ASPJ and ASPWE are well-known internal clustering indices [189] measuring how similar
are records in clusters with respect to demographics and sequences of diagnosis codes,
respectively. We also used ASPLCS, which is similar to ASPWE but instead of dWE it
is based on the Longest Common Subsequence (LCS) distance measure [20]. The latter
is defined as dLCS(r

seq
i , rseqj ) = |rseqi |+ |r

seq
j | − 2 · ℓ(rseqi , rseqj ), where ℓ(rseqi , rseqj ) is the

longest common subsequence of the diagnosis code sequences rseqi and rseqj . Small values
in ASPJ, ASPWE and ASPLCS are preferred. External clustering indices were not used,
since our datasets do not have ground-truth clusters.

For evaluating the compactness of clusters, we defined a simple measure, called
Average Cluster Compactness (ACC). Let DRS be an RS-dataset that is clustered into a set
C of k clusters and {ui

1, . . . , u
i
m} be the set of values of an attribute Ai, i ∈ [1, l], in these

clusters. ACC is defined as follows:

ACC({A1, . . . , Al}) = 1

k · l
∑
i∈[1,l]

∑
c∈C

maxj∈[1,m] RF (ui
j, c)∑

j∈[1,m] RF (ui
j, c)

, (4.8)

where c is a cluster and RF (ui
j, c) is the relative frequency of a value in Ai that is contained

in c. Large values in ACC are preferred. For example, for a single attribute Ai, ACC({Ai})
takes values in (0, 1] and large values indicate that the most frequent value in clusters
appears in many records of the clusters. Similarly, ACC({Ai}) = 1 means that every
cluster contains only one value in Ai and thus the clusters are as compact as possible with
respect to this attribute.

4.7.4 Environment and code

We implemented DDSCA in Python 3 and used the Python implementations of AGC1 and
MASPC2. All experiments were performed on an Intel i9 at 3.70GHz with 64GB RAM.
Our source code is available at https://bitbucket.org/EHR_Clustering/ddsca/src/master/.
Unless stated otherwise, we used k = 50 (selected by the Elbow Method [211]) for all
methods and wdem = wdiag = 0.5 for our method. This weight configuration was chosen

1https://github.com/karenlatong/AGC-master
2https://bitbucket.org/EHR_Clustering/maspc/src/master/
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to treat demographics and diagnosis codes equally, as the competitors do. Also, it resulted
in much more compact clusters compared to alternative configurations (see Section B.2
in Appendix B). All parameters for AGC and MASPC were set to their default values
from [187, 186].

4.7.5 Clustering effectiveness

Fig. 4.4 shows that DDSCA outperformed both competitors in all tested cases, according
to all measures. For example, it created clusters with 184% (respectively, 167%) lower
ASPWE (respectively, ASPLCS) and 178% lower ASPJ on average compared to AGC in
MIMIC. This demonstrates that DDSCA created more compact clusters, which allow
meaningful analyses based on demographics and diagnosis codes. Similar measures to
ASPLCS but with other string distance functions were also used and analogous results
were obtained (see Section B.3 in Appendix B). AGC did not perform well because it
has to transform sequences of diagnosis codes into vectors of q-gram frequencies (see
Section 4.2), which inevitably affects sequence similarity measurement and does not
consider the semantic distance between diagnosis codes. For example, the sequences
(414.01, 250.00, 414.01) and (250.00, 414.01, 250.00) are considered maximally similar
by AGC, since they have the same 2-gram frequencies and hence the same vector repre-
sentation. Yet, they are dissimilar when the ordering of diagnosis codes and their semantic
similarity is considered. MASPC did not perform well because it operates on sets of
diagnosis codes.

4.7.6 Impact of q for AGC

We also examined the impact of q for AGC. Fig. 4.5 shows that cluster quality in MIMIC
and INFORMS became worse as q increased. This is because the number of distinct
q-grams increases, and thus ASPWE and ASPJ increased as well. Therefore, q = 2 that
we selected as the default value is a suitable choice.

4.7.7 Compactness of clusters

Table 4.5 shows that, when applied to either MIMIC or INFORMS, DDSCA creates
much more compact clusters than the competitors with respect to all attributes and also
with respect to each of the attributes separately. For example, the ACC of DDSCA over all
attributes was 1.94 (respectively, 1.6) times better than that of AGC, the best competitor,
in MIMIC and (respectively, INFORMS). The reasons that AGC and MASPC do not
perform well are the same as those discussed in the experiment above.
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Fig. 4.4 (a) ASPJ, (b) ASPWE, and (c) ASPLCS vs. k for MIMIC. (d) ASPJ, (e) ASPWE,
and (f) ASPLCS vs. k for INFORMS.
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Fig. 4.5 (a) ASPJ and (b) ASPWE vs. q for MIMIC. (c) ASPJ and (d) ASPWE vs. q for
INFORMS.

Fig. 4.6 shows the distribution of values in each demographic and the distribution of
ICD Chapters 3 [212] in ten clusters constructed by applying DDSCA with k = 50 on
MIMIC. The reported clusters were selected randomly among the best 25 clusters with
respect to ACC, computed over all attributes. For the results of all clusters, see Section B.4
in Appendix B. The corresponding results of AGC and MASPC are not reported as they

3We used first 17 Chapters, as the data does not have E and V codes.
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Table 4.5 ACC for: (a) MIMIC and (b) INFORMS. ICD Chapter sequences are produced
by replacing every ICD-9 code with its corresponding ICD Chapter.

Methods
ACC ACC ACC ACC ACC
(Age) (Gender) (Ethnicity) (ICD Chapter seq.) (all attributes)

DDSCA 0.725 0.924 0.749 0.893 0.823
AGC 0.412 0.432 0.514 0.341 0.425

MASPC 0.315 0.354 0.415 0.385 0.367

(a)

Methods
ACC ACC ACC ACC ACC
(Age) (Gender) (Ethnicity) (ICD Chapter seq.) (all attributes)

DDSCA 0.595 0.847 0.805 0.831 0.769
AGC 0.334 0.563 0.601 0.423 0.480

MASPC 0.336 0.412 0.445 0.407 0.400

(b)

Gender

Fig. 4.6 Heat map of MIMIC for Age, Gender, Ethnicity, and ICD Chapter. The
description of values in Age and Ethnicity groups are in Section B.1 of Chapter B. The
values in the cells are ratios of records in a cluster (e.g., 0.98 of records in cluster with ID
10 have their Age values in Age Group 1 corresponding to Newborns). The sum of ratios
for a cluster over the ICD Chapters is not 1, since a record can contain diagnosis codes
belonging into multiple ICD Chapters.

were much worse, as expected by the ACC measures for these algorithms. Most records in
each cluster have the same value in each demographic attribute, and their top-2 frequent
diagnosis codes belong to two ICD Chapters. This implies that clusters are compact. For
example, in Cluster 1, 93% of patients are over 80 years old, 100% are male, and 99%

are white. Meanwhile, 98% of patients in Cluster 1 have at least one diagnosis code in
ICD Chapter 7 (Diseases of the Circulatory System), and 71% have at least one diagnosis
code in ICD Chapter 3 (Endocrine, Nutritional and Metabolic Diseases, and Immunity
Disorders). Similar results were obtained for INFORMS (see Section B.5 in Appendix B).
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4.7.8 Separability of clusters

Table 4.6 The top-1 (i.e., most) frequent value in each demographic, top-2 frequent ICD
Chapters, and top-3 frequent sequential patterns of each cluster. A top-3 frequent sequential
pattern in a cluster c is a sequence of ICD-9 codes appearing in the first, second, or third
largest number of records in c.

Cluster ID Gender Age Ethnicity ICD Chapters Top-3 Frequent Sequential Patterns
1 M Over 80 White {3, 7} (427.31, 428.0) (401.9, 427.31) (414.01, 427.31)
2 M Aged White {3, 7} (401.9, 414.01) (414.01, 427.31) (401.9, 427.31)
3 M Middle aged White {3, 7} (401.9, 414.01) (272.4, 401.9) (272.0, 401.9)
4 M Adult White {7, 9} (401.9, 530.81) (414.01, 530.81) (272.4, 530.81)
5 M Adult White {5, 17} (305.1, 401.9) (305.00, 305.1) (305.1, 518.81)
6 M Adult White {3, 7} (276.2, 518.81) (276.2, 584.9) (518.81, 584.9)
7 F Over 80 White {3, 7} (427.31, 428.0) (428.0, 584.9) (401.9, 427.31)
8 F Middle aged White {3, 7} (401.9, 414.01) (272.4, 401.9) (401.9, 427.31)
9 F Middle aged White {2, 7} (198.3, 198.5) (197.7, 198.5) (197.0, 198.5)
10 F Newborn White {14, 15} (769, 774.2) (774.2, 770.81) (774.2, 779.3)

Table 4.6 shows that, when applied to MIMIC, DDSCA created well-separated clusters
(i.e., clusters which differ with respect to their most frequent values in demographics and
ICD Chapters, and with respect to frequent sequential patterns mined from them). For
example, Clusters 4, 5, and 6 have the same most frequent values in Age, Gender, and
Ethnicity but are different with respect to their top-3 frequent sequential patterns. Well-
separated clusters are more interpretable (e.g., they can be concisely described based on
frequent patterns [186]). Note that some patterns appear in more than one clusters. This
is expected because they are comprised of diagnosis codes associated with patients that
have different demographics. For example, the pattern (401.9, 427.31) which appears
in four clusters implies that many middle-aged, or older patients, in each cluster were
associated first with hypertension and then with atrial fibrillation. This is expected because
hypertension is a risk factor of atrial fibrillation, and these diagnoses are common among
middle-aged and aged patients [213]. Similar results to those of Table 4.6 for INFORMS
are in Section B.6 in Appendix B. The competitors created significantly less separable
clusters compared to our method (e.g., their top-3 frequent sequential patterns have very
low frequency), so we do not report detailed results for them.

4.7.9 The medical relevance of top-3 frequent sequential patterns in
clusters

Having shown that our algorithm outperforms the competitors, we now show that it creates
clusters in which frequent sequential patterns capture relationships between diagnosis
codes that are documented in the medical literature. Specifically, we discuss the top-3
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frequent sequential patterns in the clusters of Table 4.6 that were created by our method
when applied to MIMIC (see Section B.7 in Appendix B for results on INFORMS).
These patterns were discovered using the algorithm in [214]. Since the clusters are also
compact and well-separated, they allow discovering potentially useful patterns associated
with patients with similar demographics.

Cluster 1: Atrial fibrillation (427.31) that appears in all patterns frequently co-exists
with congestive heart failure (428.0) [215], or with hypertension (401.9) [213], or with
coronary artery disease (such as “coronary atherosclerosis of native coronary artery”
denoted by 414.01) [216].

Cluster 2: Hypertension (401.9) frequently co-exists with coronary artery disease
(414.01) [217], or with atrial fibrillation (427.31) [213], while coronary artery disease
(414.01) frequently co-exists with atrial fibrillation (427.31) [216]. Interestingly, the
number of patients with atrial fibrillation in Cluster 1 (containing patients aged 80 or
over) is larger than that of Cluster 2 (containing patients aged 65 to less than 80). This is
explained by the fact that the prevalence of atrial fibrillation increases with age [218].

Cluster 3: Hypertension (401.9) that appears in all patterns frequently co-exists with
coronary artery disease (414.01) [217], or with hyperlipidemia (272.4) [219], or with pure
hypercholesterolemia (272.0) [220].

Cluster 4: Esophageal reflux or Gastroesophageal reflux disease (530.81) that appears
in all patterns frequently co-exists with hypertension (401.9) [221], or with coronary artery
disease (414.01) [222], or with hyperlipidemia (272.4) [223].

Cluster 5: Tobacco use disorder (305.1) that appears in all patterns frequently co-
occurs with hypertension (401.9) [224], or with non-dependent alcohol abuse (305.00) [225],
or with diseases of the lung (such as acute respiratory failure denoted by 518.81) [226].

Cluster 6: Acidosis (276.2) frequently co-occurs with acute respiratory failure (518.81)
[227], or with acute kidney failure (584.9) [228].

Cluster 7: The patients in this cluster are very similar to those in Cluster 1 regarding
Age and Ethnicity but differ in Gender. Thus, two of the three patterns in Cluster 7 also
appear in Cluster 1. Furthermore, all patients are very old (the most frequent Age category
is “Aged, 80 and over”), thus it is expected to have frequent patterns with coronary artery
disease (414.01) (see Cluster 1), congestive heart failure (428.0) (see Cluster 7), and
hypertension (401.9) (see Clusters 1 and 7). The reason is that ageing predisposes to a
high incidence and prevalence of coronary artery disease, congestive heart failure, and
hypertension (401.9) in both males and females [229, 230].

Cluster 8: The patients in this cluster are very similar to those in Cluster 3 regarding
Age, Ethnicity, ICD Chapters but differ in Gender. Thus, two of the three patterns in Cluster
8 also appear in Cluster 3. In both of these clusters, many patients have hypertension
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(401.9), but the number of patients with hypertension in Cluster 3 is three times larger
than that in Cluster 8. This is expected because hypertension is more prevalent among
males (99% of patients in Cluster 3 are male) than females (all patients in Cluster 8 are
female) [231].

Cluster 9: The patterns in this cluster all contain secondary malignant neoplasm of
bone and bone marrow (198.5). This diagnosis code frequently co-exists with secondary
malignant neoplasm of brain and spinal cord (198.3), or with secondary malignant neo-
plasm of liver (197.7), or with secondary malignant neoplasm of lung (197.0). Since
secondary bone cancer occurs when cancers that develop elsewhere spread, or metastasize,
to the bones [232], it is expected that 198.5 frequently co-occurs with secondary cancers
in other organs (198.3, or 197.7, or 197.0).

Cluster 10: Neonatal jaundice (774.2) that appears in all patterns frequently co-
occurs with respiratory distress syndrome (769) [233], or with primary apnea of newborn
(770.81)[234], or with feeding problems (779.3)[235].

4.7.10 Runtime

Fig. 4.7 shows the runtime of all methods for varying number of clusters k and varying
number of records. DDSCA scaled better than AGC with respect to both criteria and
was faster in most cases. MASPC was the fastest (except for k < 50), mainly because it
directly added a large percentage (32% to 45%) of records into a single cluster without
considering their similarity to other records. This helped runtime but harmed effectiveness.
As discussed above, MASPC was the least effective method. The runtime of MASPC is
not affected by k, as it uses hierarchical clustering, which is insensitive to k.
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Fig. 4.7 Runtime vs. k: (a) MIMIC and (b) INFORMS. Runtime vs. % of records in the
input dataset for: (c) MIMIC and (d) INFORMS.

93



Chapter 5

Clustering sequence graphs

In application domains ranging from social networks to e-commerce, it is important
to cluster users with respect to both their relationships (e.g., friendship or trust) and
their actions (e.g., visited locations or rated products). Motivated by these applications,
we introduce here the task of clustering the nodes of a sequence graph, i.e., a graph
whose nodes are labeled with strings, which model, for example, sequences of users’
visited locations or rated products. Both string clustering algorithms and graph clustering
algorithms are inappropriate to deal with this task, as they do not consider the structure
of strings and graph simultaneously. Moreover, attributed graph clustering algorithms
generally construct poor solutions because they need to represent a string as a vector of
attributes, which inevitably loses information and may harm clustering quality. We thus
introduce the problem of clustering a sequence graph. We first propose two pairwise
distance measures for sequence graphs, one based on edit distance and shortest path
distance and another one based on SimRank. We then formalize the problem under each
measure, showing also that it is NP-hard. In addition, we design a polynomial-time 2-
approximation algorithm, as well as a heuristic for the problem. Experiments using real
datasets and a case study demonstrate the effectiveness and efficiency of our methods.

5.1 Overview

Graph clustering [236] is a fundamental data mining task, which seeks to partition the
nodes of an input graph, so that similar nodes form a group, referred to as cluster. The
task is important in application domains such as social networks, where nodes represent
users, edges represent friendship relationships between users and clustering aims to de-
tect user communities [237]; or e-commerce, where nodes represent consumers, edges
represent trust relationships between consumers and clustering aims to identify groups of
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consumers with bonds of trust among them [238]. The task is also important in medicine,
as clustering patient similarity networks (i.e., graphs whose nodes represent patients and
edges connect similar patients according to demographics or genetic mutations) allows
identifying clinically homogeneous patient groups [239].

5.1.1 Motivation

However, often in these application domains, the similarity among users does not depend
only on user relationships but also on actions or events associated to users. Take for
example a geo-social network, such as Foursquare, where users are associated with their
history of visited locations. Two connected users may naturally be regarded as more similar
in the network, if they have a similar history of visited locations [240, 241]. For example,
similarity with respect to both the sequence of visited locations and the social network
structure is considered in recommendation [240] and location prediction [241]. Likewise,
in e-commerce, two connected users may be regarded as more similar in a trust network, if
they have a similar history of rated products [242]. Also, in medicine, two connected users
may be regarded as more similar (e.g., with respect to disease progression), if they have a
similar history of diagnoses [243].

aaab

aaab

aabb bbbc

aaa

bbb

u1

u2

u3 u4

u5

u6

Fig. 5.1 A sequence graph (copy of Fig. 1.1).

Thus, motivated by these application domains, we introduce the problem of clustering
a graph whose nodes are labeled with sequences of letters (i.e., strings). We refer to such
graphs as sequence graphs (see Fig. 5.1). In the aforementioned application domains, an
edge models a relationship between users. Alternatively, an edge in a sequence graph can
model a relationship between strings (e.g., two nodes are connected, if their associated
genomic sequences share sufficiently many substrings [244, 245]).

While natural, the problem of clustering a sequence graph has not been considered
before, to the best of our knowledge, although graphs with sequence-labeled nodes are
being used extensively in bioinformatics [244]. In addition, existing clustering methods
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are not appropriate to address the problem. For example, algorithms for clustering an
attributed graph [246–252, 187], in which nodes are labeled with a vector of attribute
values, are not appropriate for clustering a sequence graph. This is because to apply these
algorithms one needs to convert a string into a vector of attribute values, which inevitably
loses information and severely harms clustering quality, as we discuss in more detail in
Section 5.2.

5.1.2 Contributions

Our work makes the following specific contributions:
1. We propose two measures to quantify the distance between a pair of nodes in a sequence
graph. Both our measures take into account the similarity between node labels (strings)
and the structural similarity of nodes; however, in different ways. Our first measure is a
product metric [198], based on edit distance and shortest path distance, while our second
measure is based on edit distance and SimRank [32]. Shortest path distance is efficient
to compute but is based on a single path between two nodes. SimRank is less efficient to
compute but takes into account all tours (paths that may have cycles) between two nodes
u and v, and it aggregates similarities of multi-hop neighbors of u and v, which helps
producing high-quality clustering results. We propose a fixed-point iteration algorithm for
computing our SimRank-based measure. We also consider a proxy measure for each of
our measures, which approximates edit distance between strings by efficiently embedding
them into a Hamming distance space. This allows distance computation in linear time in
the length of the two strings.

2. We formalize the problem of clustering a sequence graph under either of our measures,
in the context of prototype-based clustering [236], where clusters are built around represen-
tative nodes. We consider two versions of our problem. The first is based on the k-center
problem [26, 27], in which the goal is to minimize the maximum distance between any
node and its closest cluster representative. The second is based on the k-median prob-
lem [26, 28], in which the goal is to minimize the sum of distances between each node and
its closest representative. We show that both versions of our problem are NP-hard. For the
first version, we design a 2-approximation algorithm and show that no polynomial-time
algorithm achieves a better approximation guarantee. For the second version, we design a
heuristic.

3. We compare our algorithms against four state-of-the-art attributed graph clustering
algorithms [247, 251, 252, 187], using two datasets from trust-aware e-commerce websites.
Our results show that, unlike the competitors, our algorithms create high-quality clusters
containing structurally similar nodes with similar strings (e.g., users with trust bonds who
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are similar with respect to their history of reviewed products). Our results also show
that the proxy measures we introduce do not substantially affect quality, while greatly
improving runtime efficiency. For instance, our algorithm that utilizes the proxy of the
product metric was up to 8 times faster than the most efficient competitor.

4. We present a case study on phylogenetic trees [253]. A phylogenetic tree is often
constructed from a set of strings, each representing the genomic sequence of an organism.
It is a hierarchical representation of all clusterings of the genomic sequences of the
organisms and is often modeled as a binary tree whose leaf nodes are labeled with the
strings. Such a tree can thus be seen as a special type of a sequence graph. Given a
phylogenetic tree and a positive integer k, the computational task we consider is to cluster
the leaf nodes of the tree into k clusters, by taking into account both the tree topology
and the sequences corresponding to leaf nodes. We can then evaluate how accurate this
clustering is by comparing it to a ground truth clustering. If these two clusterings are
similar, then the phylogenetic tree is meaningful. Our results indeed show that the measures
we introduce (and the corresponding clustering algorithms) can reliably evaluate whether a
given phylogenetic tree is in accordance with a given ground truth clustering consisting of
k clusters. On the other hand, we show that four state-of-the-art attributed graph clustering
algorithms [247, 251, 252, 187] are not suitable for this task. The results of the case
study also indicate that our methods could potentially be useful in other bioinformatics
applications, such as evaluating phylogenetic networks [254].

5.1.3 Chapter organization

The remaining of the chapter is organized as follows. In Section 5.2, we review related work
of clustering sequence graphs. In Section 5.3, we define some preliminary concepts. In
Section 5.4, we present our distance measures for sequence graph clustering. In Section 5.5,
we define four sequence clustering problems that we aim to solve and study their hardness.
In Section 5.6, we present our algorithms for addressing these problems. In Section 5.7,
we present an experimental evaluation of our algorithms. In Section 5.8, we present a case
study to showcase the applicability of our algorithms.

5.2 Related Work

Our work is related to sequence clustering and graph clustering. Therefore, in the following,
we briefly review algorithms for clustering a collection of sequences (strings), as well as
algorithms for clustering a (non-attributed) graph (see [255, 12] for surveys). Our work is
also related to attributed graph clustering. As mentioned in Section 5.1, in an attributed
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graph, each node is labeled with a vector of attribute values. We, therefore, review some
recent works on attribute graph clustering and refer the reader to [256] for a survey. Last,
we discuss the use of string-labeled graphs in bioinformatics.

5.2.1 Sequence clustering and graph clustering

Algorithms for clustering a collection of sequences (strings) measure distance between
sequences directly [257], or first project the sequences into a set of patterns (e.g., q-grams)
and then measure distances on the projected space [47, 245]. Alternatively, they employ
generative models for the input collection of sequences, which are used to obtain likelihood-
based distances between sequences [258]. In any case, the distance measures are given as
input to a clustering algorithm for vector data [12] to obtain clusters.

Algorithms for clustering a graph employ graph partitioning (e.g., they solve a mini-
mum cut problem [259]), spectral clustering [260, 261], or cohesive subgraph detection
techniques [262]. Alternatively, they [263, 264] learn a node embedding into a vector
space, which is then fed into a clustering algorithm for vector data.

Algorithms for clustering a collection of sequences [47, 245, 258], or a graph [262, 263,
236] are not appropriate for clustering sequence graphs, as observed in our experiments.
This is because they utilize either only the strings (i.e., they cluster the collection of labels
in a sequence graph while ignoring the graph structure) or only the graph structure (i.e.,
they cluster a sequence graph while ignoring its labels), although both the strings and graph
structure determine clustering quality in our setting. Also, we cannot convert a sequence
graph to a graph with string distances as edge weights and then cluster the weighted graph.
This is because our clustering problem needs distances between strings of nodes that
are not connected, and it is not possible to compute these distances by combining edge
weights.

5.2.2 Attributed graph clustering

Algorithms for clustering an attributed graph utilize both the graph structure and the
attribute values of nodes [246–252, 187]. They employ, for example, graph convolu-
tion [187], matrix factorization [248, 247], or attributed graph embedding into a vector
space [251, 252].

An example of a graph convolution based algorithm is Adaptive Graph Convolution
(AGC) [187], which was also mentioned in Section 4.7.2. The AGC algorithm uses graph
convolution to obtain smooth feature representations of node attributes and spectral clus-
tering. The underlying assumption of AGC is that nodes that are close in the graph will be

98



5.2 Related Work

clustered together [187]. An example of a matrix factorization based algorithm is Text-
Associated DeepWalk (TADW) [247]. This algorithm is based on DeepWalk [263], which
uses textual attributes to supervise random walks on graphs. Examples of embedding-
based algorithms are Text Enhanced Network Embedding (TENE) [251] and Binarized
Attributed Network Embedding (BANE) [252]. Both of these algorithms aim at learn-
ing a low-dimensional vector representation for each node and its associated attributes
in the attributed graph. BANE uses Weisfeiler-Lehman graph kernels [265] to encode
dependencies between node edges and attributes into a binary code representation. This
representation encodes first-order proximities [266] between nodes. TENE aims to jointly
learn vector representations based on both first-order and second-order proximities [266],
as well as on the text cluster membership matrix.

Although one can represent string labels as attribute vectors (e.g., by representing a
string as a vector of q-grams and their frequencies [245] or their tf-idf scores [251]) and
then apply an attributed graph clustering algorithm to our problem, such a representation
inevitably loses information and thus severely degrades the quality of clustering, as shown
in our experiments. The reason it loses information is because one needs to assume a
single order for the q-grams of all sequences to construct the vector representations of all
sequences. However, the q-grams do not appear in the same order in all sequences. To
illustrate this point, we provide the following example.

Example 8. Let T1 = aba and T2 = bab be two sequences. The 2-grams of both of these

sequences are ab and ba and each of these 2-grams appears only once in T1 or in T2.

Thus, T1 and T2 have the same vector representation (1, 1) where the first 1 denotes the

frequency of ab and the second 1 denotes the frequency of ba, assuming a lexicographic

order of q-grams. Since T1 and T2 have the same vector representation, they are treated as

equal by attributed graph clustering algorithms, although they are not. Similarly, consider

a dataset {T1, T2, T3} with T1 and T2 as before and T3 = ccc. The vector representation

of both T1 and T2 when using td-idf scores instead of frequencies is (log2(3/2), log2(3/2)),

so again T1 and T2 are treated as equal in similarity computation. Thus, the similarity

information of sequences is not captured well after they are represented based on q-grams.

5.2.3 Sequence-labeled graphs in bioinformatics

In bioinformatics, graphs with sequence-labeled nodes have been used extensively in
the following context: the nodes represent (short) DNA fragments read by sequencing
technologies; and a weighted (directed) edge (u, v) represents the length of the suffix-prefix
overlap between sequence u and sequence v. The goal is then to assemble these fragments
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into a candidate genome represented by some trail in the graph [244]. Let us stress that
this task is not related to clustering.

5.3 Background

In the following, we summarize the notation used in this chapter (see Table 5.1) and
introduce some preliminary concepts.

Table 5.1 Table of notation.

Notation Definition
Σ An alphabet

T [i..j] A substring
ε A empty string
G A simple graph
G A sequence graph
V A set of nodes
E A set of edges
S A set of strings

dE , dH , dSP , dESP , dESR Distance functions

5.3.1 Strings

An alphabet Σ is a finite non-empty set of elements called letters; we denote its size by
|Σ|. A string T = T [0]T [1] . . . T [n − 1] is a sequence of letters of length |T | = n over
Σ. For two positions i and j on T , we denote by T [i..j] = T [i] . . . T [j] the substring of
T that starts at position i and ends at position j of T . By ε we denote the empty string of
length 0. We refer to a length-q substring of a string T as a q-gram (e.g., in Fig. 5.1, aab
is a 3-gram of string aaab).

5.3.2 Graphs

Let G = (V,E) be a simple graph1, where V is a set of nodes and E ⊆ V × V is a set of
edges. The set of neighbors of a node u ∈ V is n(u) = {v ∈ V | (u, v) ∈ E}. The size
|n(u)| of n(u) is the degree of u. A path p between two nodes u and v in G is a sequence
of edges e1, . . . , e|p| such that u is the start node of e1 and v is the end node of e|p| and all
nodes are distinct (i.e., p has no cycles). A tour is a path that may have cycles.

A sequence graph G = (V,E,S,F) is a tuple, where V is a set of nodes, E ⊆
V × V is a set of edges, S is a set of strings drawn from an alphabet ΣS , and F :

V → S ∪ ε is a function that outputs a string from S or the empty string. In particular,

1A simple graph is an unweighted, undirected graph with no loops or multiple edges.
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each node u ∈ V is associated with a string F(u) ∈ S ∪ ε. For example, in Fig. 5.1,
S = {aaa,aaab,aabb,bbb,bbbc}, ΣS = {a,b,c}, and F(u1) = aaab.

A k-clustering of G for k ∈ [1, |V |] is a partition of V into k subsets, called clusters.
We may omit k from k-clustering when it is clear from the context.

5.3.3 Distance Measures

The edit distance dE(U, V ) between two strings U and V is defined as the minimum number
of elementary edit operations (letter insertion, deletion, or substitution) to transform U

to V . For U and V of equal length, the Hamming distance dH(U, V ) is defined as the
minimum number of substitutions to transform U to V . For example, dE(aaab,aabb) =
dH(aaab,aabb) = 1. If U and V are not of the same length, we set dH(U, V ) =∞, for
completeness.

The shortest path distance dSP (u, v) for two nodes u and v of a graph is defined as the
length of the shortest path between u and v. For completeness, we set dSP (u, v) =∞, if
there is no path between u and v. For example, in Fig. 5.1, dSP (u1, u3) = 1.

Given a constant c ∈ (0, 1), referred to as decay factor, the SimRank score SR(u, v)

between u and v is defined as follows [32]:

SR(u, v) =


1, if u = v

0, if n(u) = ∅ or n(v) = ∅
c

|n(u)||n(v)|

∑
u′∈n(u)

∑
v′∈n(v)

SR
(
u′, v′

)
, otherwise.

(5.1)

The intuition behind SimRank is that two nodes are similar if they are connected to
similar nodes. SimRank aggregates similarities based on paths.

A metric space (X, d) is an ordered pair, where X is a set and d is a metric on X . For
example, the set of strings S of a sequence graph G together with the edit distance dE ,
which is a metric, define the metric space (S, dE).

5.4 Distance Measures for Sequence Graphs

In the following, we discuss our distance measures for sequence graphs.

5.4.1 The dESP Measure

Given a sequence graph G = (V,E,S,F), metric spaces (S, dE) and (V, dSP ), nodes
u, v ∈ V and strings F(u),F(v), the dESP (E is for Edit distance and SP for Shortest Path
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distance) measure is defined as:

dESP ((F(u),F(v)), (u, v)) =
√

(dE(F(u),F(v)))2 + (dSP (u, v))2.

The dESP measure considers the distance between two nodes based on the edit distance
between the strings of the nodes and the shortest path distance between the nodes. For exam-
ple, in Fig. 5.1, dESP (u1, u3) =

√
2 because dE(aaab,aabb) = 1 and dSP (u1, u3) = 1.

That is, dESP combines the two metric spaces (S, dE) and (V, dSP ) into a metric space
which measures similarity among string-labeled nodes, as if they were points in a 2D space.
Note that dESP is a metric. This is because both edit distance and shortest path distance
are metrics [267, 268] and dESP is a 2-product metric [198] on the Cartesian product of
the set of strings S and the set of nodes V in a sequence graph G = (V,E,S,F).

5.4.2 The dESR Measure

Our dESR (E is for Edit distance and SR is for SimRank) measure captures the intuition
of SimRank, according to which u and v are similar when they are reachable by similar
nodes. However, dESR differs from SimRank in that it also considers the similarity of the
strings of u and v and the strings of their reachable nodes. For example, among two node
pairs with the same SimRank score (e.g., u1, u5 and u1, u6 in Fig. 5.1), dESR treats the
node pair having more similar strings with respect to edit distance as more similar (e.g., in
Fig. 5.1, dESR(u1, u5) < dESR(u1, u6)).

dESR is based on ESR, a similarity score over a pair of nodes u and v, defined in
Eq. 5.2. Specifically, we define dESR(u, v) = 1− ESR(u, v).

ESR(u, v) =


1, if u = v

0, if n(u) = ∅ or n(v) = ∅
σ(u,v)

|n(u)||n(v)|

∑
u′∈n(u)

∑
v′∈n(v)

ESR
(
u′, v′

)
, otherwise

(5.2)

where σ(u, v) = (1− dE(F(u),F(v))
max(|F(u)|,|F(v)|)) · (1− γ) is a similarity score between strings and

dE is the edit distance. Note that σ(u, v) is computed by subtracting the normalized edit
distance from 1 and multiplying by (1−γ) for a small real number γ > 0. This ensures that
σ(u, v) < 1 for any pair of nodes (u, v), which is required for the iterative computation
of ESR (see Theorem 4). Importantly, it also ensures that the multiplication does not
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substantially change similarity (i.e., the values of σ(u, v) and of (1− dE(F(u),F(v))
max(|F(u)|,|F(v)|)) are

nearly equal).
Note that ESR cannot be derived from SimRank by setting c = σ(u, v) in Eq. 5.1, since

in SimRank c > 0 [32] while σ(u, v) may be 0. Furthermore, ESR is not a simple weighted
version of SimRank with c = 1 and weight σ(u, v), since c < 1 in Eq. 5.1. ESR is also
different from SemSim [269], which was developed for attributed graphs and assumes a
large value of normalized semantic similarity between any pair of values 2. Also, it is easy
to see that ESR differs from dESP in that it considers all reachable nodes from u and v as
well as their strings, while dESP considers only the strings of u and v.

In the following, we show that a fixed-point iteration method, similar to that developed
for SimRank [32], can compute our ESR measure. Specifically, in Theorem 4, we define a
function Rℓ(u, v), for a node pair u, v and an integer ℓ ≥ 0, which quantifies the similarity
of u and v. Next we prove that Rℓ(u, v) can be computed iteratively and that the values
of Rℓ(u, v) converge to ESR(u, v). Clearly, our measure can also benefit from efficiency
optimizations of SimRank (e.g., [270]) and be extended to address the “zero-similarity”
problem [271].

Theorem 4. Let u, v ∈ V be a pair of nodes in G and Rℓ(u, v) be a recursive function,

defined as follows for some integer ℓ ≥ 0:

Rℓ+1(u, v) =


1, u = v

0, n(u) = ∅ or n(v) = ∅
σ(u,v)

|n(u)||n(v)|

∑
u′∈n(u)

∑
v′∈n(v)

Rℓ

(
u′, v′

)
, otherwise

(5.3)

with R0(u, v) =

1, for u = v

0, otherwise
. Then, for each u, v ∈ V , there exists a unique solution

to Eq. 5.3 such that limℓ→∞Rℓ(u, v) = ESR(u, v).

Proof.
We first show the following three properties for Rℓ:

I Symmetry: Rℓ(u, v) = Rℓ(v, u).

II Maximum self similarity: Rℓ(u, u) = 1.

2Specifically, SemSim uses a decay factor (alike c in SimRank) that must be smaller than the semantic
similarity between the attribute vectors of any two nodes. The latter is zero, or near-zero, in sequence graphs,
as they contain empty strings, or strings that are largely different, which makes SemSim inapplicable to our
setting.
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III Monotonicity: 0 ≤ Rℓ(u, v) ≤ Rℓ+1(u, v)≤1.

Then, we will use these properties for proving that the solution of Rℓ always exists and
is unique to complete the proof.

Symmetry and Maximum self similarity: Properties I and II hold due to the definition
of Rℓ.

Monotonicity: For u = v, R0(u, v) = R1(u, v) = . . . = 1, so clearly Property III
holds. For u ̸= v with n(u) = ∅ or n(v) = ∅, Property III holds due to the definition of Rℓ.
In any other case, we show that Property III also holds by induction. (Induction base) For
ℓ = 0, the definition of Rℓ implies:

0 ≤ R0(u, v) ≤ R1(u, v)≤ 1. (5.4)

(Induction hypothesis) For an integer ℓ > 0, 0 ≤ Rℓ−1(u, v) ≤ Rℓ(u, v)≤ 1 holds.
From the induction hypothesis, it holds that:
Rℓ+1(u, v)−Rℓ(u, v) =

σ(u,v)
|n(u)||n(v)| ·

∑
u′∈n(u)

∑
v′∈n(v)

(
Rℓ(u

′, v′)−Rℓ−1(u
′, v′)

)
.

Rℓ(u
′, v′) ≥ Rℓ−1(u

′, v′) holds for any integer ℓ > 0 and any u′, v′ ∈ V . Specifically,
for u′ = v′, as well as for u′, v′ such that n(u′) = ∅ or n(v′) = ∅, Rℓ(u

′, v′) ≥ Rℓ−1(u
′, v′)

holds from the definition of Rℓ. In any other case, Rℓ(u
′, v′) ≥ Rℓ−1(u

′, v′) holds from
the inductive hypothesis. Also, σ(u,v)

|n(u)||n(v)| ≥ 0 holds by definition. Thus, Rℓ+1(u, v) −
Rℓ(u, v) ≥ 0 ⇒ Rℓ+1(u, v) ≥ Rℓ(u, v) holds for ℓ > 0. Therefore, it suffices to show
that 0 ≤ Rℓ(u, v) and Rℓ+1(u, v)≤ 1 hold, for ℓ > 0. The first inequality holds, due to the
induction hypothesis. For the second inequality, we have:

Rℓ+1(u, v) =
σ(u, v)

|n(u)||n(v)|
∑

u′∈n(u)

∑
v′∈n(v)

Rℓ

(
u′, v′

)
(5.5)

≤ σ(a, b)

|n(a)||n(b)|
· |n(a)||n(b)| · 1 (5.6)

≤ 1. (5.7)

Eq. 5.5 is due to Eq. 5.3. Eq. 5.6 is due to the induction hypothesis. Eq 5.7 is due to
the definition of σ(·, ·). Therefore, 0 ≤ Rℓ(u, v) ≤ Rℓ+1(u, v)≤ 1 holds for ℓ > 0, and
thus we have shown by induction that 0 ≤ Rℓ(u, v) ≤ Rℓ(u, v)≤ 1 holds for any ℓ ≥ 0.

Existence: For u = v, or for u ̸= v such that n(u) = ∅ or n(v) = ∅, it is clear
that limℓ→∞ Rℓ+1(u, v) = ESR(u, v). In any other case, by the Monotone Convergence
Theorem [272, Section 2.5.1, Theorem 1], we know that the series {Rℓ(u, v)} for any u, v

converges, since it is non-decreasing and bounded due to Property III. Furthermore, by

104



5.4 Distance Measures for Sequence Graphs

Corollary 1 in [272, Section 2.5.1], we know that {Rℓ(u, v)} tends to its least upper bound.
Thus, it holds limℓ→∞Rℓ+1(u, v) = limℓ→∞ Rℓ(u, v). Therefore,

lim
ℓ→∞

Rℓ+1(u, v) =
σ(u, v)

|n(u)||n(v)|
· lim
ℓ→∞

∑
u′∈n(u)

∑
v′∈n(v)

Rℓ(u
′, v′) (5.8)

=
σ(u, v)

|n(u)||n(v)|
·

∑
u′∈n(u)

∑
v′∈n(v)

lim
ℓ→∞

Rℓ(u
′, v′). (5.9)

Eq. 5.8 is due to the Sum Rule of limits [272, Section 5.1.3, Theorem 3]. Let R(u, v) =

limℓ→∞ Rℓ+1(u, v). Then, from Eq. 5.9, we have

R(u, v) =
σ(u, v)

|n(u)||n(v)|
·

∑
u′∈n(u)

∑
v′∈n(v)

R(u′, v′).

This shows that the limit of Rℓ(·, ·) with respect to ℓ satisfies the ESR equation for u ̸= v

with n(u) ̸= ∅ and n(v) ̸= ∅. Thus, we have shown existence.
Uniqueness: let M = max(u,v) |s(u, v)− s′(u, v)|, where s(u, v) and s′(u, v) are two

solutions to the ESR, for some pair u, v ∈ V . It suffices to show M = 0, as this means
s(u, v) and s′(u, v) are the same (i.e., the solution is unique). Let M = |s(a, b)− s′(a, b)|
for some a, b ∈ V . For a = b, M = |1 − 1| = 0 due to Property II. For a ̸= b such that
n(u) = ∅ or n(v) = ∅, M = 0. For a, b such that n(a) ̸= ∅ and n(b) ̸= ∅, we distinguish
two cases for σ(a, b). For σ(a, b) = 0, clearly M = 0. For σ(a, b) > 0, we have:

M = |s(a, b)− s′(a, b)| (5.10)

= | σ(a, b)

|n(a)||n(b)|
·

∑
u′∈n(a)

∑
v′∈n(b)

(s(u′, v′)− s′(u′, v′))| (5.11)

= | σ(a, b)

|n(a)||n(b)|
| · |

∑
u′∈n(a)

∑
v′∈n(b)

(s(u′, v′)− s′(u′, v′))| (5.12)

≤ σ(a, b)

|n(a)||n(b)|
·

∑
u′∈n(a)

∑
v′∈n(b)

|s(u′, v′)− s′(u′, v′)| (5.13)

≤ σ(a, b)

|n(a)||n(b)|
· |n(a)||n(b)|M (5.14)

≤ σ(a, b) ·M. (5.15)

Eq. 5.10 is by the definition of M . Eq 5.11 is by Eq. 5.2. Eq 5.12 is by the multiplica-
tivity of absolute value. Eq 5.13 is by the triangle inequality of absolute value. Eq 5.14
is because each |s(u′, v′) − s′(u′, v′)| ≤ M by the definition of M . Since σ(a, b) > 0
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in the case we examine, σ(a, b) < 1 by definition, and M ≥ 0 by definition, Eq. 5.15
(i.e., M ≤ σ(a, b) · M) holds if and only if M = 0. To see this, let M > 0. Then,
M
M

= 1 ≤ σ(a, b), which does not hold by the definition of σ(·, ·).

5.4.3 Proxy Measures for dESP and dESR

Since exact edit distance computation requires quadratic time (assuming the Strong Expo-
nential Time Hypothesis (SETH) is true [273]), dESP and dESR are expensive to compute
for long strings. Therefore, we propose a proxy d

ÊSP
and d

ÊSR
for dESP and dESR,

respectively. Instead of considering the strings of a pair of nodes, the proxies consider
embeddings of these strings into Hamming distance space. An embedding from a metric
space M1 to a metric space M2 is a mapping of points from M1 to M2 such that distances
are preserved up to some factor D known as the distortion. We employ the CGK algo-
rithm [274], which provides a probabilistic embedding with linear distortion. The CGK
algorithm runs in linear time, and if the edit distance between two input strings is K, then
the Hamming distance between their embeddings is between K/2 and O(K2) with good

probability [274]. By incorporating CGK instead of edit distance in our algorithms, we
substantially improve their efficiency without substantially degrading effectiveness, as it
will be shown in Section 5.7.

5.5 Sequence Graph k-Center and k-Median

We present two clustering problems for sequence graphs inspired by the k-Center and the
k-Median problems [26–28].

5.5.1 Sequence Graph k-Center (SGC)

The SGC problem, defined in Problem 3 below, requires finding k nodes, referred to as
centers, such that the maximum distance of any node to a closest center with respect to
dESP is minimized.

Problem 3 (Sequence Graph k-Center (SGC)). Given a sequence graph G = (V,E,S,F)
and an integer k ∈ [1, |V |], find a subset C ⊆ V of k nodes such that maxu∈V minc∈C dESP (u, c)

is minimized.

A clustering {V1, . . . , Vk} of G is obtained from a solution C to SGC, by assigning into
each cluster Vi, i ∈ [1, k], a center ci ∈ C and also every node u /∈ C that is closer to this
center compared to other centers (i.e., every u such that dESP (u, ci) < dESP (u, cj), for
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each j ̸= i). If a node is in equal distance from multiple clusters, it is assigned into an
arbitrarily selected cluster containing one of these centers.

The decision version of SGC asks whether there exists a subset C ⊆ V of k nodes such
that

max
u∈V

min
c∈C

dESP (u, c) ≤ B,

for a given real number B.
We show that SGC is NP-hard by showing that its decision version is NP-complete.

We prove this result via a reduction from the decision version of metric k-Center [27],
which is known to be NP-complete [27].

Problem 4 (Metric k-Center (decision version) [27]). Given a metric space (P, d), where

P is a set of n points and d : P × P → R+ is a distance function, an integer k ∈ [1, n],

and a real number B, decide whether there exists a subset C ⊆ P of k points such that

maxp∈P minc∈C d(p, c) ≤ B.

Lemma 1. The decision version of SGC is NP-complete.

Proof. The decision version of SGC is clearly in NP. In the following, we show that
it can be reduced from the decision version of metric k-Center. Given any instance IkC
of the decision version of metric k-Center, we construct an instance ISGC of the decision
version of SGC in polynomial time, by creating a sequence graph G = (V,E,S,F) as
follows: (I) We add a node u into V , for each point p ∈ P , where P is the set of points
in IkC . (II) We set E = ∅. (III) We set S = {ε}. (IV) We define F such that F(u) = ε,
for each u ∈ V . We also set k and B in ISGC to k and B in IkC , respectively, and
dESP ((F(u),F(v)), (u, v)) = d(p, p′), for every pair (p, p′) ∈ P corresponding to pair
(u, v) ∈ V . This completes the construction of ISGC .

In the following, we prove that ISGC has a positive answer if and only if IkC has a
positive answer.

(⇒) If ISGC has a positive answer, there is a subset C ⊆ V of k nodes such that
maxu∈V minc∈C dESP (u, c) ≤ B. These nodes correspond to a subset C ⊆ P of k

points such that maxp∈P minc∈C d(p, c) ≤ B. Thus, IkC has a positive answer.

(⇐) If IkC has a positive answer, then there is a subset C ⊆ P of k points such that
maxp∈P minc∈C d(p, c) ≤ B. These points correspond to a subset C ⊆ V of k nodes such
that maxu∈V minc∈C dESP (u, c) ≤ B. Thus, ISGC has a positive answer.

Due to Lemma 1, we obtain Theorem 5 directly.

Theorem 5. SGC is NP-hard.
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Proof. The statement follows from Lemma 1.
We also consider the following variant of SGC which uses dESR instead of dESP :

Problem 5 (Sequence Graph k-Center (SGC) with dESR). Given a sequence graph G =

(V,E,S,F) and an integer k ∈ [1, |V |], find a subset C ⊆ V of k nodes such that

maxu∈V minc∈C dESR(u, c) is minimized.

The NP-hardness of the variant follows from a similar reduction to that of Lemma 1
(omitted). The main change is that we reduce from the decision version of the k-center
problem in which d is a dissimilarity function (not necessarily a metric) [26] and that we
use dESR instead of dESP .

5.5.2 Sequence Graph k-Median (SGM)

The Sequence Graph k-Median (SGM) problem requires finding k nodes, referred to as rep-

resentatives, such that the sum of distances between nodes and their closest representative
with respect to dESP is minimized.

Problem 6 (Sequence Graph k-Median (SGM)). Given a sequence graph G = (V,E,S,F)
and an integer k ∈ [1, |V |], find a set C ⊆ V of k nodes such that

∑
u∈V minc∈C dESP (u, c)

is minimized.

Then, a clustering {V1, . . . , Vk} is obtained from C as in the SGC problem.

We prove that SGM is NP-hard by reducing the decision version of SGM from the
decision version of the metric k-Median problem, which is NP-complete [28]. The
decision version of SGM asks whether there exists a subset C ⊆ V of k nodes such that∑

u∈V minc∈C dESP (u, c) ≤ B, for a given real number B.

Problem 7 (Metric k-Median (decision version) [28]). Given a metric space (P, d), where

P is a set of n points and d : P × P → R+ is a distance function, an integer k ∈
[1, n], and a real number T , decide whether there exists a subset C ⊆ P such that∑

p∈P minc∈C d(p, c) ≤ T .

Lemma 2. The decision version of SGM is NP-complete.

Proof. Given any instance IkM of the decision version of metric k-Median, we
construct an instance ISGM of the decision version of SGM in polynomial time, by
creating a sequence graph G = (V,E,S,F) as follows: (I) We add a node u into V , for
each point p ∈ P , where P is the set of points in IkM . (II) We set E = ∅. (III) We set
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S = {ε}. (IV) We define F such that F(u) = ε for each u ∈ V . We also set k in ISGM

to k in IkM , and dESP (u, v) = d(p, p′), for every pair (p, p′) ∈ P corresponding to pair
(u, v) ∈ V . Last, we set B in ISGM to T . This completes the construction.

In the following, we prove that ISGM has a positive answer if and only if IkM has a
positive answer.

(⇒) If ISGM has a positive answer, then there is a subset C ⊆ V of k nodes such that∑
u∈V minc∈C dESP (u, c) ≤ B. These nodes correspond to a subset C ⊆ P of k points

such that
∑

p∈P minc∈C d(p, c) ≤ T . Thus, IkM has a positive answer.

(⇐) If IkM has a positive answer, then there is a subset C ⊆ P of k points such that∑
p∈P minc∈C d(p, c) ≤ T . These points correspond to a subset C ⊆ V of k nodes such

that
∑

u∈V minc∈C dESP (u, c) ≤ B. Thus, ISGM has a positive answer.
Due to Lemma 2, we obtain Theorem 6 directly.

Theorem 6. SGM is NP-hard.

Proof. The statement follows from Lemma 2.
We also consider a variant of SGM which uses dESR instead of dESP :

Problem 8 (Sequence Graph k-Median (SGM) with dESR). Given a sequence graph

G = (V,E,S,F) and an integer k ∈ [1, |V |], find a set C ⊆ V of k nodes such that∑
u∈V minc∈C dESR(u, c) is minimized.

The decision version of Problem 8 asks whether there exists a subset C ⊆ V of k nodes
such that

∑
u∈V minc∈C dESR(u, c) ≤ B, for a given real number B. Below, we provide

a reduction from the decision version of k-Median [26], which implies that Problem 8 is
NP-hard.

Lemma 3. The decision version of Problem 8 is NP-complete.

Proof. Given any instance IkM of the decision version of k-Median, we construct
an instance IP2 of the decision version of Problem 8 in polynomial time, by creating a
sequence graph G = (V,E,S,F) as follows: (I) We add a node u into V , for each point
p ∈ P , where P is the set of points in the decision version of k-Median. (II) We set
E = ∅. (III) We set S = {ε}. (IV) We define F such that F(u) = ε for each u ∈ V .
We also set k in IP2 to k in IkM , and set dESR(u, v) = d(p, p′)/(max(p,p′)∈P d(p, p′) + 1),
for every pair (p, p′) ∈ P corresponding to pair (u, v) ∈ V , where d : P × P → R+ is
the dissimilarity function in the decision version of k-Median. For brevity, we denote
max(p,p′)∈P d(p, p′) + 1 by µ. The division with µ ensures that a value in [0, 1] is assigned
to dESR and is needed because dESR takes values in [0, 1], whereas d takes values in R+.
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Clearly, µ can be computed in polynomial time. Last, we set B in IP2 to T
µ

. This completes
the construction.

In the following, we prove that IP2 has a positive answer if and only if IkM has a
positive answer.

(⇒) If IP2 has a positive answer, then there is a subset C ⊆ V of k nodes such that∑
u∈V minc∈C dESR(u, c) ≤ B. These nodes correspond to a subset C ⊆ P of k points

such that
∑

p∈P minc′∈C d(p, c′) ≤ T , since dESR(u, c) =
d(p,c′)

µ
, for every pair of nodes

(u, c) ∈ C corresponding to a pair of points (p, c′) ∈ C, and B = T
µ

. Thus, IkM has a
positive answer.

(⇐) If IkM has a positive answer, then there is a subset C ⊆ P of k points such that∑
p∈P minc′∈C d(p, c′) ≤ T . These points correspond to a subset C ⊆ V of k nodes such

that
∑

u∈V minc∈C dESR(u, c) ≤ B, since d(p, c′) = dESR(u, c) · µ, for every pair of pair
of points (p, c′) ∈ C corresponding to a pair of nodes (u, c) ∈ C, and T = B · µ. Thus,
IP2 has a positive answer.

5.6 Algorithms for Clustering Sequence Graphs

We present algorithms for the SGC and SGM problems. These algorithms are presented
with dESP but they can also use dESR, or the proxies of these measures, instead (see
Section 5.7).

5.6.1 Approximation Algorithm for SGC

We begin by showing a polynomial-time approximation-preserving reduction from SGC to
(the optimization version of) metric k-Center [27] defined below. This allows approximat-
ing SGC within a factor of 2.

Problem 9 (Metric k-Center [27]). Given a metric space (P, d), where P is a set of n

points and d : P × P → R+ is a distance function, and an integer k ∈ [1, n], find a subset

C ⊆ P of k points such that maxp∈P minc∈C d(p, c) is minimized.

Lemma 4. SGC can be reduced to metric k-Center.

Proof. Given any instance ISGC of SGC, we construct an instance IkC of metric
k-Center in polynomial time, as follows: (I) We construct a set P of points by adding
into an initially empty set P a point p, for each node u ∈ V in the graph of ISGC .
(II) We set k and B in IkC to k and B in ISGC , respectively. (III) We set d(p, p′) =
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dESP ((F(u),F(v)), (u, v)), for every pair of nodes (u, v) ∈ V corresponding to a pair of
points (p, p′) ∈ P . This completes the construction of IkC .

In the following, we prove the correspondence between a solution SkC to IkC and a
solution SSGC to ISGC .

(⇒) If SkC is a solution to IkC , then there is a subset C ⊆ P of k points such that
maxp∈P minc∈C d(p, c) is minimum. These points correspond to a subset C ⊆ V of k
nodes such that maxu∈V minc∈C dESP (u, c) is minimum. Thus, SSGC is a solution to
ISGC .

(⇐) If SSGC is a solution to ISGC , then there is a subset C ⊆ V of k nodes such that
maxu∈V minc∈C dESP (u, c) is minimum. These nodes correspond a subset C ⊆ P of k
points such that maxp∈P minc∈C d(p, c) is minimum. Thus, SkC is a solution to IkC .

Theorem 7. SGC can be approximated within a factor of 2, for any ϵ > 0.

Proof. The statement follows from Lemma 4.
We also show that SGC cannot be approximated within a 2− ϵ factor, for any ϵ > 0,

by reducing metric k-Center to SGC.

Theorem 8. SGC cannot be approximated within a 2− ϵ factor, for any ϵ > 0.

Proof. Metric k-Center cannot be approximated within a 2−ϵ factor for any ϵ > 0 [27].
Thus, it suffices to reduce k-Center to SGC.

Given any instance IkC of metric k-Center, we construct an instance ISGC of SGC
in polynomial time, as follows. First, we create a sequence graph G = (V,E,S,F) as
follows: (I) We add a node u into V , for each point p∈ P , where P is the set of points in
IkC . (II) We set E = ∅. (III) We set S = {ε}. (IV) We define F such that F(u) = ε, for
each u ∈ V . We also set k in ISGC to k in IkC , and dESP ((F(u),F(v))) = d(p, p′), for
every pair (p, p′) ∈ P corresponding to pair (u, v) ∈ V . This completes the construction
of ISGC .

The correspondence between a solution SSGC to ISGC and a solution SkC to IkC holds
due to Lemma 4.

Therefore, we develop SGC-APPROX, a 2-approximation algorithm for SGC which is
based on the algorithm of Gonzalez [185] for metric k-Center. Note that, by Theorem 8, it
is not possible to design a polynomial-time approximation algorithm for SGC with better
approximation ratio than that of SGC-APPROX.

Our algorithm works as follows (see Algorithm 3 for the pseudocode). It adds an
arbitrary node c into an initially empty set of clusters C and into an auxiliary set C that
will contain the selected centers (lines 1 to 3). Then, it performs k − 1 iterations (lines
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Algorithm 3 SGC-APPROX(G, k)

Input: Sequence graph G(V,E,S,F) and the number of clusters k
Output: a set of clusters C

1: Select an arbitrary node c from V
2: Add cluster {c} into an empty set of clusters C
3: Add node c into an empty set C
4: while |C| < k do
5: Select node u such that minu∈V \C,c∈C dESP (u, c) is maximized
6: Add cluster {u} into set of clusters C
7: Add node u into set C
8: end while
9: for each node u ∈ V \ C do

10: Add u into the cluster in C whose center c has minimum dESP (u, c)
11: end for
12: return C

4 to 8). In each iteration, it finds a node that is as far as possible from its closest node in
C with respect to dESP . This node is selected as a center and is added into C and into C.
After that, SGC-APPROX constructs and returns a clustering comprised of a center and its
closest nodes with respect to dESP , breaking ties arbitrarily (lines 9 to 12).

The approximation guarantee of SGC-APPROX is given below:

Theorem 9. SGC-APPROX finds a solution C to SGC with

max
u∈V

min
c∈C

dESP (u, c) ≤ 2 ·max
u∈V

min
c∈C∗

dESP (u, c),

where C∗ is an optimal solution to SGC, in O(((maxs∈S |s|)2 + |E|)k|V |) time.

Proof. The approximation guarantee of SGC-APPROX follows from that the algorithm
of Gonzalez [185] has an approximation factor of 2 for the metric k-Center problem and
from Theorem 7.

The time complexity of SGC-APPROX is O(((maxs∈S |s|)2 + |E|)k|V |). This is be-
cause, in each of the O(k) iterations, the algorithm computes dESP between u and v, where
u is one of the O(k) nodes in C and v is one of the O(|V |) nodes that are not contained in C,
and each such computation takes O((maxs∈S |s|)2+ |E|) time: O((maxs∈S |s|)2) for com-
puting dE [275]; and O(|E|) for computing dSP using the algorithm of Thorup [276].

5.6.2 Heuristic for SGM

We propose SGM-HEUR (see Algorithm 4 for the pseudocode), a heuristic based on an
efficient and effective version of the k-medoids algorithm [64]. Our heuristic selects k
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nodes with a smallest score
∑

v∈V
dESP (u,v)∑

v′∈V dESP (v,v′)
, treats each such node as a cluster repre-

sentative (medoid), and adds each other node into the cluster of its closest representative
(lines 1 to 8). After that, it updates the representatives and the clusters, as k-medoids
does, until the clusters do not change or M iterations are performed; whichever happens
first (lines 9 to 21). Last, it returns the set of clusters (line 22). SGM-HEUR requires
O([|V |2 · ((maxs∈S |s|)2 + |E|)] + [|V |kM ]) time. The term in the first (respectively, sec-
ond) pair of square brackets is the time for computing dESP for all node pairs (respectively,
the time for deriving the clustering).

Algorithm 4 SGM-HEUR(G, M , k)

Input: Sequence graph G(V,E,S,F), maximum number of iterations M , and the number
of clusters k

Output: a set C of k clusters
/* Select initial medoids */

1: Create empty set C
2: C ← set of k nodes in V with a smallest

∑
v∈V ′

dESP (v,v′)∑
v′∈V dESP (v,v′)

/* Construct initial clusters */
3: while C ̸= ∅ do
4: Select a node u ∈ C arbitrarily
5: Create a cluster c = {u} with medoid µ(c) = u
6: Add c into C
7: Remove c from C
8: end while
9: Add each u ∈ V into a cluster c ∈ C such that dESP (u, µ(c)) is minimum

10: S0 ←
∑

u∈c:c∈C dESP (u, µ(c))
11: Sm ← 0, for each m ∈ [1,M ]
12: for each m ∈ [1,M ] do

/* Update medoids */
13: for each c ∈ C do
14: µ(c)← node u ∈ c with a minimum

∑
u′∈c dESP (u, u

′)
15: end for

/* Assign nodes into clusters */
16: Add each u ∈ V into a cluster c ∈ C such that dESP (u, µ(c)) is minimum
17: Sm ←

∑
u∈c:c∈C dESP (u, µ(c))

18: if Sm = Sm−1 then
19: break
20: end if
21: end for
22: return C
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5.7 Experimental Evaluation

In this section, we evaluate our algorithms with respect to effectiveness and efficiency. We
also demonstrate that ESR and ÊSR and hence dESR and d

ÊSR
converge fast.

5.7.1 Evaluated Methods

We tested SGC-APPROX and SGM-HEUR with dESP , d
ÊSP

, dESR, or d
ÊSR

. We report
results for SGC-APPROX with dESP (referred to as CA) and with d

ÊSP
(referred to

as CAE), as well as for SGM-HEUR with dESR (referred to as MH) and with d
ÊSR

(referred to as MHE). The use of dESR and d
ÊSR

in SGC-APPROX did not substantially
help quality but reduced efficiency, while the use of dESP and d

ÊSP
in SGM-HEUR did

not substantially help efficiency but reduced quality; thus we omit these results. In all
our algorithms, we used a normalized version of dESP , where dE and dSP is divided
by its maximum value, and a similarly normalized version of d

ÊSP
. We compared our

algorithms against four state-of-the-art attributed graph clustering methods which employ
different techniques (see Section 5.2): (I) Text-Associated DeepWalk (TADW) [247], (II)
Text Enhanced Network Embedding (TENE) [251], (III) Binarized Attributed Network
Embedding (BANE) [252], and (IV) Adaptive Graph Convolution (AGC) [187].

To use these methods, we first constructed the set Q = ∪s∈SQs, where Qs is the set of
q-grams of a string s ∈ S, and then embedded the string F(u) of each node u ∈ V into
an attribute vector Au such that Au[i] is equal to: (I) 1, if F(u) contains the q-gram with
lexicographic rank3 i in Q, and 0 otherwise, (II) the frequency in F(u) of the q-gram with
lexicographic rank i inQ, or (III) the tf-idf score in S of the q-gram with lexicographic rank
i in Q. Note that such embeddings have already been used in the literature, for instance,
in [47, 245, 251]. We report results for the best embedding method for each competitor
and q. The real-valued embedding constructed by TADW or TENE was fed into k-means,
following [277], while the binary embedding of BANE was fed into k-medoids [64]
(with Hamming distance). We also implemented variants of CA and MH that represent a
string using a vector of q-grams, as TADW and TENE do, reporting results for the best
embedding method and q. We refer to the variant of CA (respectively, MH) as CAvec

(respectively, MHvec). Methods for clustering strings (k-medoids [64], k-means [236])
or graphs (spectral clustering [236]) performed worse than [247, 251, 252]; thus we omit
their results. We summarize all tested methods in Table 5.2, for ease of reference.

3The lexicographic rank of a string in a set of strings is the rank of the string in the lexicographically
sorted list of all the strings in the set.
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Table 5.2 Summary of the methods used in experiments.

Acronym Description
CA SGC-APPROX with dESP

CAE SGC-APPROX with d
ÊSP

MH SGM-HEUR with dESR

MHE SGM-HEUR with d
ÊSR

CAvec Variant of CA with vector of q-grams
MHvec Variant of MH with vector of q-grams
TADW Text-Associated DeepWalk [247]
TENE Text Enhanced Network Embedding [251]
BANE Binarized Attributed Network Embedding [252]
AGC Adaptive Graph Convolution [187]

5.7.2 Datasets and Setup

We used the Ciao (CIAO) and Epinions (EPIN) datasets from https://www.cse.msu.edu/
~tangjili/datasetcode/truststudy.htm.
In these datasets, each user (node) is associated with a (potentially empty) sequence of
reviewed products (string), and an edge connects users who trust each other. Table 5.3
summarizes the characteristics of the datasets we used.

Table 5.3 Datasets characteristics.

Dataset # nodes # edges avg., max. degree alphabet size |ΣS | avg., max. string length
CIAO 2,375 43,690 36.792, 453 6 15.185, 868
EPIN 22,165 286,822 25.881, 2,032 27 41.609, 5,357

Clustering quality was quantified using: (I) the Average Sum of Pairwise Edit distances
(ASPE), defined as 1

k

∑
c∈C

∑
u,v∈c dE(F(u),F(v)); and (II) Modularity [237], a well-

established measure of network (graph) clustering quality, expressed as the fraction of
the edges that fall within the given clusters minus the expected such fraction if edges
were distributed at random. Small ASPE and large Modularity values are preferred. The
speed of convergence of ESR (see Theorem 4) was measured using Average Relative
Difference (ARD) [269], defined as 1

|V |2
∑

u,v∈V
Rℓ+1(u,v)−Rℓ(u,v)

Rℓ(u,v)
, where ℓ and ℓ + 1 are

two consecutive iterations of the fixed-point iteration algorithm. ARD was also used with
ÊSR (defined as ÊSR(u, v) = 1− d

ÊSR
(u, v)) and SimRank.

By default, we used k = 15, q = 2, γ = 10−9, and ℓ = 5. We also used the default
value M = 300 [64] and default parameter values for competitors. The proxy measures
were implemented following [278]. All results are averaged over 10 runs. All algorithms
were implemented in Python 3 and executed on an Intel i9 at 3.70GHz with 64 GB RAM.
Our source code is available at https://rebrand.ly/SGcode.
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5.7.3 String vs. Vector Representation

We show that representing strings as attribute vectors has a negative impact on clustering
quality via comparing our algorithms to the variants CAvec and MHvec. As can be seen in
Fig. 5.2, CAvec resulted in higher (worse) ASPE than both CA and CAE . For example,
the average ASPE for CAvec was higher than that of CA (respectively, CAE) by 104%

(respectively, 56%) on average (over the two datasets). Also, CAvec resulted in lower
(worse) Modularity than both CA and CAE . For example, the average Modularity for
CAvec was lower than that of CA (respectively, CAE) by 18% (respectively, 33%) (over the
two datasets). As can be seen in Fig. 5.3, MHvec performed worse than our algorithms in
terms of both ASPE and Modularity. These results show the benefit of measuring similarity
by using strings directly as our algorithms do. Since CAvec and MHvec performed worse
than CA and MH, we do not report results for them in the remaining of this section.
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Fig. 5.2 Comparison of our algorithms against the CAvec variant that represents strings as
attribute vectors: (a) ASPE vs. k for CIAO. (b) Modularity vs. k for CIAO. (c) ASPE
vs. k for EPIN. (d) Modularity vs. k for EPIN.
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Fig. 5.3 Comparison of our algorithms against the MHvec variant that represents strings
as attribute vectors: (a) ASPE vs. k for CIAO. (b) Modularity vs. k for CIAO. (c) ASPE
vs. k for EPIN. (d) Modularity vs. k for EPIN.
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Fig. 5.4 Comparison of our algorithms against state-of-the-art algorithms for attributed
graph clustering: (a) ASPE and (b) Modularity vs. k for CIAO. (c) ASPE and (d)
Modularity vs. k for EPIN.

5.7.4 Clustering Quality

We show that our algorithms created clusters containing nodes with similar strings, as
ASPE is lower than that of most competitors (see Fig. 5.4(a)), which are also structurally
similar, as Modularity is higher than that of most competitors (see Fig. 5.4(b)). In addition,
the use of proxy measures by our algorithms did not substantially affect clustering quality,
as CAE and MHE performed very similarly to CA and MH, respectively (see Fig. 5.5).

On the other hand, the competitors achieved a worse clustering than our algorithms,
when considering both ASPE and Modularity together, and some were worse in both
of these measures. For example, TENE performed poorly in terms of both ASPE and
Modularity, while BANE and TADW performed the worst in terms of Modularity and
worse than MH and MHE in terms of ASPE. AGC performed the worst in terms of ASPE
but the best in terms of Modularity for k < 36. For k ≥ 36, AGC did not terminate because
the eigenvalue decomposition it employs to find the convolution failed. Similar results
were obtained for the EPIN dataset (see Figs. 5.4(c) and 5.4(d)).

The reason that AGC performed poorly with respect to ASPE is that it favors Modular-
ity by design, since it assumes that nodes that are close in the graph will likely be clustered
together, as mentioned in Section 5.2. This assumption is not necessarily true. In fact,
in our setting, AGC created clusters comprised of nodes that are close in the graph but
have quite dissimilar strings and this led to poor clusters in terms of ASPE. The reason
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Fig. 5.5 Comparison of MH and CA against MHE and CAE: (a) ASPE and (b) Modularity
vs. k for CIAO. (c) ASPE and (d) Modularity vs. k for EPIN.

2 4 6 8
q

105

2 × 104

3 × 104

4 × 104

6 × 104

A
SP

E

TADW TENE BANE AGC

2 4 6 8
q

105

2 × 104
3 × 1044 × 104
6 × 104

A
SP

E

(a)

2 4 6 8
q

0.0

0.2

M
od

ul
ar

ity

(b)

2 4 6 8
q

107

2 × 106
3 × 106
4 × 106
6 × 106

A
SP

E

(c)

2 4 6 8
q

0.02

0.00

M
od

ul
ar

ity

(d)

Fig. 5.6 Impact of q on clustering quality for competitors: (a) ASPE and (b) Modularity
vs. q for CIAO. (c) ASPE and (d) Modularity vs. q for EPIN.

that TADW performed poorly with respect to Modularity is that it supervises random
walks based on attribute vectors, which resulted in clusters with nodes that are far apart
in the graph. The reason that BANE (respectively, TENE) performed poorly in terms of
Modularity is that it does not use higher than first (respectively, second) order proximities
to capture the distance of nodes in the graph. However, such proximities are important
to consider [266] because good clusters may be constructed based on higher than second
order proximities.

The good performance of our methods is due to three factors: (I) dESR and dESP can
capture graph distance and string distance in a unified manner. (II) Unlike the competitors,
our methods use the strings directly in similarity measurements instead of representing
strings as attribute vectors, which may lose similarity information. (III) Unlike TENE and
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BANE, which only use first or first and second order proximities, our methods employ
measures that capture distance between two nodes based also on longer paths.

Note that the values of ASPE and Modularity depend on the similarity between strings
and the similarity between nodes, respectively. Thus, it may not be possible to create a
clustering with both low ASPE and high Modularity, when close nodes have different
strings and vice versa.

Besides, we also examined the impact of q (length of q-gram used in the vector
representation of a string by the competitors). Figs. 5.6 (a)-(b) show that cluster quality in
CIAO became worse as q increased. This is because the number of distinct q-grams (i.e.,
|Q|) increases and thus ASPE increased as well. Thus, the default value q = 2 we used is
a fair choice. The results for EPIN were similar (see Figs. 5.6 (c)-(d)).

5.7.5 Convergence

We show that ESR and ÊSR converge faster than SimRank, which helps efficiency (see
Fig. 5.7) This is attributed to the impact of string similarity (e.g., σ(u, v) = 0 implies
Rℓ+1(u, v) = 0 in Eq. 5.3). In fact, the ARD scores for ESR and ÊSR were smaller than
10−3 after 5 iterations, while those for SimRank were an order of magnitude larger even
after 20 iterations.
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Fig. 5.7 Convergence speed for our measures and SimRank: ARD vs. ℓ (number of
iterations of fixed-point iteration algorithm) for: (a) CIAO and (b) EPIN.

5.7.6 Runtime

We examined the runtime of all methods for varying number of nodes (see Fig. 5.8). CAE

and MHE were much more efficient than all competitors. For instance, CAE was up to
8 and 3 times faster than TENE, the fastest competitor, in the experiment of Fig. 5.8(a)
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and 5.8(b), respectively. As expected, CAE and MHE were faster than CA and MH,
since the last two algorithms need to compute edit distance instead of the more efficient to
compute proxy measures. For example, MHE was two orders of magnitude faster than
MH in the case of clustering CIAO and even faster in the case of clustering EPIN. In
addition, CAE was approximately two times faster than CA. The impact of using the proxy
measure in the algorithms for SGC was less significant compared to the algorithms for
SGM. This is because in the former there are fewer edit distance computations, as in SGC
there is no need to compute all pairwise distances between strings. CA was faster than
MH, as expected by the complexity analysis (see Section 5.6). For example, CA was more
than 50 times faster than MH in the case of the CIAO dataset and more than two order of
magnitudes faster in the case of the EPIN dataset.
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Fig. 5.8 Efficiency for our methods and the competitors: Runtime vs. % of nodes for: (a)
CIAO and (b) EPIN.

5.8 Case Study: Clustering Phylogenetic Trees

As discussed in Chapter 1, an edge in a sequence graph can model a relationship between
users or a relationship between strings. In Section 5.7, we demonstrated the effectiveness
of our approach in applications where edges represent relationships between users and
the input data are modeled as a graph. We now proceed to presenting a case study that
highlights the effectiveness of our approach when edges represent relationships between
strings and the input data are modeled as a phylogenetic tree [253].

In particular, we consider the domain of bioinformatics and the application of evaluating
the quality of a phylogenetic tree [253]. A phylogenetic tree is a rooted or unrooted
leaf-labeled bifurcating (binary) tree that represents evolutionary relationships among
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biological organisms [253]. A phylogenetic tree can be inferred from a set of strings, each
representing the genomic sequence of an organism. Each leaf of the tree corresponds
to a different organism and is labeled with a string representing the genomic sequence
of the organism, while each non-leaf node u corresponds to a cluster comprised of all
strings associated with the leaves of the subtree rooted at u. Thus, a phylogenetic tree is a
hierarchical representation of all clusterings of the strings of its leaves.

A phylogenetic tree T whose leaves correspond to a set of strings S can be constructed
by different methods (e.g., by agglomerative hierarchical clustering methods [253]). To
evaluate the quality of T , one can compare it with a ground truth clustering C of S. Let
k be the number of clusters in C. Clearly, T cannot be compared with C directly, since
the former is a binary tree (i.e., a 2D structure), whereas the latter is a partition of S
into k clusters (i.e., a 1D structure). Therefore, one needs to first “flatten” T , by creating
a clustering C ′ of its leaves that has k clusters, and then compare C ′ with C. If these
two clusterings are similar, T is of high quality, as it accurately reflects the evolutionary
relationships between the organisms corresponding to the strings of S according to the
ground truth clustering.

It is easy to see that T can be modeled as a sequence graph G = (V,E,S,F) with
V (respectively, E) being the set of nodes (respectively, edges) of T , S being the set of
strings S corresponding to the leaves of T (i.e., the leaf labels), and F being a function
that associates each leaf of T with is corresponding string in S and each non-leaf node in
T with the empty string. Thus, we can construct C ′ by first clustering the sequence graph
corresponding to T with k equal to the number of clusters in the ground truth clustering,
and then creating, for each resultant cluster c, a cluster c′ in C ′ that is comprised of the
non-empty strings corresponding to the nodes in c. After that, we can compare C ′ with the
ground truth clustering C using measures that compare clusterings (e.g., the measures in
[279–281]).

In what follows, we first discuss the data and setup we used in our case study and then
the results of the case study.

5.8.1 Data and Setup of case study

We used three datasets, referred to as Ebolavirus (EBOL), Influenza (INFL), and Coron-
avirus (COR). The characteristics of these datasets are summarized in Table 5.4. In these
datasets, each record is a genomic sequence of a different virus type (e.g., in EBOL, there
are 59 records and each record corresponds to a different type of Ebolavirus). All genomic
sequences were downloaded from the NCBI GenBank [282] based on their accession
numbers provided in [283].
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Table 5.4 Datasets characteristics

Dataset # of leaves # of edges avg., max. alphabet size avg., max. ground truth
degree |ΣS | string length clusters

EBOL 59 116 1.98, 3 4 18,932, 18,961 5
INFL 38 74 1.97, 3 4 1,406, 1,467 5
COR 34 66 1.97, 3 4 27,567, 31,357 9

For each dataset, we obtained the phylogenetic tree from [283], and the ground truth
clustering from the NCBI GenBank [282] using the BioPython library [284]. Specifically,
each cluster in the ground truth clustering is comprised of all sequences with the same
value in the Organism field, for EBOL and INFL, or all sequences with the same value in
the last element of the Taxonomy field for COR (since all sequences in this dataset had
the same value in Organism). It can be readily verified from Figs. C.1, C.2, and C.3 in
Appendix C that the phylogenetic trees we used are in accordance with the ground truth
clustering. That is, each ground truth cluster contains leaves that are close together in the
phylogenetic tree.

We constructed a clustering C ′ from the sequence graph corresponding to a phylogenetic
tree T by applying one of our methods (CA, CAE , MH, and MHE) or a competitor (TADW,
TENE, BANE, AGC), configured as in Section 5.7.

To measure similarity between C ′ and the ground truth clustering, we used three well-
established measures that compare similarity between two clusterings based on their labels:
Clustering Accuracy (ACC) [279], Normalized Mutual Information (NMI) [280], and
macro-F1 score [281]. These measures take values in [0, 1] with larger values indicating a
more accurate (i.e., closer to the ground truth) clustering.

ACC is computed based on Eq. 5.16:

ACC(C ′, C) =
∑|S|

i=1 1
(
li = m (ci)

)
|S|

, (5.16)

where S is the set of strings in the input sequence graph, li is the ground truth label of the
i-th string in the input sequence graph, ci is the id of the cluster where this string belongs
in C ′ that is used as clustering label, m() is the optimal mapping function that permutes
clustering labels to match the ground truth labels4, and 1() outputs 1 if its argument is true
and 0 otherwise.

NMI is computed based on Eq. 5.17:

4The optimal mapping function can be computed based on the Hungarian algorithm [285].
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NMI(C, C ′) =
∑k

i=1

∑k
j=1 nij log2

nij

nin̂j√(∑k
i=1 ni log2

ni

n

)(∑k
j=1 n̂j log2

n̂j

n

) , (5.17)

where ni denotes the number of strings in the i-th cluster in C ′, n̂j denotes the number of
strings belonging to the j-th cluster in the ground truth clustering C, nij is the number of
strings belonging both in the i-th cluster in C ′ and in the j-th ground truth cluster, and k is
the number of clusters.

The macro-F1 measure is based on the F1 measure. F1 assumes a setting where there
are only two different labels, namely 0 and 1, in the ground truth clustering, and it is
computed based on Eq. 5.18:

F1 = 2 · Prec · Rec
Prec + Rec

, (5.18)

where Prec = TP
TP+FP

and Rec = TP
TP+FN

. In turn, TP denotes the number of strings with
label 1 in both the ground truth clustering and C ′, while FN (respectively, FP ) denotes
the number of strings with label 1 (respectively, 0) in the ground truth clustering and 0

(respectively, 1) in C ′. When the ground truth clustering contains L labels, the macro-F1

measure is defined based on Eq. 5.19:

L∑
c=1

F1(c)/L, (5.19)

where F1(c) is the F1 score obtained for a two-label setting, in which 1 is the label of
cluster c and 0 is the label of any other cluster.

We used the default parameters of Section 5.7 for all methods. All experiments ran on
the PC mentioned in Section 5.7.

5.8.2 Clustering Quality

Since the phylogenetic trees we used are in accordance with the ground truth (see Figs.
C.1, C.2, and C.3 in Appendix C), we expect that a good clustering method for evaluating
a phylogenetic tree would have a high value (close to 1) in ACC, NMI, and macro-F1. The
higher the value, the better the clustering method, as the clustering it constructs is more
similar to the ground truth clustering.

Tables 5.5, 5.6, and 5.7 show that the clusterings created by our methods are sub-
stantially more similar to the ground truth clustering compared to those created by the
competitors. CA was the best performing method, outperforming MH in all tested cases,
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Table 5.5 ACC for different methods applied with k = 5 on EBOL and INFL, and with
k = 9 on COR. A × denotes that a method did not produce a score, because it did not
produce k clusters. The values for the best performing method are in bold.

Methods EBOL INFL COR
CA 0.904 0.947 0.941

CAE 0.805 0.894 0.882
MH 0.814 0.845 0.756

MHE 0.712 0.753 0.729
TADW 0.627 0.447 0.382
TENE 0.576 0.394 0.352
BANE × 0.368 ×
AGC 0.423 0.317 0.352

Table 5.6 NMI for different methods applied with k = 5 on EBOL and INFL, and with
k = 9 on COR. A × denotes that a method did not produce a score, because it did not
produce k clusters. The values for the best performing method are in bold.

Methods EBOL INFL COR
CA 0.894 0.962 0.957

CAE 0.880 0.857 0.918
MH 0.837 0.884 0.720

MHE 0.701 0.835 0.701
TADW 0.426 0.269 0.389
TENE 0.317 0.255 0.434
BANE × 0.313 ×
AGC 0.435 0.322 0.376

Table 5.7 macro-F1 for different methods applied with k = 5 on EBOL and INFL, and
with k = 9 on COR. A × denotes that a method did not produce a score, because it did
not produce k clusters. The values for the best performing method are in bold.

Methods EBOL INFL COR
CA 0.901 0.943 0.886

CAE 0.717 0.889 0.848
MH 0.751 0.840 0.762

MHE 0.693 0.708 0.709
TADW 0.483 0.376 0.375
TENE 0.371 0.401 0.317
BANE × 0.321 ×
AGC 0.401 0.345 0.286

due to its objective function. Specifically, its ACC, NMI, and macro-F1 scores were 15.6%,
15.2%, and 16% larger on average (over all datasets) than those of MH, respectively. In
addition, the use of proxy measures in our methods did not substantially affect clustering
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quality. This is encouraging as our methods using proxy measures, namely CAE and
MHE , are more efficient, as discussed in Section 5.7.

On the other hand, the competitors did not perform well. For example, the ACC, NMI,
and macro-F1 scores for CA were 91.8%, 159.5%, and 121.2% larger on average (over all
datasets) than the best competitor TADW. The main reason for the poor performance of
competitors is that, in the application we consider, only the leaves of a phylogenetic tree
have non-empty strings associated with them, while a large number of non-leaf nodes are
associated with the empty string. This leads the competitors to construct clusters with leaf
nodes associated with different strings, as their assumptions (close nodes in the tree should
be clustered together for AGC, and low order proximities are sufficient to cluster nodes in
the tree for BANE and TENE) are invalidated. Last, note that in the case of EBOL and
COR, BANE did not produce k clusters and thus a meaningful clustering for the purpose
of our case study, since it learned fewer than k binary code representations.
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Chapter 6

Conclusion

6.1 Summary of Contributions

In this thesis, we considered clustering three different types of complex data that are
often encountered in applications: RT-datasets, RS-datasets, and sequence graphs. We
formalized the task of clustering each type of data as an optimization problem, examined
the hardness of the problem, and developed new clustering algorithms for solving it. We
also demonstrated the effectiveness and efficiency of the algorithms experimentally.

At the same time, there are three research questions that have been answered in this
thesis:

1. How can we cluster a given RT-dataset so that each cluster (i.e., set of records
comprised of a set of relational attributes and a set of diagnosis codes) represents
patients that have similar demographics and set of diagnosis codes? We have
addressed this question in Chapter 3.

2. How can we cluster a given RS-dataset so that each cluster (i.e., set of records com-
prised of a set of relational attributes and a sequence of diagnosis codes) represents
patients that have similar demographics and sequence of diagnosis codes? We have
addressed this question in Chapter 4.

3. How can we cluster a sequence graph so that each cluster (i.e., set of graph nodes
each associated with a string) contains nodes that are structurally similar and have
similar node labels (strings)? We have addressed this question in Chapter 5.

The main contributions of the thesis can be summarized as follows:
(I) For clustering RT-datasets, a new approach was proposed. The approach represents

the dataset in a binary form in which the features are selected demographic values, as well
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as combinations (patterns) of frequent and correlated diagnosis codes (comorbidities). This
representation enables measuring similarity between records using cosine similarity, an
effective measure for binary-represented data, and allows finding compact, well-separated
clusters through hierarchical clustering. The main clinical implication of this approach is
that it was able to find correlations between diagnosis codes and between diagnosis codes
and demographics that have been documented in the medical literature and correspond to
to known comorbidities. This shows the effectiveness of our clustering algorithm and in
particular of the all-confidence measure that aims specifically to capture such correlations.
The practical value of this research is two-fold. First, our methodology (data modeling,
measure, approach) can lead to the developments of new clustering algorithms. Second,
our publicly available implementation may be used to cluster an EHR RT-dataset.

(II) For clustering RS-datasets, the task of clustering an RS-dataset was formalized
as an optimization problem which was shown to be computationally hard. Also, an
effective and efficient algorithm that addresses the problem was proposed. This algorithm
uses a distance measure we developed and works by first identifying k representative
records (centers), for a given k, and then constructing k clusters, each containing one
center and the records that are closer to the center compared to other centers. The main
clinical implication of this approach is that it was able to create clusters in which frequent
sequential patterns capture relationships between diagnosis codes that are documented in
the medical literature. Furthermore, the created clusters allowed discovering potentially
clinically useful patterns associated with patients that have similar demographics. The
practical value of this research is similar to that of the last paragraph.

(III) For clustering sequence graphs, the task of clustering a sequence graph was formal-
ized as an optimization problem and variants of the problem based on the k-center [26, 27]
and k-median [26, 28] problems were studied. Specifically, we first proposed a product
metric and a measure based on SimRank [32] to capture the distance between two nodes of
a sequence graph, as well as a proxy for each measure. We then proposed an approximation
algorithm and a heuristic, which outperform attribute-based graph clustering methods, as
shown experimentally. Last, we proposed a methodology that applies our measures (and
the corresponding clustering algorithms) to evaluate whether a given phylogenetic tree is
in accordance with a given ground truth clustering. The practical value of the research is
two-fold. First, our publicly available implementation may be used to cluster the nodes
of a graph, which is important in the domain of social networks and of e-commerce.
Second, and more specifically, our implementation allows a bioinformatician to evaluate
the accuracy of a given clustering of a phylogenetic tree by comparing it to a ground truth
clustering. If these two clusterings are similar, then the phylogenetic tree is meaningful.
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6.2 Future Work

In the following, we identify some future directions for extending the work in this thesis.

6.2.1 Future work for clustering RT-datasets

In the following, we explain how MASPC can be extended to handle different types of
healthcare data. Moreover, limitations of MASPC which provide opportunities for further
research are discussed.

6.2.1.1 Dealing with multiple set-valued attributes

MASPC was developed for clustering RT-datasets with demographics and diagnosis codes,
which are useful in several medical analysis applications [15–19]. However, EHR data
may also contain laboratory data (e.g., Logical Observation Identifiers Names and Codes
(LOINC)) and medications. In this case, we can preprocess the input dataset to create
a set-valued attribute comprised of all diagnosis codes, values in laboratory results, and
medications1 and then apply our approach to the pre-processed dataset with no modification.
To see why this is the case, note that: (I) the MAS algorithm mines and selects patterns
of any type (i.e., the support and all-confidence measures are applied to any itemset,
irrespectively of whether its values are for example diagnosis codes or medications), (II)
the binary representation in phase 1 of PC can be constructed for MFAs of any type (i.e.,
an MFA is a set of values of any type, such as diagnosis codes and laboratory results, which
corresponds to a feature in the binary representation), and (III) the agglomerative clustering
algorithm in phase 2 of PC can be applied to a binary representation whose features are
MFAs of any type (i.e., the cosine similarity is measured between binary vectors, whose
elements correspond to MFAs of any type).

6.2.1.2 Dealing with temporally-annotated sequential data

Also, MASPC was developed for data in which the diagnosis codes in a record are
represented as a set. However, it is possible that a dataset contains temporal information,
such as the date on which a diagnosis code was assigned to a patient. While temporal
information is useful (e.g., in the context of longitudinal studies), it makes clustering
challenging [286], calling for a new approach. Developing an approach for clustering an
RT-dataset in which there is a temporally-annotated sequence of diagnosis codes, instead

1Formally, let Al+1
1 ,Al+1

2 ,Al+1
3 be set-valued attributes representing diagnosis codes, laboratory results,

and medications respectively. The dataset D will contain a single set-valued attribute Al+1 and each record
r in D will have a set of values that is the union of the values it has in Al+1

1 ,Al+1
2 , and Al+1

3 .
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of a set of diagnosis codes, is an interesting and challenging avenue for future work. The
challenges come from the fact that: (I) more than one occurrence of the same diagnosis
code may be contained in a patient’s record, if the patient has been diagnosed with the
code at different times, and (II) there is a temporal ordering of diagnosis codes. Due to I,
the data are generally of higher dimensionality than the data comprised of demographics
and sets of diagnosis codes that we considered in Chapter 3. Due to II, itemset mining
techniques are no longer applicable to construct a binary representation, since the patterns
should capture the temporal ordering of values. Also, standard similarity measures, such
as cosine similarity or Euclidean distance, do not apply and specialized measures which
are developed for temporally-annotated data (e.g., Dynamic Time Warping [287]) should
be considered instead.

6.2.1.3 Configuring parameters

The performance of MASPC, in terms of clustering quality, depends on the quality of
the input dataset and on the configuration of the thresholds minSup, minAc, and minOv.
This is because the values of these thresholds may affect the number of MFAs selected
by the MAS algorithm, which in turn affects the number of unclustered records and
the quality of the clustering performed by PC. Specifically, small minSup, minAc and
minOv values lead to a large number of MFAs and few unclustered records. On the other
hand, large minSup, minAc, and minOv values lead to a small number of MFAs and
many unclustered records. When minSup, minAc, and minOv are too small, the quality
of clustering is low due to the curse of high dimensionality (i.e., the binary representation
has too many features which makes similarity difficult to capture [55, 15]). Furthermore,
small minsup and minAc values imply that clusters are comprised of diagnosis codes
that are associated with a few patients only and are not correlated. So, fewer unclustered
records do not necessarily imply a higher quality result. When minSup, minAc, and
minOv are too large, the quality of clustering is low, because the patterns are too few to
capture the similarity between records. For example, when MAS selects a single MFA
due to the use of very large thresholds, then the records that support this MFA are deemed
similar, even though they contain many different diagnosis codes. Thus, it is important
for the thresholds minSup, minAc, and minOv to be configured appropriately. This is
challenging, because there are multiple inter-dependent and data-dependent thresholds
that need to be configured appropriately and because the thresholds for mining (minSup,
minAc, and minOv) need to be determined before the clustering part of our method is
performed. Towards this end, a tool with graphical user interface that applies heuristics
for configuring the thresholds minSup and minAc would be useful. The main idea of
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the heuristics is to try different parameters (e.g., a few equidistant values between the
minimum and maximum values of minSup ( 1

|D| and 1) and minAc (0 and 1)), plot the
number of unclustered records and the quality of the resultant clustering, and either ask
the user to select the threshold values they prefer, or automatically choose the threshold
values that lead to a good trade-off between the number of unclustered records and the
clustering quality. Furthermore, it may be possible to improve the efficiency of the tool by:
(I) sharing the mining results among runs (since the patterns mined with low minSup or
minAc are a superset of those mined with higher minSup or minAc), and (II) exploiting
the anti-monotonicity property of the support and all-confidence measure [7, 142] to reduce
the number of the values of minSup and minAc that should be checked. The tool could
be a starting point for addressing the issue of selecting good thresholds. Yet, it would be
interesting to develop a general principled methodology for selecting thresholds. This is
an important avenue for future work.

6.2.1.4 Dealing with unclustered records

After configuring the thresholds and applying MASPC, one needs to decide how to deal
with the unclustered records that may exist. This can be performed as a post-processing
task. One strategy that is followed by other pattern-based clustering methods [47] is to
exclude the unclustered records from the clustering result. The justification behind this
strategy is that these records are not similar to any other record (based on the patterns),
and thus they should not be considered, to avoid degrading the quality of clusters and
harming their interpretability (based on the patterns). This strategy may be suitable for
applications such as visualization, classification, and anonymization, where it is important
to have coherent clusters. For example, in anonymization, it is better to remove the
unclustered records rather than creating a cluster containing all of them [15]. This is
because the anonymized values of dissimilar records in a cluster are too coarse to be useful
[15]. In other applications, the clustered dataset may need to contain each record of the
input dataset, because each record is important for analysis. Examples are clinical and
epidemiology applications, as well as statistical query answering. In clinical applications,
for example, records representing patients that are dissimilar to all others because they
have rare diagnosis codes should be contained in the clustered dataset. To ensure this,
each unclustered record can be treated as a separate cluster, or the unclustered records
may be put into a single cluster, which is released as is. We have performed experiments
using the strategy that puts all unclustered records into a single cluster (see Section 3.7.3
in Chapter 3) and found that our algorithm outperforms all other baselines. Last, it is
also possible to set a threshold representing the largest allowable number of unclustered
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records, based on user application requirements, and re-executing MASPC with lower
minSup, minAc, and minOv until the number of unclustered records is at most equal to
the threshold. For example, setting minSup = 1

|D| , minAc = 0, and minOv = 1 would
treat almost every record as an MFA, resulting in a very small number of unclustered
records. The result of our algorithm when the number of unclustered records does not
exceed the threshold will then be output.

6.2.1.5 Semantic similarity and importance of diagnosis codes in pattern mining

Our approach uses entire patterns as features to perform clustering. We have shown how
to mine patterns that lead to accurate clusters in practice in a reasonable amount of time,
which is encouraging, given that the task of pattern mining is far from straightforward
and has been the focus of research for decades. The mining of patterns in our approach
is performed by exploiting properties, such as the frequency of patterns and correlations
between diagnosis codes, using a popular FP-tree based framework. However, there are
other properties of patterns that may influence clustering accuracy and have not been
considered. One such property is the semantic similarity of diagnosis codes, as captured by
the ICD-code hierarchy. Another is the “importance” of diagnosis codes (e.g., to consider
the difference between primary and secondary diagnosis codes). The idea would be to
attempt to mine patterns subject to some constraints according to these properties and then
use them as features for clustering.

However, further study is needed to perform the mining of such patterns efficiently.
The difficulty in doing so comes from: (I) the exponentially large space of possible patterns
(e.g., some constraints may not have sufficient pruning power to allow the mining of
patterns in reasonable time), (II) the monotonicity that properties must satisfy to work
with the FP-tree based framework, and (III) the fact that the aforementioned properties
should be enforced together with others such as frequency, which have been shown to be
necessary for a high-quality clustering.

6.2.2 Future work for clustering RS-datasets

DDSCA is limited in 5 aspects which provide opportunities for future work.

1. DDSCA does not deal with datasets in which diagnosis codes are associated with
dates of visits, which are helpful in longitudinal studies [286]. One way to deal with
such datasets is to treat the date of visit corresponding to the diagnosis codes in a
record in the same way as a demographic. However, this is not appropriate when
there are multiple dates, each corresponding to some of the diagnosis codes in a

131



6.2 Future Work

record, due to the curse of dimensionality [7]. In this case, a fundamentally new
approach is required.

2. DDSCA was evaluated using data containing ICD-9 codes. Although our distance
measure can easily be modified to deal with other types of diagnosis codes such as
ICD-10 codes [288] (or, in general, any sequence of events), further work is needed
to evaluate its effectiveness in such settings. Similarly, it would be interesting to
extend DDSCA to consider sequences comprised of other patient information, such
as medications and lab results. This requires further work, as capturing the similarity
of multiple inter-related sequences is challenging.

3. It is useful to evaluate the effectiveness of DDSCA in tasks beyond frequent se-
quential pattern mining. An example of such a task is causal relationship discov-
ery [289], for which we have obtained some preliminary results (see Section B.8 in
Appendix B). Other examples of such tasks are classification [183] and anonymiza-
tion [15], which we also leave for future work.

4. It is useful to examine whether long frequent sequential patterns [60] (e.g., patterns
comprised more than two diagnosis codes) can be mined from the clusters created by
our methods. This is possible by configuring the sequential pattern mining method
(e.g., the algorithm in [214] in the experiment of Table 4.6) to mine more of the top
frequent sequential patterns. It would be interesting to examine meaningful such
relationships and the accuracy of such a clustering approach on real EHR data.

5. There may be constraints related to which diagnosis codes may or may not appear in
the same cluster. The concept is similar to the must-link and cannot-link constraints
[290]. Our approach is not dealing with such constraints and incorporating them is
not straightforward. Intuitively, this is because our method operates on entire records
comprised of demographics and sequences of diagnosis codes and does not offer
fine-grained control when grouping certain diagnosis codes together in clusters.

6.2.3 Future work for clustering sequence graphs

Our methods for clustering a sequence graph are limited in 3 aspects which provide
opportunities for future work.

1. The proposed methods do not deal with graphs containing temporal information.
Specifically, each node and/or edge in a graph can have a timestamp, showing when
the node or edge appeared. In addition, the proposed methods do not deal with
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dynamic graphs. For example, a node may persist, but its neighbours may be changed
as time goes on (e.g., a node u can have v and w as neighbors at time point t1 and
only v as neighbor at time point t2). Also, the string label of a node may change
over time. Clustering sequence graphs containing temporal information, as well as
clustering dynamic sequence graphs, requires new approaches.

2. The distance measure dESP (u, v) we proposed does not consider the strings of the
nodes that lie in the path (or paths) between two nodes u and v. For example,
consider that the string of both u and v is aaa and that the shortest path between
u and v that has length 3. In this case, dESP (u, v) will consider u and v as similar
because: (I) they have the same labels and (II) their shortest path distance is 3, so
dESP will be very low. The nodes u and v will be considered similar even when
the strings of the nodes that lie in the shortest path between u to v do not contain
any a. There may be cases, however, in which the strings of such nodes should
also affect the similarity between u and v. For example, consider a social network,
in which a string represents the locations where a user checked in. Two users in
this social network may be regarded are more similar when their friends visited
similar locations with them in the same order (i.e., they have similar strings). It
may be interesting to see how dESP can be modified to capture similarity in such
applications.

3. It is helpful to examine whether one can cluster a string graph, constructed based
on EHR data, to get meaningful insights about patients. In this string graph, a node
corresponds to a patient and its label is a string that may represent diagnosis codes,
procedures, or medications, or alternatively a combination of these. Furthermore,
each edge represents a relationship [291] between two patients.
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Appendix A

Appendix of Chapter 3

A.1 The number of patterns vs. minSup for VERMONT

and INFORMS

Table A.1 The number of patterns vs. minSup for VERMONT. The results for the default
value are in bold.

# of Patterns minSup (%)
0.7 1 1.3 1.6 1.9 2.2

MASPC 151 146 113 88 65 48
MASPC+ 280 252 193 146 116 93
MSPC+ 292 278 209 154 121 95
MSPC 163 172 129 96 70 50

Table A.2 The number of patterns vs. minSup for INFORMS. The results for the default
value are in bold.

# of Patterns minSup (%)
0.1 0.2 0.3 0.4 0.5 0.6 0.7 1

MASPC 245 151 105 134 154 102 71 49
MASPC+ 445 301 292 303 311 207 172 153
MSPC+ 467 330 304 322 334 221 184 162
MSPC 267 180 117 153 177 116 83 58
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A.2 The number of unclustered record vs. minSup for VERMONT and INFORMS

A.2 The number of unclustered record vs. minSup for
VERMONT and INFORMS

Table A.3 The number of unclustered records vs. minSup for VERMONT. The results for
the default value are in bold.

# of unclustered records minSup (%)
0.7 1 1.3 1.6 1.9 2.2

All methods 24209 24586 24935 25050 27234 30339

Table A.4 The number of unclustered records vs. minSup for INFORMS. The results for
the default value are in bold.

# of unclustered records minSup (%)
0.1 0.2 0.3 0.4 0.5 0.6 0.7 1

All methods 5423 9864 12346 11045 10098 12567 13321 16490
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A.3 The number of patterns vs. minAc for VERMONT and INFORMS

A.3 The number of patterns vs. minAc for VERMONT

and INFORMS

Table A.5 The number of patterns vs. minAc for VERMONT. The results for the default
value are in bold.

# of Patterns minAc
0.08 0.09 0.1 0.11 0.12

MASPC 170 156 146 131 117
MASPC+ 276 262 252 237 223
MSPC+ 278 278 278 278 278
MSPC 172 172 172 172 172

Table A.6 The number of patterns vs. minAc for INFORMS. The results for the default
value are in bold.

# of Patterns minAc
0.01 0.03 0.05 0.07 0.09 0.11 0.13 0.15 0.17

MASPC 81 79 77 74 72 71 62 42 23
MASPC+ 182 180 178 175 173 172 163 143 124
MSPC+ 184 184 184 184 184 184 184 184 184
MSPC 83 83 83 83 83 83 83 83 83
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A.4 The number of unclustered record vs. minAc for VERMONT and INFORMS

A.4 The number of unclustered record vs. minAc for
VERMONT and INFORMS

Table A.7 The number of unclustered records vs. minAc for VERMONT. The results for
the default value are in bold.

# of unclustered records minAc
0.08 0.09 0.1 0.11 0.12

All methods 23099 23624 24586 25273 25880

Table A.8 The number of unclustered records vs. minAc for INFORMS. The results for the
default value are in bold.

# of unclustered records minAc
0.01 0.03 0.05 0.07 0.09 0.11 0.13 0.15 0.17

All methods 12832 12943 13041 13144 13244 13321 14548 16362 19434
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A.5 The number of patterns vs. minOv for VERMONT and INFORMS

A.5 The number of patterns vs. minOv for VERMONT

and INFORMS

Table A.9 The number of patterns vs. minOv for VERMONT. The results for the default
value are in bold.

# of Patterns minOv
10 30 40 55 70 90

MASPC 155 154 146 128 106 85
MASPC+ 261 260 252 234 212 191
MSPC+ 332 301 278 244 215 195
MSPC 226 195 172 138 109 89

Table A.10 The number of patterns vs. minOv for INFORMS. The results for the default
value are in bold.

# of Patterns minOv
10 30 50 70 90 120 150

MASPC 71 60 48 31 28 28 27
MASPC+ 172 161 149 132 129 129 128
MSPC+ 184 164 153 146 143 143 142
MSPC 83 63 52 45 42 42 41
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A.6 The number of unclustered record vs. minOv for VERMONT and INFORMS

A.6 The number of unclustered record vs. minOv for
VERMONT and INFORMS

Table A.11 The number of unclustered records vs. minOv for VERMONT. The results for
the default value are in bold.

# of unclustered records minOv
10 30 40 55 70 90

All methods 24002 24239 24586 26233 26836 27936

Table A.12 The number of unclustered records vs. minOv for INFORMS. The results for
the default value are in bold.

# of unclustered records minOv
10 30 50 70 90 120 150

All methods 13321 13448 16994 17320 18921 18921 19024
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A.7 Runtime of MAS and PC vs. minSup, minAc, and minOv

A.7 Runtime of MAS and PC vs. minSup, minAc, and
minOv

Table A.13 Runtime (sec) vs. (a) minSup, (b) minAc, and (c) minOv, for VERMONT.

minSup (%)
0.7 1 1.3 1.6 1.9 2.2

MAS 90 126 90 59 37 24
PC 203 147 90 93 87 58

(a)

minAc
0.08 0.09 0.1 0.11 0.12

MAS 188 136 121 95 73
PC 170 178 152 109 105

(b)

minOv
10 30 50 70 90

MAS 148 147 109 73 52
PC 133 126 103 119 106

(c)
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A.8 Runtime of MAS and PC vs. dataset size

A.8 Runtime of MAS and PC vs. dataset size

Table A.14 Runtime (sec) vs. dataset size for VERMONT.

% records
25 50 75 100

MAS 13 37 56 104
PC 18 43 97 123
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A.9 Runtime of MAS and PC vs. domain size

A.9 Runtime of MAS and PC vs. domain size

Table A.15 Runtime (sec) vs. domain size for VERMONT.

% diag codes
25 50 75 100

MAS 4 53 67 92
PC 8 57 101 114
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A.10 Full names of ICD codes that appeared in Table 3.10a

A.10 Full names of ICD codes that appeared in Table
3.10a

Table A.16 Full names of ICD codes.

ICD Code Full name

038.9 Unspecified septicemia
041.49 Other and unspecified Escherichia coli
174.9 Malignant neoplasm of breast (female), unspecified
182.0 Malignant neoplasm of corpus uteri, except isthmus
185 Malignant neoplasm of prostate

188.9 Malignant neoplasm of bladder, part unspecified
244.9 Unspecified acquired hypothyroidism
250.00 Diabetes mellitus without mention of complication, type II or unspecified type, not stated as uncontrolled
250.60 Diabetes with neurological manifestations, type II or unspecified type, not stated as uncontrolled
272.4 Other and unspecified hyperlipidemia
275.2 Disorders of magnesium metabolism
276.8 Hypopotassemia
278.00 Obesity, unspecified
278.01 Morbid obesity
300.00 Anxiety state, unspecified
305.1 Nondependent tobacco use disorder
311 Depressive disorder, not elsewhere classified

327.23 Obstructive sleep apnea (adult)(pediatric)
338.29 Other chronic pain
357.2 Polyneuropathy in diabetes
401.9 Unspecified essential hypertension
403.90 Hypertensive chronic kidney disease with chronic kidney disease stage I through stage IV

412 Old myocardial infarction
414.01 Coronary atherosclerosis of native coronary artery
428.0 Congestive heart failure, unspecified
491.21 Obstructive chronic bronchitis with (acute) exacerbation

496 Chronic airway obstruction, not elsewhere classified
530.81 Esophageal reflux
584.9 Acute kidney failure, unspecified
599.0 Urinary tract infection, site not specified
645.11 Post term pregnancy, delivered, with or without mention of antepartum condition
659.71 Abnormality in fetal heart rate or rhythm, delivered, with or without mention of antepartum condition
664.11 Second-degree perineal laceration, delivered, with or without mention of antepartum condition
995.91 Sepsis
E78.5 Hyperlipidemia, unspecified

I10 Essential (primary) hypertension
I12.9 Hypertensive chronic kidney disease with stage 1 through stage 4 chronic kidney disease
I25.10 Atherosclerotic heart disease of native coronary artery without angina pectoris
K21.9 Gastro-esophageal reflux disease without esophagitis
N18.3 Chronic kidney disease, stage 3 (moderate)
N52.9 Male erectile dysfunction, unspecified
V05.3 Long ICD9 Description: Need for prophylactic vaccination and inoculation against viral hepatitis
V27.0 Mother with single liveborn

V30.00 Single liveborn, born in hospital, delivered without mention of cesarean section
V46.2 Dependence on supplemental oxygen

V49.86 Do not resuscitate status
V58.66 Long-term (current) use of aspirin
V58.67 Long-term (current) use of insulin
V58.69 Long-term (current) use of other medications
V66.7 Encounter for palliative care
Z79.82 Long term (current) use of aspirin
Z87.891 Personal history of nicotine dependence
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Appendix B

Appendix of Chapter 4

B.1 Categories for demographics

Table B.1 (a) Age and (b) Ethnicity group categories.

MIMIC INFORMS
Age

Definition
Age

Definition
Group Group

1 Birth to 1 month (Newborn) 1 Birth to 1 month (Newborn)
2 1 month to < 24 months (Infant) 2 2 to < 6 years (Preschool)
3 2 to < 6 years (Preschool) 3 6 to < 13 years (Child)
4 6 to < 13 years (Child) 4 13 to < 19 years (Adolescent)
5 13 to < 19 years (Adolescent) 5 19 to < 45 years (Adult)
6 19 to < 45 years (Adult) 6 45 to < 65 years (Middle aged)
7 45 to < 65 years (Middle aged) 7 65 to < 80 years (Aged)
8 65 to < 80 years (Aged) 8 80 years (Aged, 80 and over)
9 80 years (Aged, 80 and over)

(a)
MIMIC INFORMS

Ethn. Group Definition Ethn. Group Definition
1 AMERICAN 1 WHITE
2 ASIAN 2 BLACK
3 BLACK 3 AMERICAN INDIAN/ALASKA NATIVE
4 CARIBBEAN 4 ASIAN
5 HISPANIC 5 NATIVE HAWAIIAN / PACIFIC ISLANDER
6 MIDDLE EASTERN 6 MULTI RACE
7 MULTI RACE
8 PACIFIC
9 PORTUGUESE

10 WHITE
11 SOUTH AMERICAN

(b)
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B.1 Categories for demographics

Age in both MIMIC and INFORMS was discretized using a well-defined taxon-
omy [208] (see Table B.1a). We have also experimented with two different discretizations
of Age based on the same taxonomy to demonstrate that our method still outperforms the
competitors (see Section B.9 in Appendix B).
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B.2 Impact of weights

B.2 Impact of weights

Fig. B.1 shows that the most compact clusters with respect to ACC are produced when
equal weights are used.
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Fig. B.1 ACC vs. wdem for (a) MIMIC and (b) INFORMS.
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Fig. B.2 ASPJ vs. wdem for (a) MIMIC and (b) INFORMS. ASPWE vs. wdem for (c)
MIMIC and (d) INFORMS.

Fig. B.2 shows the impact of wdem on ASPJ, ASPWE. As can be seen, when wdem
1

increases, ASPJ (ASPWE) will decrease (respectively, increase).
1wdem = 1− wdiag .
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B.3 Clustering effectiveness on more edit-distance based metrics

B.3 Clustering effectiveness on more edit-distance based
metrics

Fig. B.3 shows clustering effectiveness on Levenshtein (dL) [292], Jaro-Winkler (dJW ) 2

[293], and Needleman-Wunsch (dNW ) 3 [294] distances. Similarly, we use
1
k

∑
c∈C

∑
ri,rj∈C d(rseqi , rseqj ) to report clustering effectiveness, where d() can be dL, dJW

and dNW . Finally, we report ASPNW (Average Sum of Pairwise Needleman-Wunsch
distance), ASPJW (Average Sum of Pairwise Jaro-Winkler distance) and ASPL (Average
Sum of Pairwise Levenshtein distance) in Fig. B.3, where wdem = wdiag = 0.5. Lower
values are preferred.
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Fig. B.3 (a) ASPNW, (b) ASPJW, and (c) ASPL vs. k for MIMIC. (d) ASPNW, (e)
ASPJW, and (f) ASPL vs. k for INFORMS.

2The parameter prefix scale p is set to 0.1.
3The gap cost is set to −1, match score is set to 1, and mismatch score is set to 0.
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B.4 Compactness results for MIMIC

Fig. B.4 Heat map of MIMIC for all clusters when k is 50.
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B.5 Compactness results for INFORMS

Fig. B.5 shows the distribution of values in each demographic, and the distribution of
ICD Chapters [212] in the clusters, for ten clusters generated when our algorithm was
applied to INFORMS with k = 50. The reported clusters were selected randomly among
the best 25 clusters with respect to ACC, computed over all attributes. Note that most
records in each cluster have the same value in a demographic attribute, and their top-2
frequent diagnosis codes belong into two ICD Chapters. This implies that clusters have
records with similar demographics and diagnosis codes (i.e., they are compact), which
allows meaningful analytic and mining tasks, based on both demographics and diagnosis
codes. For example, in Cluster 1 most patients (98%) are male, the age of 82% of patients
is between 65 years and 80 years, and 91% of patients are white. Meanwhile, 79% of
patients in Cluster 1 have at least one ICD-9 code in ICD Chapter 13 (Diseases of the
Musculoskeletal System and Connective Tissue) and 49% of patients have at least one
ICD-9 code in ICD Chapter 7 (Diseases of the Circulatory System).

Fig. B.5 Heat map of INFORMS for Age, Gender, Ethnicity, and ICD Chapter. The values
in the cells of a heat map are ratios of records in a cluster (e.g., 0.82 of records in cluster
with ID 1 have their Age values in Age Group 7 corresponding to Aged people). The sum
of ratios for a cluster over the ICD Chapters is not 1 since a record can contain diagnosis
codes that belong in multiple ICD Chapters.

Fig. B.6 shows the distribution of values in each demographic and the distribution of
ICD Chapters in all clusters constructed by applying DDSCA with k = 50 on INFORMS.
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Fig. B.6 Heat map of INFORMS for all clusters when k is 50.
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B.6 Separability results for INFORMS

Table B.2 The top-1 (i.e., most) frequent value in each demographic, top-2 frequent ICD
Chapters, and top-3 frequent sequential patterns, for ten clusters in INFORMS for DDSCA
with k=50.

ID Gender Age Ethnicity Chapter Top 3 Sequential Patterns
1 M Aged White {7, 13} (401, 716) (272, 401) (272, 716)
2 M Aged White {3, 7} (272, 401) (401, 250) (401, 780)
3 M Aged White {3, 7} (250, 401) (250, 272) (250, 272, 401)
4 M Middle aged White {8, 17} (401, 460) (272, 460) (460, 724)
5 M Middle aged Black {3, 7} (250, 401) (272, 401) (250, 272, 401)
6 M Middle aged White {7, 16} (272, 401) (401, 780) (530, 401)
7 M Adult Black {5, 13} (300, 311) (311, 401) (311, 477)
8 F Middle aged White {3, 8} (272, 401) (272, 477) (250, 272)
9 F Middle aged White {7, 13} (272, 401) (401, 716) (250, 401)
10 F Adult White {8, 13} (401, 724) (311, 724) (716, 724)

174



B.7 The medical relevance of top-3 frequent sequential patterns in the clusters of
INFORMS

B.7 The medical relevance of top-3 frequent sequential
patterns in the clusters of INFORMS

Next, we discuss the top-3 frequent sequential patterns in Table III of Supplementary Mate-
rial, showing that they capture relationships between diagnosis codes that are documented
in the medical literature.

Cluster 1: The diagnoses in each of the top-3 frequent sequential patterns in this cluster
(see Table III of Supplementary Material) frequently co-occur. Specifically, hypertension
(401) that appears in 2 patterns frequently co-occurs with arthropathy (716) [295], or with
hypercholesterolemia (a type of disorders of lipoid metabolism denoted by 272) [220]. For
hypercholesterolaemia (272) and arthropathy (716), [296] states that arthropathy has been
associated mainly with the homozygous form of familial hypercholesterolaemia.

Cluster 2: Hypertension (401) frequently co-occurs with disorders of lipoid metabolism
(272) [220], or with diabetes mellitus (250) [297].

Cluster 3: Diabetes mellitus (250) frequently co-occurs with hypertension (401) [297],
or with disorders of lipoid metabolism (272) [298]. Also, diabetes (250), hyperlipidemia
(272), and hypertension (401) frequently co-occur [299].

Cluster 4: Acute nasopharyngitis (460) frequently co-occurs with hypertension (401)
[300], or with disorders of lipoid metabolism (272) [301].

Cluster 5: Two of the three top-3 frequent sequential patterns in this cluster are the
same as those in Cluster 3. One difference between this cluster and Cluster 3 is that
hypertension in the latter occurs two times more frequently. This is expected as the
incidence of hypertension in the elderly population is high [302].

Cluster 6: Hypertension (401) frequently co-occurs with hypercholesterolemia (272)
[220], or with diseases of esophagus (530) [303].

Cluster 7: Depressive disorder (311) frequently co-occurs with diabetes mellitus (300)
[304], or with hypertension (401) [305], or with allergic rhinitis (477) [306].

Cluster 8: Disorders of lipoid metabolism (272) frequently co-occur with hypertension
(401) [220], or with allergic rhinitis (477) [307], or with diabetes mellitus (250) [308].

Cluster 9: Hypertension (401) frequently co-occurs with (272) [220], or with arthropathies
(716) [295], or with diabetes mellitus (250) [297]. One difference between this cluster and
Cluster 6 is in Gender. In both of these clusters, many patients have hypertension (401),
but the number of patients with hypertension in Cluster 6 is 1.5 times larger than that in
Cluster 9. This is expected because hypertension is more prevalent among men (the gender
of 99% of patients in Cluster 6) than women (the gender of 99% of patients in Cluster 9)
[231].
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Cluster 10: Disorders of back (724) frequently co-occur with hypertension (401) [309],
or with depressive disorder (311) [310], or with arthropathies (716) [311].
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B.8 Causal Inference

In this section, PC-select [289] is used to get causal relationships. PC-select is a well-
known algorithm that finds the local causal relationships around a given response variable
from a learned Bayesian network. In our context, the response variable is a diagnosis
code u and the local causal relationships show what other diagnosis codes may cause u.
The parameter α (significance level of individual partial correlation tests) is set to 0.05,
following [289]. We used the implementation of PC-select from [312].
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401311300
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401250278
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Fig. B.7 (a) Causal relationships from Cluster 5 (black) and Cluster 2 (blue) of MIMIC.
(b) Causal relationships from Cluster 5 (black) and Cluster 2 (blue) of INFORMS.

We first examined Clusters 5 and 2 in MIMIC (see Table 4.6 in Chapter 4) and used
hypertension (401.9) as a response variable. We have found causal relationships which
are documented in the medical literature. In Cluster 5, 89% of patients have age in [19, 45)

(Age Group 6 in Table B.1b in Appendix B), and 95% of patients are male. In Cluster
2, 98% of patients have age in [65, 80) (Age Group 8 in Table B.1b in Appendix B), and
100% of patients are male. In Fig. B.7a, the obtained causal relationships are shown in the
form of a graph; each node u in the graph corresponds to an ICD-9 code and each edge
(u, v) corresponds to a relationship “u causes v”. As can be seen, tobacco use disorder
(305.1) causes atherosclerosis of aorta (440.0) [313], which causes hypertension (401.9)

[314]. This is reasonable, since 87% of patients in Cluster 5 are smokers and smoking
can cause atherosclerosis [313], which can cause hypertension [314]. In Cluster 2, 99%
of patients do not smoke, but they still have hypertension (440.0). This is because most
patients in this cluster (72%) have obesity (278.00), which causes diabetes (250.9) [315]
and diabetes (250.9) causes hypertension (440.0) [316]. Also, 21% of patients in this
cluster have hypertension (440.0) due to migraine (346.80) [317].

Next, we examined Clusters 5 and 2 in INFORMS (see Table B.2 in Appendix B) and
again used hypertension (401.9) as a response variable. We have found causal relationships
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which are documented in the medical literature. In Cluster 5, 73% of patients have age in
[45, 65) and 85% of patients are male. In Cluster 2, 98% of patients have age in [65, 80)

and 100% of patients are male. As can be seen in Fig. B.7b, anxiety (300) (74% of patients
are associated with it) causes depressive disorder (311) [318], which causes hypertension
(401) [319]. Also, nondependent abuse of drugs (305) (32% of patients are associated
with it) causes hypertension (401) [320]. In Cluster 2, 89% of patients are associated with
obesity (278), which causes diabetes (250) [315] and diabetes (250) causes hypertension
(401) [316].
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B.9 Impact of different Age discretizations

Table B.3 shows two different ways to discretize Age. As can be seen in the results in
Table B.4 and B.5, our DDSCA algorithm always outpeforms both competitors. Note also
that the first discretization in Table B.3a has more values (i.e., it is more fine-grained)
compared to the discretization in Table B.3b (i.e., 5 Age groups vs. 3 Age groups). As
can be seen, ASPJ values are higher in Table B.4a compared to those in Table B.5a (and
also in Table B.4b compared to those in Table B.5b). This is because it is more difficult
to construct clusters with similar age groups in each cluster, when the Age discretization
has more values. On the other hand, the values in APSWE, ASPLCS, ASPL, ASPJW, and
ASPNW are lower in Table B.4a compared to those in Table B.5a (and also in Table B.4b
compared to those in Table B.5b). This is because it is easier to construct clusters that
have similar diagnosis code sequences, when the Age discretization has more values. This
shows that an overall good clustering cannot be achieved by using clustering algorithms
that consider only demographics or only sequences of diagnosis codes.

Table B.3 (a) Age discretization with 5 groups (b) Age discretization with 3 groups

MIMIC INFORMS
Age

Definition
Age

Definition
Group Group

1 < 2 years 1 < 6 years
2 2 to < 13 years 2 6 to < 19 years
3 13 to < 45 years 3 19 to < 65 years
4 45 to < 80 years 4 65 to < 80 years
5 >= 80 years 5 >= 80 years

(a)

MIMIC INFORMS
Age

Definition
Age

Definition
Group Group

1 < 13 years 1 < 19 years
2 13 to < 80 years 2 19 to < 80 years
3 >= 80 years 3 >= 80 years

(b)
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Table B.4 Effectiveness based on the Age discretization from Table B.3 (a) for k = 50 on:
(a) MIMIC and (b) INFORMS.

Method ACC (all attributes) ASPJ ASPWE ASPLCS ASPL ASPJW ASPNW
DDSCA 0.734 100, 789 793, 357 18, 145, 214 754, 745 726, 954 741, 745

AGC 0.372 170, 202 1, 846, 489 27, 285, 241 1, 885, 274 1, 842, 142 1, 912, 154
MASPC 0.322 643, 481 2, 456, 803 37, 145, 127 2, 954, 741 2, 955, 741 2, 711, 223

(a)
Method ACC (all attributes) ASPJ ASPWE ASPLCS ASPL ASPJW ASPNW
DDSCA 0.724 53, 034 284, 792 2, 541, 241 297, 745 291, 854 221, 225

AGC 0.441 907, 107 399, 040 4, 721, 514 437, 854 441, 742 370, 541
MASPC 0.372 1, 098, 075 1, 923, 306 7, 325, 685 2, 552, 741 2, 365, 433 1, 711, 541

(b)

Table B.5 Effectiveness based on the Age discretization from Table B.3 (b) for k = 50 on:
(a) MIMIC and (b) INFORMS.

Method ACC (all attributes) ASPJ ASPWE ASPLCS ASPL ASPJW ASPNW
DDSCA 0.706 88, 584 841, 274 21, 745, 625 801, 741 796, 184 810, 124

AGC 0.324 121, 745 2, 274, 852 32, 174, 652 2, 574, 154 2, 354, 854 2, 311, 533
MASPC 0.287 501, 285 2, 818, 562 45, 685, 741 3, 454, 745 3, 312, 473 3, 022, 545

(a)
Method ACC (all attributes) ASPJ ASPWE ASPLCS ASPL ASPJW ASPNW
DDSCA 0.698 44, 412 327, 456 2, 914, 741 347, 125 343, 854 274, 711

AGC 0.404 840, 107 457, 452 5, 134, 112 494, 154 503, 147 421, 741
MASPC 0.341 897, 452 2, 246, 285 8, 195, 412 2, 915, 112 2, 954, 002 2, 223, 782

(b)
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C.1 Phylogenetic Trees With The Ground Truth
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C.1 Phylogenetic Trees With The Ground Truth

Fig. C.1 Phylogenetic tree of INFL with the ground truth. The sequences are shown as
leaves. Each cluster in the ground truth clustering is represented with a differently colored
rectangle.
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Fig. C.2 Phylogenetic tree of EBOL with the ground truth. The sequences are shown as
leaves. Each cluster in the ground truth clustering is represented with a differently colored
rectangle.
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Fig. C.3 Phylogenetic tree of COR with the ground truth. The sequences are shown as
leaves. Each cluster in the ground truth clustering is represented with a differently colored
rectangle.
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