
 
 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 

 

 
 

 

 

King’s Research Portal 
 

DOI:
10.1093/icc/dtac043

Document Version
Publisher's PDF, also known as Version of record

Link to publication record in King's Research Portal

Citation for published version (APA):
Stockhammer, E., & Gouzoulis, G. (2022). Debt-GDP Cycles in Historical Perspective: The Case of the USA
(1889-2014). INDUSTRIAL AND CORPORATE CHANGE, 32(2), Article dtac043.
https://doi.org/10.1093/icc/dtac043

Citing this paper
Please note that where the full-text provided on King's Research Portal is the Author Accepted Manuscript or Post-Print version this may
differ from the final Published version. If citing, it is advised that you check and use the publisher's definitive version for pagination,
volume/issue, and date of publication details. And where the final published version is provided on the Research Portal, if citing you are
again advised to check the publisher's website for any subsequent corrections.

General rights
Copyright and moral rights for the publications made accessible in the Research Portal are retained by the authors and/or other copyright
owners and it is a condition of accessing publications that users recognize and abide by the legal requirements associated with these rights.

•Users may download and print one copy of any publication from the Research Portal for the purpose of private study or research.
•You may not further distribute the material or use it for any profit-making activity or commercial gain
•You may freely distribute the URL identifying the publication in the Research Portal
Take down policy
If you believe that this document breaches copyright please contact librarypure@kcl.ac.uk providing details, and we will remove access to
the work immediately and investigate your claim.

Download date: 28. Dec. 2024

https://doi.org/10.1093/icc/dtac043
https://kclpure.kcl.ac.uk/portal/en/publications/1b635428-21c6-433b-818d-8adc5634748f
https://doi.org/10.1093/icc/dtac043


 

Debt-GDP cycles in historical perspective: 
the case of the USA (1889–2014)
Engelbert Stockhammer  1 and Giorgos Gouzoulis  2,*

1Department of European and International Studies, King’s College London, Virginia Woolf Building, 22 
Kingsway, London WC2B 6LE, UK. e-mail: engelbert.stockhammer@kcl.ac.uk and 2Business School, 
University of Bristol, Howard House, Queen’s Avenue, Bristol BS8 1SD, UK.
e-mail: g.gouzoulis@bristol.ac.uk
*Main author for correspondence.

Abstract
Since the Global Financial Crisis, interest in financial cycles has risen significantly. While much of modern 
macroeconomics conceives financial crises as the results of exogenous shocks, Minsky’s financial instability 
hypothesis posits that financial cycles are endogenous to the economic system. The main contribution of 
this paper is to use historical macroeconomic data for the United States (1889–2014) to econometrically test 
for endogenous Minsky cycles: the interaction of procyclical private debt-to-income ratios and a dampening 
effect of private debt on economic activity. We analyze corporate debt-gross domestic product (GDP) growth 
cycles, which feature in Minsky’s original writings, and mortgage debt-GDP growth cycles as in some recent 
Minsky-inspired models. We find robust evidence of endogenous corporate debt-GDP cycles over the last 
125 years. These results are driven by the pre-World War II (WWII), and post-1973 periods, which had a more 
liberal economic policy orientation. We find no evidence of mortgage debt-GDP cycles.
JEL classification: E32, E44

© The Author(s) 2022. Published by Oxford University Press in association with Oxford University Press and the 
Industrial and Corporate Change Association.
This is an Open Access article distributed under the terms of the Creative Commons Attribution License 
(https://creativecommons.org/licenses/by/4.0/), which permits unrestricted reuse, distribution, and reproduction in any 
medium, provided the original work is properly cited.

1. Introduction
Interest in financial cycles has grown significantly since the Global Financial Crisis (GFC) and 
with it interest in post-Keynesian monetary theory and the work of Hyman Minsky in particular. 
Minsky’s (1975, 1986, 1992) financial instability hypothesis (FIH) offers a rich analysis of how 
financial instability arises, which includes changes to what is regarded as an acceptable debt level 
and resulting changes in financial structures; the role of interest rates that determine the financial 
viability of firms; and changing portfolio composition from the boom to the bust as investors’ 
risk assessments change (Wray, 2016). One key insight of the FIH is the endogenous emergence of 
financial instability and financial cycles from the basic mechanisms of market economies. Booms 
create the conditions for the bust and vice versa—“stability is destabilizing” as Minsky (1986; 
218) puts it.

The FIH has been used to develop a rich variety of endogenous cycle models. There is no 
canonical Minsky model, and a recent survey by Nikolaidi and Stockhammer (2017) identifies 
no fewer than seven families of Minsky models according to the main mechanisms. These include 
models that focus on the role of borrowing, debt, and the interest rate on business investment 
(Asada, 2001; Fazzari et al., 2008), consumption expenditures, and household debt (Kapeller 
and Schutz, 2014); the role of credit rationing (Nikolaidi, 2014); the role of equity prices and 
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2 E. Stockhammer and G. Gouzoulis

profit expectations (Taylor and O’Connell 1985; Delli Gatti and Gallegatti 1990); and the role 
of house prices (Ryoo, 2016). Nikolaidi and Stockhammer (2017) show that a Minskyan theory 
of endogenous cycles needs an overshooting and a stabilizing force and that the different models 
can be interpreted as offering different explanations of these. We will use these overshooting and 
dampening forces to identify endogenous cycles empirically.

In contrast to the rich theoretical literature, the empirical Minsky literature is small and limited 
in what it demonstrates. On the one hand, several papers (e.g., Mulligan, 2013; Davis et al., 2019; 
Nishi, 2019) estimated the impact of corporate debt on investment or analyzed firms’ financial 
structures using firm-level or sector-level panel data. These studies are limited in which they focus 
on one specific Minsky mechanism, but, in fact, two mechanisms are needed to generate cycles. 
On the other hand, Palley (1994) and Kim (2013, 2016) analyzed the effects of consumer and 
household debt on gross domestic product (GDP) growth in the US economy. They did not analyze 
corporate debt. Stockhammer et al. (2019) are the only ones who try to identify endogenous cycles 
as such, but they use data for the post-1970 period only.

The main contribution of this paper is to test a Minsky model that allows for an evaluation of 
the endogenous cycles empirically for long historical macroeconomic data for the United States 
(1889–2014). The use of long historical data is appropriate because the core assertion of Minsky 
is that capitalism has long been characterized by financial cycles. While each new boom tends 
to come with financial innovations and structural change, i.e., has its unique features, there is 
a basic underlying mechanism of overshooting expectations and growth and a dampening debt 
burden. Thus, we need long historical data to assess the validity of the FIH. As our sample covers 
periods with different economic policy regimes, we will report results for subperiods.

We present two minimalistic Minsky models that are boiled down to two-equation systems, 
which allows us to identify necessary conditions for the emergence of endogenous cycles (opera-
tionalized as complex roots of a dynamic system). In such a two-equation system, cycles emerge 
from the interaction of an overshooting and a dampening force. The paper methodologically fol-
lows Stockhammer et al. (2019) but analyzes a significantly longer time span. In the first model, 
the corporate debt-GDP cycle, endogenous fluctuations are generated by the procyclicality of the 
corporate leverage ratio and the negative effect of debt service payments on investment. Minsky 
argued that investors’ attitudes to risk relax during the euphoria of an investment boom (the 
overshooting force) leads to rising debt ratios and increased interest payments, which eventually 
hamper investment and growth (i.e., debt is the dampening force). Compared to the literature 
that examines the effects of private credit on output and investment (Bezemer et al., 2016; Mian 
et al., 2017), our approach tests for endogenous cycles, which require both a procyclical leverage 
ratio and a negative effect of debt on investment and GDP growth.

In the second model, the dynamic system consists of mortgage debt and GDP growth. This 
corresponds to recent extensions of Minsky to include household debt (Palley, 1994; Kim, 2013, 
2016). Compared to Palley (1994) and Kim (2013, 2016), our approach, firstly, covers the interac-
tion between corporate (non-mortgage) debt and investment growth, following Minsky’s original 
writings as well as household (mortgage) debt, and, secondly, it covers a significantly longer 
historical period.

Also, there is related mainstream literature. A growing empirical literature explores finan-
cial cycles through univariate filtering techniques (see, e.g., Drehman et al., 2012; Borio, 2014) 
and finds that financial cycles are typically longer than the regular business cycle. There is also 
literature that analyzes the probability of financial crises, some of which uses historical macroe-
conomic data (see, e.g., Schularick and Taylor, 2012; Jordà et al., 2013, 2015, 2016; Aikman 
et al., 2015); however, it asks a different question from ours. Schularick and Taylor (2012) and 
Jordà et al. (2013, 2016) use long historical data and show that higher debt levels precede finan-
cial crises and impact the depth of the crises. In contrast, our approach focuses on the interaction 
of debt and growth, i.e., we check for the negative investment and GDP growth effects of debt as 
well as the procyclical nature of debt ratios, both of which are necessary to generate endogenous 
oscillations.

The main finding of this study is that the US economy has experienced corporate debt-GDP 
cycles over the last 125 years. Both the procyclical leverage ratio and the negative growth effect 
of debt are statistically significant. These cycles (11–12 years) are longer than the regular business 
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Debt-GDP cycles in historical perspective 3

cycles. These results are driven by the pre-World War II (WWII) and post-1973 periods but muted 
in the postwar era. This confirms the basic mechanisms that form the core of Minsky’s FIH based 
on business debt. Our estimations for mortgage debt-GDP cycles fail to find evidence for Minsky 
cycles. While mortgage debt is procyclical (for the full sample), we do not find a negative effect 
of mortgage debt on growth. This result may be surprising in the context of the GFC, where 
household debt indeed played a key role. Only for the pre-WWII period, coefficients have the 
required signs. This means that either the GFC was not part of the regular Minsky cycles or 
our model does not adequately capture the mechanisms pertaining to household debt and real 
estate prices. We cautiously suggest the latter. Our model focuses on simple debt and economic 
growth interactions. Some Minsky models (Ryoo, 2016; Gusella and Stockhammer, 2021) and 
momentum trader models of heterogeneous agent models (Dieci and Westerhoff, 2016; Bofinger 
et al., 2013) highlight speculative asset price dynamics that are not part of our model.

The rest of the paper is structured as follows. Section 2 offers a theoretical discussion of 
Minsky cycles and presents a simple 2D model to establish necessary and sufficient conditions. 
Section 3 reviews the existing empirical literature on Minsky models and also relevant parts of 
the broader literature on financial cycles. Section 4 presents data sources and our econometric 
modeling approach. Section 5 discusses the estimation results for corporate debt-GDP cycles, 
corporate debt-investment cycles, and mortgage debt-GDP cycles. Finally, Section 6 concludes by 
recapitulating the main findings and suggesting future research paths.

2. Debt-driven Minsky cycle models
Minsky’s (1975, 1986, 1991) writings offer rich insights into financial dynamics, but there is no 
canonical model. As a result, economists inspired by Minsky have taken his approach in different 
directions and developed different elements of his analysis into formal models. Nikolaidi and 
Stockhammer (2017) survey the literature with a focus on models that generate endogenous cycle 
and distinguish between debt cycle models and asset price models. There are further variations 
within each of these. In the debt cycle models, the cycle arises from the interaction between 
financial and real variables (Asada, 2001). The key financial variable is usually the debt-to-income 
ratio (DEBT), and interest rate movement often plays a key role. The asset price models are based 
on the nature of expectation formation and often feature the interaction of different valuation 
strategies. Differences exist on whether interest rates are set by the central bank in response to 
changes in inflation (Fazzari et al., 2008) or by commercial banks in response to the change 
in their customers’ leverage (e.g., Keen, 1995; Lima and Meirelles, 2007) and on whether they 
assume stable goods markets (Charles, 2008) or Harrodian instability (Ryoo, 2013). While most 
models deal with corporate debt, some focus on household debt (Kapeller and Schutz, 2014; 
Ryoo, 2016). While most models use small-scale macroeconomic models, there are also fully 
specified stock flow-consistent models (Nikolaidi, 2014; Dafermos, 2018) and heterogeneous 
agent models (Reissl, 2020).

Some scholars have emphasized the role of institutional change in Minsky’s analysis and 
developed this into a theory of long waves. Palley (2011) discuss Minsky’s contribution by dis-
tinguishing between shorter finance-driven cycles and long waves of financial expansion. His 
short waves are close to what we discussed above. Regarding long waves (or super-cycles), Pal-
ley highlights that firms and policymakers tend to forget that financial liberalizations in the past 
have led to major systemic crises and recessions. Policymakers eventually allow the deregulation 
of institutions and markets, while firms (and households) take on more risk (and debt) taking 
advantage of this deregulation process. Ultimately, this results in a secular increase in financial 
fragility, leading to major financial crises like the 2007–2008 crash. While the short cycles oper-
ate in a given regulatory environment, the long cycles are about endogenous regulatory change. 
Similarly, Wray (2009) discusses long Minsky cycles and underlines that a substantial difference 
between the 1929 financial crisis and the GFC in the United States is that, in the latter case, real 
estate prices and household finance played a much more important role.

This paper is testing for endogenous cycles arising from the interaction between debt and real 
expenditures. In Palley’s terminology, we focus on the basic (i.e., private sector) Minsky cycle.
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4 E. Stockhammer and G. Gouzoulis

We will analyze versions with corporate debt and with mortgage debt. The distinguishing charac-
teristic of Minskyan corporate debt-driven cycle models is that the hypothesized residual source 
of finance for investment is business debt (Asada, 2001; Lima and Meirelles, 2007; Charles, 
2008; Fazzari et al., 2008). The central postulate of the theory is that the desired investment 
rate rises rapidly during the euphoria of a boom, exceeding retained earnings. The gap between 
desired investment and actual internal funding resources is then covered by corporate debt, and 
the DEBT rises as a result.1 Thus, investment (and GDP) acts as the overshooting force. As the 
DEBT increases, relevant interest payments rise, and a rising share of retained profits will be 
devoted to debt service. This makes the balance sheet of the firm increasingly fragile, which even-
tually leads to a slowdown in investment growth, thus on GDP growth. The leverage ratio thus 
plays a dampening role. A typical linear reduced-form Minsky corporate debt-driven cycle model 
can be expressed in the following system of difference equations: 

where 𝑦 is GDP (or investment), and 𝑑 is a measure of the corporate DEBT.2 This simple model 
should be understood as a linear approximation as Minsky models often involve nonlinearities. 
These matter as nonlinear behavioral equations can give rise to limit cycles, which do not occur 
in the linear system. As our main interest is in the existence or absence of endogenous oscillations, 
rather than in the precise nature of oscillations, this is a secondary matter.

A system of difference equations exhibits endogenous oscillations if the eigenvalues of the 
relevant Jacobian matrix are complex conjugates (see Chiang 1984, pp. 633–645). In a two-
dimensional system, the eigenvalues are those 𝜆 that satisfy,

.

The sufficient condition for oscillations is therefore that the discriminant Δ = 𝑇 𝑟(𝐽)2 −
4det(𝐽) is negative. The discriminant of a 2D Jacobian matrix can be calculated as a function of 
its trace and determinant as follows: 

As (𝐽11 − 𝐽22)2 is positive, a necessary condition for oscillations is therefore that the product 
of the off-diagonal elements of the Jacobian matrix, 𝐽21𝐽12, is negative. Following Stockhammer 
et al. (2019), necessary conditions for oscillations in equation (1) are debt-burdened investment 
or GDP growth (J12 < 0) and a procyclical corporate leverage ratio (J21 > 0). It is these conditions 
that we will investigate in the empirical analysis. While our model in principle is closer to Palley’s 
(2011) short cycles within a given institutional structure, there is nothing in our model that 
restricts the cycle length.

An important simplifying assumption of most Minskyan debt cycle models, implicit in the 
explanation given above, is that they do not explicitly account for the role of equity markets. 
There are a few models in which asset prices are procyclical, thus permitting the increase of debt 
ratios by relaxing firms’ collateral constraints, such as Kiyotaki and Moore (1997). However, it is 

1 In the post-Keynesian literature, this procyclical debt ratio is not uncontested. In particular, Lavoie and 
Seccareccia (2001) have argued that in Kaleckian models the paradox of debt will hold, i.e., the investment boom will 
lead to increased revenues, and thus, realized debt ratios may fall. Theoretically, the assumption of a given marginal 
saving propensity is critical for their results. The Minskyan model requires a procyclical debt ratio. But for the purposes 
of this article, the cyclical properties of the debt ratio are an empirical matter.

2 Many theoretical Minsky models use investment over capital stock as the real variable and debt over capital 
stock as the debt variable. These models often have long time horizons. We prefer this simpler and more intuitive 
formulation, which corresponds to our shorter time horizons. Moreover, our dataset does not include capital stock.
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Debt-GDP cycles in historical perspective 5

worth noting that in that model, asset prices are endogenous (but not state variables); therefore, 
system (1) is fully consistent with its reduced form. Ryoo (2010) also presents a model where asset 
price expectations along with liquidity preferences generate endogenous instability, building on 
nonlinear higher-order systems. The incorporation of unobservable variables related to agents’ 
perceived risk makes the estimation of such a system significantly less straightforward than a 
typical linearized Minsky debt cycle model; thus, it is beyond the scope of this paper to test this 
model. We leave the empirical estimation of fully specified systems with nonlinear asset price 
functions to future research.

While Minsky’s original emphasis was on business debt-driven cycles, several authors have 
reformulated Minsky’s argument in the context of household debt. Palley (1994) presents a 
Minskyan model that includes procyclical consumer debt accumulation. Modifying a simple 
multiplier-accelerator model, Palley shows that initially debt flows increase aggregate demand 
through consumption, and thus output, but eventually rising debt accumulation decreases aggre-
gate demand. Dutt (2006) and Ryoo and Kim (2014) are related to Kaleckian models that explore 
the interaction of growth and household debt, but they do not refer to Minsky. Ryoo (2016) 
develops a real estate price Minsky model, in which momentum traders expect further price 
increases when house prices rise. Ultimately, households’ demand for houses will slow down, 
curbing house prices and thus the housing cycle. Here, the key variable is expected capital gains, 
which are not observable. Based on Palley (1994) and Ryoo (2016), we propose a reduced-form 
Minsky mortgage debt-driven model similar to the 2D corporate debt-GDP model above, i.e., 
households’ confidence during the boom period makes them increase their debt ratio to purchase 
a house. Eventually, increasing debt payments decrease growth; hence, endogenous fluctuations 
are generated. Such a Minsky household debt model can be depicted in the following system of 
difference equations: 

where 𝑦 is GDP, as above, and ℎ is the household DEBT. As in the reduced-form corporate debt-
driven model, necessary conditions for oscillations in equation (2) are J12 < 0 and J21 > 0.

Stockhammer et al. (2019) also analyzed Minsky’s GDP-interest cycles. They note that a wide 
range of models, including standard ISLM, or models with monetary policy rules can generate 
these cycles, which would be policy-induced rather than endogenous to private sector dynamics.3 
This paper focuses on debt-GDP cycles as these are more clearly Minskyan in character.

The models presented above are pure private sector models. Actual economies are mixed with 
governments impacting the economy via fiscal and monetary policy and financial regulation. 
While we do not model these theoretically, in the empirical analysis we present results for periods 
with different economic policy regimes.

3. Financial cycles: a review of the empirical literature
In contrast to the theoretical literature on Minskyan cycles, the related empirical literature is 
quite limited. Several studies focus on particular aspects of Minsky’s analysis. For example, early 
studies by Fazzari and Mott (1986) and Fazzari et al. (1988) analyze the effect of corporate 
debt on business investment, while, more recently, Ndikumana (1999), Arza and Español (2008), 
and Caldentey et al. (2019) scrutinize how interest expenses, cash flows, and debt decrease the 
investment-to-capital ratio using firm-level data. There are also various studies that analyze the 
financial fragility of non-financial sectors (Isenberg, 1989; Wolfson, 1990; Mulligan, 2013; Davis 
et al., 2019; Nishi, 2019). All of these studies are consistent with our approach but cover only one 
of the two mechanisms that are necessary for endogenous cycles: the impact of debt or financial 
fragility on investment expenditures. Stockhammer et al. (2019) are the only ones who attempt 
to econometrically test for endogenous cycles derived from the interaction of real and financial 

3 Interest rate cycles can also arise if banks increase interest rates in response to changes in the DEBT of households 
or firms, irrespective of the level of the policy rate.
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6 E. Stockhammer and G. Gouzoulis

variables. They estimate models with the interest rate, business debt, and household debt as 
financial variables and real GDP as the real variable. The model is estimated for seven OECD 
countries for the period 1970–2015. They found robust evidence for corporate debt-growth cycles 
for some countries and no evidence for mortgage debt-GDP cycles. For the United States, they 
report weak evidence for corporate debt-GDP cycles.

While there are even fewer Minsky-inspired household debt cycle models, they are closer to 
what we do as they estimate vector autoregressive (VAR) models. Palley (1994) tests a house-
hold debt cycle model using quarterly data for the United States (1975–1991) to evaluate the 
effects of consumer debt on real GNP per capita. Results from a single-equation distributed lag 
model and a three-dimensional VAR model indicate that increases in consumer debt produce 
damped oscillations.4 Kim (2013) follows Palley’s single-equation approach, using quarterly US 
data (1951–2009) with household net worth and consumer debt as financial variables. He finds 
a positive effect of a change in household debt but negative level effects, implying an underlying 
financial accelerator mechanism. Kim (2016) also reports Johansen cointegration tests of vector 
error correction models of GDP, net worth, consumption, and household, mortgage, or consumer 
debt and finds that shocks in the debt variables decrease output, while the leverage ratio is pro-
cyclical. These results are indeed consistent with our approach on Minsky cycles as the necessary 
conditions are fulfilled: private indebtedness decreases output, while the leverage ratio is procycli-
cal. However, the lag structure of the specifications is not similar to a typical Minsky debt-capital 
stock difference equation system; thus, it is not possible to evaluate the sufficient conditions.

In recent years, the wider financial cycle literature has grown, including the field of quantitative 
macroeconomic history. This research is empirically driven and often refers to New Keynesian 
theories of credit rationing and the financial accelerator models and, to some extent, to Minsky 
as motivation. Drehman et al. (2012) and Borio (2014) utilize band-pass and Hodrick–Prescott 
filtering, as well as turning-point analysis, to identify cycles using quarterly and annual data for 
several countries (1960 to the present). Both papers conclude that financial cycles tend to be 
longer than real business cycles, while the length and amplitude of the former tend to increase 
after the mid-1980s. Bezemer et al. (2016) examine the effects of financial variables on growth, 
using a 46-country panel (1970–2011) and an industry-level dataset. Controlling government 
spending, trade, inflation, and education, they find that credit booms decrease growth. Mian et al. 
(2016) explore the impact of household debt on growth (30 countries, 1960–2012) and show 
that the household debt-to-GDP ratio is related to future growth; it has a positive short-term but 
negative long-term effect.

There is a modest literature that uses historical macro data to identify financial cycles or the 
impact of debt on growth. Aikman et al. (2015) utilize band-pass filtering and spectral den-
sity analysis, using historical macroeconomic data on total credit (14 countries, 1870–2008). 
They find that financial cycles are longer than real cycles. Using binary financial crises, variable 
logit model estimations suggest that credit expansions increase the probability of financial crises. 
Schularick and Taylor (2012) find negative cumulative output and investment effects of credit 
and that the impact of credit becomes stronger in the post-WWII era. In logit and probit models 
predicting financial crises, they report strong effects of credit expansions and stock market booms 
if the financial sector, measured by credit volumes, is large. Jordà et al. (2013) draw similar con-
clusions about the impact of total credit on the growth rate of real GDP per capita, controlling 
for excess credit, i.e., the percentage change of the loans-to-output ratio compared to the last 
expansion period. In more recent work, Jordà et al. (2016) disaggregate debt into mortgage debt 
and non-mortgage debt and estimate probit and logit models to explain banking and financial 
crises. They find that both categories of debt increase the probability of financial crises and note 
that the results for mortgage debt are due to the post-WWII period. Five-year cumulated impulse 
responses for real per capita GDP, real investment per capita, and real lending per capita show 
that when a crisis follows a credit boom, recessions tend to be longer and recoveries slower. In 
particular, after WWII, mortgage booms led to deeper recession projections.

4 The paper does not report the coefficient values from which the oscillations are generated, so we cannot draw 
any conclusion about the signs of the implied Jacobian matrix elements, i.e., whether the oscillations are endogenous 
as in Minsky.
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Debt-GDP cycles in historical perspective 7

Table 1. Summary statistics

Δ(log (GDP)) Δ(log (I)) Δ(BDEBT) Δ(MDEBT)

Mean 0.031 0.034 0.001 0.002
Median 0.033 0.050 0.001 0.004
Maximum 0.173 0.895 0.037 0.048
Minimum −0.138 −1.116 −0.072 −0.066
Standard deviation 0.050 0.223 0.015 0.015

Period 1890–2014 1890–2014 1890–2014 1890–2014
Obs. 125 125 125 125

The vast majority of these studies support Minsky’s debt-burdened growth hypothesis, as they 
find that either total, mortgage, and/or non-mortgage debt affect growth negatively (Schularick 
and Taylor, 2012; Jordà et al., 2013, 2016; Bezemer et al., 2016; Mian et al., 2016). How-
ever, that finding alone provides information only about one aspect of Minsky’s mechanism of 
endogenous debt-driven cycles. The other, i.e., the procyclicality of the leverage ratio, remains 
unexplored in this literature. The empirical literature on finance-driven cycles that uses historical 
macroeconomic data uses panel data models, often with a binary dependent variable. In contrast, 
the present study is the first to test for endogenous cycles arising from the interaction of debt and 
growth using historical macro data.

4. Data and econometric approach
The historical macroeconomic dataset of the present study covers the period from the late 19th 
century to date for the United States (1889–2014). We obtain data from various sources. The four 
main variables of interest are real GDP, real investment, the business DEBT, and the mortgage 
DEBT. Debt refers to bank loans, i.e., it does not include debt to other institutions. Since the 
business debt is not directly available for the United States before 1960, we approximate it by 
subtracting mortgage debt from total private credit to the non-financial private sector. While 
this is a reasonable approximation, it comes with some qualifications: in the postwar era (where 
better data are available), around 66% of household debt is mortgage debt. Conversely, not all 
mortgages are to households; some go to business, in particular the non-incorporated business 
sector. While the pre-1929 mortgage market of the United States has arguably been similar to the 
pre-2008 experience in that it was driven by households (Galbraith, 1955), in a broader historical 
picture, we note that a large share of mortgages were agricultural loans that do not resemble 
modern household debt. On average, the household share in mortgages was about 68% in the 
postwar era.5 To derive the two private debt-to-GDP ratios, we divide each nominal debt level 
series by the nominal GDP (both from Jordà et al. (2017)). The source for the real GDP series 
is Johnston and Williamson (2021). Regarding real investment, the pre-1929 part of the series 
is derived from Kuznets and Jenks (1961), while the post-1929 part of the series comes from 
the Bureau of Economic Analysis, National Income and Product Accounts. Investment includes 
government investment, which likely follows a different pattern, but is of modest size and less 
volatile than private investment.

Summary statistic for all variables are reported in Table 1. 𝐵𝐷𝐸𝐵𝑇 is the business (non-
mortgage) debt-to-GDP ratio, 𝑀𝐷𝐸𝐵𝑇 is the mortgage debt-to-GDP ratio, 𝐼 is the real invest-
ment, and 𝐺𝐷𝑃 is the real gross dometic product. Figure 1 reports the evolution of the private 
debt ratios over the full period. Both exhibit a cyclical pattern. The results of augmented Dickey–
Fuller (ADF) unit root tests can be found in Appendix A1; all variables are stationary in the first 
differences. 

As outlined in Section 2, a simple 2D Minsky cycle model can be specified by a pair of differ-
ence equations, which give us the necessary conditions for interaction-driven oscillations derived 

5 The relevant data are from the Financial Accounts (https://www.federalreserve.gov/releases/z1/default.htm).
The postwar era refers to 1946–2015.
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Figure 1. Private debt-to-GDP ratios, 1889–2014. Note: Authors’ calculation using data from Jordà et al. (2017)

from the Jacobian matrix. However, as the lag structure is minimalistic, the reduced form in 
equations (1) and (2) may well be a poor approximation to the joint distribution of the real vari-
able (GDP or investment) and the debt variable (corporate or mortgage debt). Including more 
control variables would complex the system of equations, and adding lags would distort the coef-
ficients of interest. Thus, such an approach would not allow estimating the discriminant or the 
cycle length of the system. We calculate cycle lengths using the VAR coefficients following the 
approach of Stockhammer et al. (2019; 86) (see Appendix A2).

Consequently, in order to derive accurate point estimates for our simple 2D difference equation 
systems, we estimate them using the Vector Autoregressive Moving Average (VARMA) approach 
(Dufour and Pelletier, 2011). This empirical strategy allows us to estimate the exact theoretical 
model presented earlier and derive accurate estimates without altering the original model. As 
a result, we estimate the following VARMA models on the change in the natural logarithm of 
investment or GDP and the change in corporate (or mortgage) DEBT, Δ(DEBT): 

where θ(L) and φ(L) are lag polynomials. As the lag length for the Moving Average (MA) terms 
will be restricted to be 1, given that data are annual, and the resulting models do not suffer 
from serial correlation, a necessary condition for oscillations in equation (3) is β12β21 < 0. To 
examine the existence of Minsky cycles, we can restrict this necessary condition to the pair of 
conditions β12 < 0 (debt-burdened growth) and β21 > 0 (procyclical leverage ratio). The sufficient 
condition for oscillations in equation (3) is the existence of complex conjugate eigenvalues (see 
Stockhammer et al. (2019) and above). So, when the necessary conditions are met, we can also 
calculate the discriminant to evaluate the sufficient condition (i.e., a negative discriminant).
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Debt-GDP cycles in historical perspective 9

Two points need to be noted concerning equation (3) before we continue. First, the matrix of 
MA terms is restricted to be diagonal. As is well known, VARMA models are not identified in 
the general case and require some form of restriction prior to estimation. Our approach follows 
Dufour and Pelletier (2011), who point out that the standard approach to imposing identifying 
restrictions in VARMA models, known as the “echelon form,” is considerably more complicated 
than simply choosing lag orders (as in VAR models), and is a major reason why VARMA models 
are infrequently used in practice. The “diagonal MA equation form” of equation (3), on the 
other hand, is extremely simple to specify and can be seen as a straightforward extension of a 
VAR model. Second, well-behaved estimates require that the roots of θ(L) and φ(L) lie within 
the unit circle (Brooks, 2014; 267–281). Again, as the MA terms will be of order 1, in practice, 
the inverted roots are identical to the absolute values of the estimated MA coefficients, which 
accordingly must be less than one.

The model in equation (3) can be estimated either by maximum likelihood (ML) or generalized 
least squares (GLS) on an equation-by-equation basis. There are advantages and disadvantages to 
both methods. As ML using the Kalman filter is a system estimation procedure, any misspecifica-
tion in one equation will affect the estimates of all other equations when using system estimation. 
Therefore, in principle, equation-by-equation estimation should be more robust to misspecifica-
tion. In addition, simulation exercises on ARMA models (Koreisha and Pukkila, 1990; Koreisha 
and Fang, 2001) suggest that the GLS approach is less sensitive to initial values than the ML 
approach for small sample sizes (50–200 observations). Thus, we estimate our systems on an 
equation-by-equation basis using the GLS estimator.

The models estimated are linear. The question thus arises of how empirical findings are if 
the actual relations are nonlinear and give rise to limit cycles. Kohler and Calvert Jump (2022) 
provide Monte Carlo evidence on five types of nonlinear business cycle models and conclude 
that linear models of the type we use in this paper tend to correctly identify endogenous cycle 
conditions and the approximate cycle length, despite underestimating the cycle mechanisms in 
many cases.

5. Econometric results and discussion
In this section, we report the econometric results for the real GDP-business debt, real investment-
business debt, and real GDP-mortgage debt interaction systems. As our sample covers a long 
period with substantial institutional change, we will report results for the full period (1890–2014) 
as well as for three subperiods: the (old liberal) pre-WWII period (1890–1939), the (Keynesian) 
postwar era (1945–1972), and the (neoliberal) post-1973 era (1973–2014). While the exact cutoff 
dates may be subject to discussion, the main features of the periods are broadly agreed by different 
analysts even if they use different labels. For our purpose, differences in financial regulation and 
the state impact on the economy via fiscal and monetary policy are of interest. The pre-WWII 
is a relatively liberal period, with a small state and relatively weak financial regulation, which 
operated under the gold standard. With the Great Depression, the New Deal, and WWII, a new 
regime with a more interventionist state, tighter financial regulation, and the Bretton Woods 
System begins, at times called Fordism (Aglietta, 1979), the Bretton Woods System (Eichengreen, 
2019), the Golden Age (Marglin and Schor, 1990), or embedded liberalism (Ruggie, 1982). We 
choose 1973 as the cutoff date between Keynesianism and Neoliberalism, since the Bretton Woods 
System of fixed exchange rates officially ended in March 1973 (Eichengreen, 2019, Ch. 5), and it 
is often identified as a year of structural breaks in economic time series. With the end of Bretton 
Woods, a period of a swing toward more liberal policies, including financial deregulation and 
flexible exchange rates, often referred to as neoliberalism (Glyn, 2006) or post-Fordism (Amin, 
1994), begins. 

Table 2 reports the results for the real GDP-business debt system. For the full sample esti-
mations, we find that the impact of business debt on GDP is negative and the effect of GDP on 
business debt is positive, as expected. The former coefficient is found to be −0.54 while the latter 
is 0.11. Both are statistically significant at the 5% and 1% levels, respectively. Thus, the necessary 
conditions for cycles are met, and we calculate the discriminant of the system’s matrix, which is 
−0.24. Since it is negative, the sufficient conditions are also met; hence, we calculate the cycle 
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Debt-GDP cycles in historical perspective 11

length at 10.69 years. The system exhibits damped oscillations (the absolute value of the dom-
inant eigenvalue [0.44] is less than one).6 Regarding sub-sample estimations, in the pre-WWII 
period, the results are fairly similar. The coefficient of the impact of business debt on GDP is 
−0.84, and the one for the effect of GDP on business debt is 0.17. The respective discriminant is 
−0.42; thus, both the necessary and sufficient conditions for oscillations during this period hold. 
The cycle length for the pre-WWII era is calculated at 7.86 years. As regards the postwar period, 
the results do not provide evidence of cycles as the off-diagonal coefficients of the matrix have 
perverse signs and the discriminant of the system is positive (2.63). As this is the period with 
relatively tight financial regulation regulated and macroeconomic policies of Keynesian orienta-
tion compared to the other periods of our sample, we hypothesize that the economic policy is 
the cause for the absence of the financial cycle. Finally, regarding post-1973, the results are sim-
ilar to the full sample and the pre-WWII findings. The coefficients are similar to the full sample 
results in terms of signs, size, and statistical significance of the coefficients. The same is true for 
the discriminant of the system, which is −0.21, i.e., sufficient conditions for oscillations are met 
for this period. Accordingly, the relevant cycle length is 6.34 years. Overall, the post-estimation 
diagnostics show no evidence of serial correlation or heteroskedasticity issues. Thus, the findings 
provide solid support that growth has been debt-burdened and business debt ratios have been 
procyclical in the United States over the last 125 years and in the liberal and neoliberal eras, i.e., 
corporate debt has been generating endogenous instability.

As the second step in our analysis, we estimate the model using real investment growth instead 
of GDP. Using investment allows us to better identify Minsky’s mechanism as it is closer to the 
relevant behavioral equation. Table 3 reports the econometric findings for the real investment-
business debt systems For the full sample, we find clear evidence of endogenous oscillations. 
Business debt has been decreasing real investment (−3.99), and real investment is increasing busi-
ness indebtedness (0.02). Both coefficients are statistically significant at the 1% level. Calculating 
the discriminant confirms that it is negative (−0.31); thus, the sufficient conditions for endogenous 
cycles are met. The relevant cycle length is 11.99 years. Results are relatively consistent across 
subperiods. In the pre-WWII period, real investment is debt-burdened (−6.29), and the business 
debt ratio is procyclical (0.03). Both coefficients are also statistically significant at the 1% level, 
and the discriminant of the system is −0.38. Hence, the calculated cycle length is 13.86 years. In 
the case of the investment-business debt system, we also find evidence for endogenous oscillations 
for the postwar era. Between 1945 and 1972, business debt exhibited a sizable negative effect on 
real investment (−5.10), and corporate indebtedness was procyclical with respect to investment 
(0.01). Yet, only the latter coefficient is statistically significant at the 10% level. The discriminant 
of the system’s matrix in this case is negative but relatively small in size (which results in a longer 
cycle of 22.52 years). This finding potentially suggests that the macroeconomic policies of this 
era may have dampened, but not fully eliminated, the endogenous cycle. Finally, with respect to 
the post-1973 era, the findings are very close to the full sample results. The negative impact of 
business debt on investment is estimated at −3.46, and the positive effect of investment on the 
business debt ratio is estimated at 0.04. Accordingly, the discriminant of this system is −0.53, and 
the cycle length of the neoliberal era is 6.41 years. 

Taken together, the econometric findings for the GDP-business debt and the investment-
business debt systems provide robust support in favor of Minsky’s theory of endogenous 
corporate debt-driven oscillations for the full sample, the pre-WWII period, and the post-1973 
period. Both the liberal and neoliberal eras are the periods of light financial regulation in our 
sample, which may explain why cycles are more pronounced. The fact that we find some weak 
evidence for investment-corporate debt cycles, but no GDP-corporate debt cycles for the Key-
nesian period, suggests that the private sector cycle pattern was still operating, but subdued. 
Our results suggest that financial regulation and Keynesian demand management seem to have 
succeeded in dampening Minsky cycles.

6 This would imply that cycles fade out. However, Kohler and Calvert Jump (2022) find that if the actual data-
generating process is nonlinear, the linear estimator will understate the actual size of the cycle mechanism. The linear 
test is better suited to identifying the existence rather than the nature of the endogenous cycles.
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Table 4 reports the econometric findings for the real GDP-mortgage debt systems The results 
for the full period show an explosive interaction between two variables, since mortgage debt 
increases GDP (0.07) and GDP increases the mortgage debt ratio (0.12). Thus, the necessary 
conditions for endogenous cycles are not met. In addition, it is worth noting that only the coef-
ficient of the procyclical mortgage leverage ratio is statistically significant at the 1% level. The 
Minsky cycle does not hold for any of the subperiods, even if the details differ. For the pre-
WWII period, the relevant coefficients have the expected signs, i.e., the necessary conditions for 
endogenous oscillation are met. Mortgage debt decreases GDP (−1.20), while, simultaneously, 
the mortgage leverage ratio is procyclical (0.16), with only the latter coefficient being statisti-
cally significant (at the 1% level). However, the discriminant of the system is positive (0.04), and 
hence, the sufficient conditions for cycles are not met. The cycle mechanisms are in place, but not 
sufficiently strong to generate endogenous cycles. For the postwar period, we find that mortgage 
debt increases GDP (2.95) and that the mortgage leverage ratio is counter-cyclical (−0.02). Thus, 
both coefficients have “perverse” signs. The discriminant of the system is negative (−0.23), and 
the calculated cycle length is 10.06 years. The system generates endogenous “anti-Minsky” oscil-
lations. For the post-1973 period, the results are similar to the full sample ones in terms of signs 
and statistical significance of the main coefficients of interest. Overall, therefore, we fail to find 
evidence for Minskyan mortgage debt-GDP cycles. 

In the light of the GFC, the lack of evidence for mortgage-growth interaction cycles in the 
United States may be surprising. This might be due to different reasons. First, the findings might 
suggest that the 2008 financial crisis, in which the US mortgage market clearly played a major 
role, is the exception rather than the rule and corporate debt that has been driving the medium-
term cycles. Second, it is possible that our specification has too simple a dynamic structure to 
capture the negative effects of mortgage debt on GDP. Mian et al. report that effects change 
with the time horizon. However, it is not obvious why this issue would be more of a problem 
for mortgage debt than for corporate debt. Third, it is possible that our estimation approach 
captures the regular medium-term cycle related to business borrowing, but the housing cycle does 
not follow our simple Minsky debt cycle model but is driven by real estate prices that follow a 
momentum trader cycle. As our model does incorporate real estate price dynamics, it may not 
adequately capture the housing cycle.

We note that mortgage debt and (real) house prices are correlated. The differences in the corre-
lation coefficient is 0.18 (statistically significant at the 5% level). Mortgage debt might drive house 
prices (via housing transactions with slowly adjusting supply) rather than real expenditures. To 
explore this possibility, we have also estimated a 2D system with house prices and mortgage debt. 
For a cycle to operate, mortgage debt would have to respond positively to changes in house prices 
(the overshooting force), and the level of mortgage debt dampens house price growth. However, 
we failed to find evidence for such a model to work for the full sample and the subsamples.7 
This is consistent with the hypothesis that house prices are driven by momentum trader cycles, 
where the cyclical mechanism is based on the interaction of different expectation heuristics, with 
debt playing an amplifying but auxiliary role (Bofinger et al., 2013; De Grauwe and Macchiarelli, 
2015). Gusella and Stockhammer (2021) provide evidence for such cycles in house prices without 
including a role for debt.

Finally, we compare our findings to the extant literature. Our approach is closest to Stockham-
mer et al. (2019), but for a substantially longer period. Their entire sample roughly corresponds 
to our neoliberal period. Our results are broadly similar, but with some differences. They find 
weak evidence for corporate debt-GDP cycles in the United States8 and no evidence for house-
hold debt-GDP cycles. Our study covers a different period, but the difference in findings may be 
due to data used: whereas the present paper uses the long time-span historical macroeconomic 
of Jordà et al. (2017), Stockhammer et al. (2019) use short time-span data on the total credit to 
the corporate sector from the Bank of International Settlements. The Jordà et al. (2017) series is 
spliced from many distinct sources. For example, loans to the non-financial private sector for the 

7 Results are available upon request.
8 Stockhammer et al. (2019) also report more robust evidence for corporate debt-investment cycles, consistent 

with our findings.
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United States are calculated from the information in Federal Reserve archives, work by economic 
historians, and more recently, Federal Reserve flow of funds tables. These data only cover loans 
from depository institutions. In comparison, the BIS data are mainly drawn from official flow of 
funds data and cover loans from all sources. While the latter is a better measure of indebtedness, 
it is only available for shorter periods, which does not allow us to evaluate Minsky-type cycles in 
a historical context. The BIS provides data on household debt, whereas we use data on mortgage 
debt. However, the overall results are similar: the evidence for corporate debt cycles is stronger 
than for mortgage cycles. We add to this evidence that during the postwar period with Keynesian 
economic policies, the corporate debt cycle was muted.

Compared to earlier Minskyan contributions, like Palley (1994) and Kim (2013, 2016) who 
show that consumer debt has driven aggregate demand fluctuations for part of the post-WWII 
period, our results show that corporate indebtedness might have played a more important role 
for endogenous growth fluctuations over the last century. Methodologically, our approach has 
significant advantages over Palley’s and Kim’s, since we assess both the sufficient and neces-
sary conditions for the emergence of endogenous fluctuations in the context of a system of 
differential equations. Further, our findings relate directly to the original proposition of Min-
sky that endogenous cycles emerge from the interaction between corporate indebtedness and real 
investment.

As regards the financial cycles and macroeconomic financial history literature, our approach 
analyses both legs of the cycle mechanism. Schularick and Taylor (2012) and Jordà et al. (2013) 
show that total credit hampers growth and investment over the long run, which is only one of 
the necessary mechanisms for endogenous cycles. Moreover, our allows identifying corporate 
debt as the main driving force behind endogenous cycles. Compared to Jordà et al. (2016), who 
demonstrate that both mortgage and non-mortgage debt increase the probability of financial 
crises in a wide range of countries, in the long run, our results clarify that (in the United States) 
financial cycles are driven by corporate debt rather than mortgages.

6. Conclusion
Most of the recent contributions to the analysis of financial cycles either focus on univariate 
cycles in financial variables (Borio, 2014; Aikman et al., 2015) or on the negative growth effects 
of indebtedness (Jordà et al., 2013; Mian et al., 2017). Similarly, much of the empirical Minsky 
literature focuses on the negative effect of corporate debt on investment (Fazzari et al., 1988; 
Davis et al., 2019; Nishi, 2019). This paper provides an empirical examination of Minsky’s theory 
of endogenous cycles resulting from the interaction of procyclical DEBTs and the negative effect 
of debt on growth. It thereby pinpoints the endogenous nature of financial cycles (Stockhammer 
et al., 2019). We estimate simple VARMA models in debt and output, in which the conditions 
for oscillations driven by the interaction between debt and GDP growth can be easily evaluated. 
We use historical macroeconomic data for the United States covering the period between 1889 
and 2014. The paper thus goes beyond the existing econometric studies in the Minsky tradition 
(Palley, 1994; Kim, 2013, 2016; Stockhammer et al., 2019) in that it considers corporate debt as 
well as mortgage debt as debt variables and covers a much longer time horizon.

Our results provide robust evidence for Minskyan cycles driven by the interaction of corporate 
debt and real investment growth or real GDP growth for the United States. These results are driven 
by the more liberal pre-WWII and post-1973 periods. We find that increases in the corporate 
debt–income ratio decrease investment and GDP growth, while increases in real investment or 
GDP growth lead to increases in the debt–income ratio. The implied cycle length (for the full 
sample) is 11 and 12 years for GDP and investment, respectively. Thus, the interaction cycles are 
substantially longer than the regular business cycle. In contrast, our results for mortgage debt-
GDP interaction cycles offer no evidence for the existence of a Minskyan cycle driven by the 
interaction of mortgage debt and real GDP growth for the United States.
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16 E. Stockhammer and G. Gouzoulis

Our approach sheds light on the endogeneity of a debt-driven cycle mechanism, which is 
consistent with Hyman Minsky’s theory of endogenous crises.9 This has been the case for the 
past century and is not only valid for the period of neoliberalism. It suggests that corporate debt 
plays a key role in the medium-term cycle. However, economic policy matters: cycles are subdued 
during the Keynesian period. Perhaps surprisingly, given the prominence that household debt has 
gained debates on financial instability since the GFC, our results for mortgage debt are weaker 
than those for corporate debt. However, the fact that we find no evidence for mortgage debt-
driven cycles does not necessarily imply that mortgage debt is not important. In particular, our 
results are not inconsistent with findings that household debt led to deeper recessions. A possible 
way to reconcile our findings with the Minskyan literature on household debt is to interpret 
changes in mortgage debt as driven by speculative real estate prices (e.g., Ryoo, 2016; Gusella 
and Stockhammer, 2021). This suggests that integration of asset prices (and possibly monetary 
policy) and the estimation of higher-order, fully specified finance-driven models would be a useful 
next step.
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Appendix
A1. ADF unit root tests
A2. Calculating Cycle Length for VAR Models
As suggested by Stockhammer et al. (2019), if the Jacobian matrix of a system estimated as a 
VAR model contains at least one pair of complex conjugate eigenvalues (𝜆), then the cycle length 
can be calculated as follows.

The polar form of a pair of complex conjugate eigenvalues (𝜆 = ℎ ± Ω𝑖) is given as: 
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Table A1. ADF unit root tests

 ADF test

Variable Levels First differences Conclusion

Log (GDP) (1.000) (0.000) I(1)
Log (INV) (0.995) (0.000) I(1)
BDEBT (0.515) (0.000) I(1)
MDEBT (0.692) (0.000) I(1)

Values corresponding to ADF tests are P-values.
where 𝑅 =

√
ℎ2 + Ω2 is the modulus, 𝜃 is an angle measured in radians, ℎ (real part) is 𝑇 𝑟

2 , and Ω is 
√

Δ
2 . In the context of the 2D system (1), the matrix’s trace is 𝑇 𝑟 = 𝐽11 + 𝐽22, and the matrix’s dis-

criminant is Δ = (𝐽11 − 𝐽22)2 + (4 ∗ 𝐽21 ∗ 𝐽12). Transforming the eigenvalues (𝜆𝑡) into their polar 
form based on De Moivre’s theorem, we get the form of the following trigonometric expression: 

Accordingly, a distinct cycle frequency can be derived from each pair of complex eigenvalues 
of a VAR system, and the implied cycle length can be calculated as follows: 
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