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Abstract
Nonverbal communication plays a crucial role in human-robot in-
teraction (HRI) and have been widely used for robots in service
environments. While few studies have addressed the understanding
customer’s acceptance of robots under many different interaction
conditions, the impact of robots’ nonverbal interaction modalities
(i.e., a combination of body language, voice, and touch) on cus-
tomers’ experience has not been investigated truly. To this end,
in this paper, we introduce an HRI framework that aims to assist
customers in their food and beverage choices in a real-world cafe
setting. With this framework, the contribution of this paper are two
folds. We introduce a time-synchronised multisensory HRI dataset
comprising the interactions between a social robot and customers
in a real-world environment. We conduct a user study to evalu-
ate the configuration of multimodal HRI framework, particularly
nonverbal gestures, and its contribution to customers’ interaction
experience in this specific marketing setting.

CCS Concepts
• Human-centered computing→ Human computer interaction
(HCI); HCI design and evaluation methods; Human computer
interaction (HCI).
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1 Introduction
From restaurants to shops, social robots are envisioned to have
a profound impact on many hospitality sectors. We have already
seen many examples of robots making their way into real-world
service environments. The use of social robots (e.g., Pepper) for
marketing purposes has been investigated in various application do-
mains, from selling Nescafe machines [10] to providing assistance
in chocolate stores [2], shopping malls [12], and bakery shops [14].
Most of the works in the literature have focused on developing
effective recommendation strategies for robots [5], for instance,
combining the information from the physical world (e.g., in-situ
customer feedback) with online knowledge databases [3]. A couple
of works have developed shopping companion robots, for instance,
to assist users in finding shops passed by while navigating a shop-
ping mall [9]. Another work has investigated the location of the
robot in a chocolate shop, namely, inside or outside the store [2].
However, to the best of our knowledge, few works have addressed
the validation of the impact of robots’ nonverbal communication ca-
pabilities, particularly robots’ communicative gestures, on customer
interaction experience.

To address this gap in the literature, this paper introduces an HRI
framework enabling a robot to communicate with customers via
different interaction modalities in a cafe shop setting. The frame-
work is configured in three different versions, aiming to validate
the robot’s nonverbal features comprehensively. A total of 171 cus-
tomers participated in our study and subjective evaluation was
carried out to measure the user perception of the robot’s behav-
iors. This paper presents an analysis based on quantitative and
qualitative customer data, aiming to shed a light into the impact
of robot nonverbal communication skills on customer interaction
experience in service environments. The paper also contributes a 7
hours time-synchronized multisensory HRI dataset obtained in a
crowded cafe environment, which will benefit researchers in the
HRI domain1.

1Anonymised data is shared upon request. Please contact Oya Celiktutan at
oya.celiktutan@kcl.ac.uk.

https://doi.org/10.1145/3568294.3580082
https://doi.org/10.1145/3568294.3580082


HRI ’23 Companion, March 13–16, 2023, Stockholm, Sweden Nguyen Tan Viet Tuyen, Mateusz Adamski, Yuchen Wang, Shintaro Okazaki, and Oya Celiktutan

2 Nonverbal Communication Skills in Robots
People tend to use a wide range of nonverbal cues to signal their
emotions, intentions, or verbal contents of their speech to their
interaction partners. Similarly, communicative gestures encourage
robots to better convey verbal contents of their speech to enhance
their user’s acceptance, trust, and engagement. A considerable
effort has gone into the designing of nonverbal interaction skills
for social robots. For humanoid robot platforms, nonverbal cues are
commonly inspired by human behaviors. One of the main reasons
is to ensure the communicative messages, encoded in robots’ body
movements, are interpretable by humans [13]. Previous works on
nonverbal generation can be briefly categorized into two groups:
(1) rule-based approach and (2) data driven-approach.

2.1 Rule-based approach
Early studies investigated this approach for building robots’ com-
municative behaviors [1, 8]. The method requires the design of
interaction logic manually. It is limited and is not transferable to
unforeseen interaction contexts. Regardless of its limitations, most
of the existing nonverbal generation frameworks embedded in com-
mercial robots are built upon the rule-based approach due to its
simplicity. Indeed, handcrafted gestures ensure the smoothness and
human-likeness of robots’ motions.

2.2 Data-driven approach
Data-driven approaches provide a solution to transfer human non-
verbal communication skills to robots in an end-to-end manner. Us-
ing large-scale datasets of human communicative behaviors [16, 17],
different learning frameworks have been introduced to capture
the relationship between human audio [6, 11], speech text [15]
and human co-speech gestures. The learning framework could be
constructed in various ways, ranging from auto-regressive [7] to
encoder-decoder [6] and generative adversarial networks [11, 15].
Although the data-driven approach is promising, it is still in its
infancy due to the lack of universal datasets (i.e., that comprise
people with diverse cultural backgrounds, age groups, and person-
alities) and efficient onboard computation resources for operating
in the wild. Compared with the rule-based solution, the data-driven
approach has not been widely implemented in social robots operat-
ing in the wild. To remedy this problem, in this paper, we propose
a hybrid approach that combines these two aforementioned ap-
proaches.

3 HRI Framework
Fig. 1 shows the designed HRI framework called “Pepper the Recom-
mender”. Pepper verbally interacts with customers through a dialog
system to recommend available products at the cafe. The robot also
exhibits nonverbal gestures to communicate its verbal messages
better. The tablet is applied for showing the verbal contents and for
receiving touch-screen responses from customer. In the sequel, the
proposed framework is explained in more detail.

3.1 Nonverbal Interaction
In the designed HRI framework, robot’s nonverbal gestures are
generated using either the rule-based or the hybrid approach.
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Figure 1: Pepper the Recommender system comprises three
interaction modalities, namely, nonverbal, verbal, and tablet
interaction.

3.1.1 Rule-based approach Most modern social robots rely on the
rule-based strategy to build robots’ communication gestures due
to its simple and practical properties. In this paper, we apply the
robot’s off-the-shelf ALAnimatedSpeech module, which helps the
robot perform upper body gestures to support the verbal contents
of its speech. ALAnimatedSpeech2 consists of a set of robot gestures
handcrafted to ensure the smoothness and human-likeness of the
motions. In our designed framework, ALAnimatedSpeech receives
raw text delivered by the dialog system, as discussed in Section 3.2,
and produces an output robot motion. ALAnimatedSpeech selects
actions from a pre-defined list of robot gestures and associates them
with the robot’s speech, being its co-speech gestures.

3.1.2 Hybrid approach We implemented a hybrid approach consist-
ing of a Gesture Generator network𝐺 and a Gesture Knowledge Base
𝐾 . The approach could be considered as an enhancement of the data-
driven solution introduced in [15]. This method has been proven
to generate gestures aligned with semantic content as compared
to the related works. In our hybrid approach, 𝐺 is implemented
based on the GAN network introduced in [15]. The approach is
trained on the large-scale MSR-VTT dataset [16] for capturing the
relationship between human motion and language in an end-to-
end manner. At the training phase, 𝐺 tries to produce a co-speech
gesture 𝑎𝑓 as much similar as to 𝑎𝑟 to fool Gesture Discriminator
network 𝐷 , while 𝐷 tries to maximize its ability to differentiate
between real action 𝑎𝑟 and fake action 𝑎𝑓 . To strengthen the data-
driven approach, we implemented the Gesture Knowledge Base 𝐾 .
𝐾 is inspired by a set of gesture animations manually designed for
the Pepper robot3. We then associate those handcrafted gestures
with appropriate keywords.

At the generation phase, a raw text, which is released from the
dialog system, is split into sentences. If certain predefined keywords
are detected from the input sentence, an associated robot nonverbal
gesture 𝑟𝑘 is selected from the Gesture Knowledge Base 𝐾 . Other-
wise, the input sentence is encoded into an embedding vector 𝑒 and

2http://doc.aldebaran.com/2-5/naoqi/audio/alanimatedspeech.html#alanimatedspeech
3http://doc.aldebaran.com/2-4/naoqi/motion/alanimationplayer-
advanced.html#alanimationplayer-advanced
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fed to the 𝐺 . 𝐺 produces a human co-speech action 𝑎𝑓 represented
by joint coordinates defined in human motion space. The generated
human action 𝑎𝑓 is converted to robot gesture 𝑟 𝑓 represented by a
set of joint angles. Finally, robot gestures released from 𝐾 and/or𝐺
are injected into the time synchronization module with their corre-
sponding speech 𝑠 before portraying on the robot. Taken together,
the hybrid approach benefits from the motion library handcrafted
for the Pepper robot as 𝐾 allows the robot to convey certain key-
words of its speech. At the same time, 𝐺 is trained on a large-scale
dataset of human communicative gestures; so the robot can produce
human-like gestures in various communication contexts.

3.2 Verbal and Tablet Interaction
In order to control random factors that might affect the user’s per-
ception of a robot in the cafe setting (e.g., noisy backgrounds, biased
verbal responses, etc.), a basic dialogue is designed, it involves greet-
ing and food recommendations. We construct the dialog system
using Qichat4, which is built in Choregraphe NAOqi5. Each session
covers a list of dynamic concepts. Here, a concept is defined as a list
of keywords and phrases representing a particular idea (e.g., coffee,
milk, etc.). Constructing the dialog based on concepts allows the
robot to diversify its speech while ensuring the semantic contents
remained unchanged.

When the robot is speaking, the tablet mirrors its verbal content.
During question-answer interactions, the tablet organizes it as a
multiple-choice question. The dialog system accepts verbal and
touch-screen responses on a first-come-first-serve basis.

3.3 Robot Conditions
To explicitly verify the impact of the robot’s body languages on the
customers’ experience, the HRI framework was implemented on the
Pepper humanoid social robot6 in three different ways, resulting in
three different robot versions.

• Pepper 1: The robot is equipped with the dialog system and
the tablet interface mentioned in Section 3.2. Nonverbal gestures
are not implemented in this version; the robot is almost at a
standstill position when communicating with customers through
verbal and tablet channels. This configuration serves as a baseline
to examine the customers’ perception of a robot with/without
co-speech gesture capabilities.

• Pepper 2: In addition to verbal and tablet interactions used in
Pepper 1, Pepper 2 is designed with nonverbal gestures using
the rule-based approach discussed in Section 3.1. In Pepper 2,
the robot’s gesture library is handcrafted to display smooth and
human-like body gestures.With this configuration, Pepper 2 tends
to produce more beat gestures (rhythmic hand movements) to
support its speech.

• Pepper 3: In addition to the verbal and tablet communication as
in Pepper 1, Pepper 3 is designed with nonverbal communication
skills derived from the hybrid approach. Differently from Pepper
2, Pepper 3 tends to perform more iconic gestures to convey the
semantic contents of its speech.

4http://doc.aldebaran.com/2-5/naoqi/interaction/dialog/dialog.html#dialog-concepts
5http://doc.aldebaran.com/2-5/software/choregraphe/index.html
6http://doc.aldebaran.com/2-5/home_pepper.html

4 Study Design
4.1 Pepper the Recommender
4.1.1 Sensors and Setup The study was conducted at a cafe shop
located on a university campus. The robot was placed at the cafe’s
entrance to draw customers’ attention towards the shop [2]. We
used a set of sensors to record customers’ behaviors when interact-
ing with the robot: 1) External sensors: A stereo RGB-depth camera
(i.e., ZED) was placed behind the robot to record the interactions
from a third-person perspective. Additionally, from RGB-depth
images recorded by the external camera, human motions are ex-
tracted and stored as 3𝐷 joint coordinates. 2) Onboard sensors:
Microphones7, RGB camera8, and angle sensors embedded in the
robot were implemented to capture the interaction from a first-
person perspective. From the robot’s angle sensors, robot motions
are acquired and stored as a list of joint angles.

4.1.2 Participants and Procedure Participants were customers of
the university cafe shop, mostly students, members of staff, and
visitors. Upon approaching the entrance, customers, who showed
their interest in the study, were provided with the information sheet
with a full explanation of the research objectives, procedure, and
anonymity of the data collected. If they agreed to participate in the
study, after giving their consent, they engaged in an interactionwith
one of the autonomous robot versions, namely, static Pepper (Pepper
1) or dynamic Pepper (Pepper 2 or 3). The study was approved by
the King’s College London Research Ethics Committee.

4.1.3 Data Statistics The study was conducted in 3 weeks with a
total of 171 participants (74males, 92 females, and 5 non-binary), re-
sulting in 57 participants for each robot version. 85% of participants
were undergraduate and postgraduate students. 78% participants
were in the age group 18 − 24. We collected a time-synchronized
multimodal dataset of HRIs during approximately 7 hours.

4.2 Subjective Evaluation
After the interaction took place, a study of subjective evaluationwas
conducted to investigate the user interaction experience with the
three robot conditions (i.e., Pepper 1-3) in light of two constructs,
including time consistency of gestures and semantic content of
gestures. Each construct includes two question items. All items
were measured with a 5-point Likert scale from 1 being “strongly
disagree” to 5 being “strongly agree”. We derived those scale items
from previous works [4, 6]. Time consistency is used to verify
the time synchronization between robots’ gestures and speech.
On the other hand, semantic content is applied to validate the
effectiveness of robot body language in conveying verbal contents
of its speech [6].

4.3 Hypothesis
With the customer behavior data collected during interaction, we
counted the number of touch-screen responses to check whether
they rely on tablet to interact with the robot, especially Pepper 1, a
standstill robot. In other words, we examined whether customers
tend to perceive Pepper 1 as a tablet kiosk, so they interact with this

7http://doc.aldebaran.com/2-5/family/pepper_technical/microphone_pep.html
8http://doc.aldebaran.com/2-5/family/pepper_technical/video_2D_pep.html
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robot through the tablet more frequently than in the case of Pepper
2 and 3. On this basis, we contemplate:
• H1: The number of touching events measured from the tablet of
Pepper 1 will be greater than those in Pepper 2 and Pepper 3.
In terms of the robot’s nonverbal communication, Pepper 2 and

Pepper 3 are equipped with different gesturing skills. While Pepper 2
tends to produce rhythmicmovement of hands to support its speech,
Pepper 3 emphasizes semantic hand gestures to convey the verbal
content. Regardless of the differences in gesture styles, the gesture
timing and the robot’s speech are expected to be well-matched in
both Pepper 2 and Pepper 3. More formally:
• H2: Temporal consistency between gestures and speech in Pepper
2 and Pepper 3 will not be different.
Pepper 3 is designedwith the hybrid approach. This configuration

is expected to provide Pepper 3 a better ability to convey semantic
contents of its speech via generated nonverbal gestures. On this
basis, we contemplate the following:
• H3: The semantic content encoded in the gestures of Pepper 3
will be greater than that in Pepper 1 and Pepper 2.

5 Results and Discussions
5.1 Objective Evaluation
As a preliminary objective evaluation, we analysed participants’
movements in terms of velocity and their distance to the robot.
We first calculated the average velocity of upper-body movements
and then calculated the frequency of velocity values over time,
when they were interacting with three different robot conditions.
Concerning velocity, the distributions of human movements were
not different among participants interacting with a static robot
(Pepper 1) versus dynamic robots (Pepper 2, Pepper 3). On another
note, it was observed that there were two distinct groups of partic-
ipants, which can be categorized with respect to their proxemics
behaviors. Experimenters observed that some participants tended
to interact with the robot at a distance, while the others held a per-
sonal distance, even sometimes an intimate one. One of the possible
reasons could be the differences in their attitude, familiarity, and
comfort towards interacting with a humanoid robot in the service
environment.

5.2 Subjective Evaluation
Overall, customers tend to communicate with robots through its
tablet more than one time during their interaction. Although the
mean values are slightly higher than in Pepper 1 and Pepper 3 as
compared to Pepper 2, the post-hoc test analysis in Table 1 indicates
that there are no statistically significant differences regarding the
number of touch-screen events concerning different robot condi-
tions. Thus, H1 was not supported by our data.

There are statistically significant differences in both time con-
sistency and semantic content of robot gestures. The post-hoc test
indicates significant differences (𝑝 < 0.05) in time consistency be-
tween Pepper 1 and Pepper 2, Pepper 1 and Pepper 3, but no statistical
difference between Pepper 2 and Pepper 3. Table 1 reveals that cus-
tomers observed that the semantic content encoded in co-speech
gestures of Pepper 3 are greater than in Pepper 1’s gestures. Simi-
larly, Pepper 2 performed gestures to express semantic content of

Table 1: Preliminary analysis results (P1 = Pepper 1; P2 =
Pepper 2; P3 = Pepper 3). * is based on p < .05.

P1 P2 P3 F p
Post-hoc
test*

Touch-screen
events 1.75 1.46 1.80 0.103 0.901 -

Time
consistency
of gestures

3.39 3.94 3.72 5.724 .004 P1<P2
P1<P3

Semantic
contents
of gestures

3.12 3.77 3.57 8.635 <.001 P1<P2
P1<P3

its speech greater than Pepper 1. However, there are no statistical
differences between Pepper 2 and Pepper 3 in terms of semantic
content. Thus, our data provided support for H2 but not for H3.

5.3 Discussion
The frequency of customers’ touch-screen responses provides a clue
for understanding how frequently customers rely on this channel
to communicate with the robot rather than through verbal mes-
sages. While H1 was not supported, it implies the way how users
perceive Pepper humanoid robot in service environments. Even
when customers interact with a standstill robot (Pepper 1), without
nonverbal gesture skills, they are still curious to use verbal feedback
to actively interact with this robot rather than treating it as a tablet
kiosk and relying on touch-screen communication only.

On the other hand, H2 was supported while H3 was not sup-
ported. This result implies that customers could not observe the
differences in body language skills between Pepper 2 and Pepper 3.
It could be explained by considering a crowded environment at the
cafe shop with many random factors and distractions ( e.g., noise,
passersby, etc.). Consequently, customers might not be provided
enough space to comprehensively observe distinct behaviors ex-
hibited by the robot, particularly the semantic content encoded
in the robot’s communication gestures. The finding suggests that,
in crowded service interaction settings, the power of the hybrid
approach is not fully acknowledged by customers, while the rule-
based strategy seems to be simple but practical.

6 Conclusion
In this paper, we have presented a preliminary analysis of the
relationship between robot’s nonverbal communication and cus-
tomer experience in service environments. We have demonstrated
a case study where an HRI framework was developed to oper-
ate in a cafe shop setting. Finally, we have introduced a 7 hours
time-synchronized multisensory HRI dataset collected in a crowded
environment. As a future work, we will extend our objective and
subjective evaluations using the data collected.
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