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Abstract

Molecular communication (MC) engineering is inspired by the use of chemical signals as
information carriers in cell biology. The biological nature of chemical signaling makes
MC a promising methodology for interdisciplinary applications requiring communication
between cells and other microscale devices, e.g., smart drug delivery and intelligent
surveillance against chemical attacks. The design of communication systems capable
of processing and exchanging information through molecules and chemical processes
is a rapidly growing interdisciplinary field, which holds the promise to unleash the
potential of MC for interdisciplinary applications. While MC theory has had major
developments in recent years, more practical aspects in designing components capable of
MC functionalities remain less explored. Therefore, the main focus of this dissertation
is on the design and analysis of signal processing circuits for MC. In particular,
this dissertation presents the design and analysis of two chemical-reactions-based
microfluidic circuits with binary concentration shift keying (BCSK) and quadruple
CSK (QCSK) modulation-demodulation functions and a genetic circuit with controllable
pulse generation function.

First, the basic characteristics of fluids in microfluidic channels are first analyzed.
These include the derivations of the concentration and velocity changes for microfluidic
devices with combining and separation channels. Then, a five-level architecture is
developed for digital microfluidic circuits along with an introduction to the designs of
microfluidic digital AND, NAND, OR, NOR, XOR, and XNOR gates.

Second, the design of a chemical-reactions-based microfluidic BCSK transceiver is
proposed. Based on the newly derived spatial-temporal concentration distributions,
the modulated and demodulated signals are mathematically characterized. Moreover,
the BCSK transmitter is further optimized in terms of the microfluidic channel length
and the restricted time gap between two consecutive input bits.

Third, the design of a chemical-reactions-based microfluidic QCSK transceiver is
presented based on the proposed microfluidic logic gates. The proposed microfluidic

circuits are theoretically described by deriving the impulse response of advection-



diffusion channels, and a general mathematical framework is developed which can be
used to analyze other new and more complicated circuits.

Fourth, the design of a genetic circuit with a pulse generation function is proposed.
The proposed circuit is consisted of three engineered minimal cells which contain the
minimal and sufficient number of molecular components and display Boolean logic
functions. The behavior of synthetic minimal cells and cell-to-cell propagation channels
are mathematically modeled, which reveals the impact of cell spatial configurations

and cell regulatory networks on the peak amplitude of generated pulses.
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Jy(r) Bessel functions of the first kind of order v
Jagv Advection flux
Jpig  Diffusion flux
k The efficiency of the spectrometer at transferring light
K, A constant defined for Shea-Ackers Formalism
k1 Adsorption rate
Kp Dissociation constant
kq AHL degradation rate
ky Rate constant
K,(r) Modified Bessel functions of the second kind of order v
k_1  Desorption rate
L Path length
l Hill coefficient

Ngx(t) Number of molecules observed by the receiver at time ¢
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Nomenclature

Ntx

p(r, 1)

Number of molecules released by a transmitter

The probability density function of a molecule released by the transmitter with

respect to r at time ¢

The probability of promoter ¢ being in open complex state
Q-function

Radial distance

Inner radius of an annulus

Outer radius of an annulus

The distance between a releasing point and the cell culture boundary edge
Generic molecule species

Heaviside step function

Bessel functions of the second kind of order v

Floor function

Laplace operator

Acronyms / Abbreviations

1D

3D

One Dimensional

Three Dimensional

30C6 N-(f-Ketocaproyl)-L-homoserine lactone

E. Coli Escherichia coli

a. u.

AHL

Ara

ASK

aTc

Arbitrary Unit
Acyl-homoserine lactones
Arabinose

Amplitude Shift Keying

Anhydrotetracycline
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Nomenclature

AWGN Additive White Gaussian Noise
BC  Boundary Condition

BCSK Binary Concentration Shift Keying
BFSK Binary Frequency Shift Keying
CDF Cumulative Distribution Function
CFD Computational Fluid Dynamics
CGG Concentration Gradient Generator
CIR  Channel Impulse Response

CRN Chemical Reaction Network

CSK Concentration Shift Keying

ER  Endoplasmic Reticulum

EYFP Enhanced YFP

FFL Feed Forward Loop

FSK Frequency Shift Keying

HCN Hydrodynamic Controlled Microfluidic Network

[1-FFL Incoherent Type 1 FFL

1C Initial Condition

IPTG Isopropyl -D-1-thiogalactopyranoside

ISI  Inter Symbol Interference
KCL Kirchhoft’s Current Law
KVL Kirchhoff’s Voltage Law
LDPC Low-Density Parity-Check
LOC Lab-on-a-chip

MC Molecular Communication

25



Nomenclature

MIMO Multiple-input Multiple-output
MoSK Molecular Shift Keying

MS  Mass Spectrometry

NO  Nitric Oxide

ODE Ordinary Differential Equation
OOK On-Off Keying

PDE Partial Differential Equation

Pe Péclet Number

QCSK Quadruple Concentration Shift Keying
QS  Quorum Sensing

Re  Reynolds Number

RFP Red Fluorescent Protein

RNAP RNA Polymerase

RSK Reaction Shift Keying

SPC Single Parity-Check

TF  Transcription Factor

XNOR Exclusive NOR

XOR Exclusive OR

YEFP Yellow Fluorescent Protein
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Chapter 1

Introduction

1.1 What is Molecular Communication?

The communication engineering community has never stopped on the road of pioneering
innovative applications to shorten the time needed for communication and expand
the space and place of human interactions. The core of these applications is how
information is delivered in a medium. Although most applications employ electro-
magnetic phenomena for communication, this is insufficient to enable nanonetworks
(i.e., the interconnection of nano-machines) and bio/nano-applications, e.g., smart
drug delivery and intelligent surveillance against chemical attacks. One reason is that
components of macroscale transceivers are difficult to operate efficiently and miniaturize
to nano/micrometer-scale [1], i.e., to the scale of living cells.

To find an efficient and reliable communication paradigm at the nano/microscale, we
can learn a lesson from how cells communicate with each other in nature. Like human
beings, cells have their own “social activities” and are in constant communication
with each other. One way they achieve communication is by continuously sensing,
receiving, and interpreting extracellular signaling molecules, and then coordinating their
behaviors in response. A representative example is the neurotransmitter transmission
between presynaptic neuron and postsynaptic neuron, which is shown in Fig. 1.1. In
this scenario, the presynaptic neuron and postsynaptic neuron act as a transmitter and
receiver, respectively. Upon the arrival of an action potential, the neurotransmitters
are released by the presynaptic neuron from vesicles at the outer membrane. The
released neurotransmitters diffuse over the synaptic cleft and are capable of activating
the receptors distributed on the membrane of the postsynaptic neuron. The reception
of neurotransmitters by the receptors triggers the opening of ion channels, which

leads to an influx of ions to the postsynaptic neuron and finally an action potential
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Fig. 1.1 The neuron communication system.

[2, Ch. 11]. The above form of information exchange has motivated the proposal of
biologically-inspired molecular communication (MC), which employs chemical signals to
exchange information [1, 3]. Unlike classical communication methods, MC is inherently
energy-efficient and robust in physiological environments.

To provide a language for communication engineers to study and interface with
MC systems, the aforementioned neural communication system can be interpreted
by a five-level communication hierarchy. As shown in Fig. 1.2a, the communication
hierarchy is comprised of five levels: 1) Physical Signal Propagation; 2) Physical
and Chemical Signal Interaction; 3) Signal-Data Interface; 4) Local Data
Abstraction; and 5) Application [4]. By applying the communication hierarchy to
the neuron communication scenario in Fig. 1.2b, the levels of the hierarchy are detailed

as follows:

1. Physical Signal Propagation: the lowest level includes how molecules are
transported between communicating devices!, e.g., via diffusion, fluid flow, or
contact-based means. This level is not defined within devices themselves, but

directly connects devices that are communicating.?

LA communication device can act as a transmitter, a receiver, and even a transceiver. In this
dissertation, the communication device can be an artificial microfluidic circuit and an engineered
minimal cell.

2Although Level 1 is not defined within devices themselves for this five-level communication
hierarchy, physical signal propagation can occur inside a communication device, e.g., the molecule
propagation inside a microfluidic circuit.
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Fig. 1.2 The application of a five-level communication hierarchy to the neuron commu-

nication system.

2. Physical and Chemical Signal Interaction: this level deals with how the

physical signal is generated at a transmitting device and sampled at a receiving
device, e.g., the release of neurotransmitters at the presynaptic neuron and their
reception by neurotransmitter receptors at the postsynaptic neuron in Fig. 1.2b.
This also includes the biochemical signaling pathways that process molecular
signals.

. Signal-Data Interface: this level focuses on how physical signals are mathe-
matically quantified, observed, and controlled. This includes the conversion of

data between its mathematical representation and its physical form.

. Local Data Abstraction: this level is concerned about the physical meaning
(i.e., the induced action) of quantified data at a local device. Examples of the
action of quantified data can include the firing of a neuron in Fig. 1.2b and the
initiation of a gene expression to produce a particular protein or the secretion
of a useful metabolite. This level includes the information-theoretic limits of
molecular signals, and it also includes encoding and decoding in communication

networks.

. Application: the top-level behavior is relying on communication. This could be

entirely within a biological context, e.g., differentiation of cells in a multicellular
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Fig. 1.3 The application of a five-level communication hierarchy to the block diagram
of a conventional communication system.

organism or symbiosis between different species, or within a mixed synthetic and

biological context, e.g., disease detection by medical sensors.

To emphasize the similarities and differences between an MC system and a con-
ventional communication system, the communication hierarchy in Fig. 1.2a is also
applied to a conventional communication system [5]. As shown in Fig. 1.3, Level 1
is mapped to the propagation of electromagnetic waves, and Level 2 is mapped to
electromagnetic wave emission and reception via antennas. Although the signal-data
interface of Level 3 is not shown in Fig. 1.3, there is still a mapping of this level
between these two communication systems, where the interface between chemical
molecules and information data is analogous to the interface between electromagnetic
waves and the data they represent. Level 4 can be mapped to data manipulation (e.g.,
modulation-demodulation and encoding-decoding) inside a conventional communication
transceiver, and the whole communication system can support an application for Level
D.

1.2 Molecular Communication Development

The basic concept and architecture of MC were initially proposed and described to

the communications research community in 2005 [6, 7]. After empirical work aimed to
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validate the feasibility of MC [8], this novel field has been primarily engaged with and
developed by the theoretical communications research community [9].

Significant progress has been made over the last decade with a flourish of activity
to understand the biophysical characteristics of molecule propagation using tools and
mechanisms from communication engineering. The focus of channel modeling research
has spanned from basic Brownian motion [10] to molecular transport with fluid flow
[11] and active propagation that relies on energy sources, such as molecular motors [12]
and bacterial chemotaxis [13]. The interactions between information molecules and the
receiver have been extensively studied for passive reception [14] and full absorption
[15], and recent works have modeled receiver-side reaction kinetics more precisely, e.g.,
reversible adsorption [16] and ligand-binding [17]. While many works have been based
on transmission using simple on-off keying (OOK) modulation [18], more sophisticated
modulation and coding schemes have been developed for molecular transmission with
higher data rates and improved communication reliability [19, 20]. Accompanying MC
system design has been information-theoretical research to quantify the fundamental
limits of molecular signaling, i.e., the communication capacity [3].

The biological nature of chemical signaling makes MC a promising methodology
for interdisciplinary applications requiring communication between cells and other
microscale devices, such as disease diagnosis, drug delivery, and health monitoring.
With the ultimate goal of enabling these practical and paradigm-shifting applications,
the MC community has sought exploitation in cross-disciplinary research. For example,
for disease diagnosis, evaluating the capacity of the brain to encode and retrieve
memories could reveal the dysfunction and loss of synaptic communication due to
Alzheimer’s and other neurodegenerative diseases [21]. For drug delivery, MC theory
has been applied to characterize the transport of drug particles in blood vessels with
the aim to optimize the drug injection rate while reducing its side effects [22]. For
health monitoring, MC could coordinate the movement of intra-body nanoscale sensors
to collect health data, which could be further transmitted to external devices via
micro-to-macro interfaces for real-time monitoring [23, 24].

In addition to theoretical research, experimental research on MC has sought to
validate theoretical models and provide pathways toward applications, both at the
macroscale and microscale. For macroscale experiments, alcohol molecules were first
employed to demonstrate the feasibility of transmitting a text message using chemical
signaling in an open diffusion space [25]. To improve the data rate, this testbed has
been extended to multiple-input multiple-output (MIMO) systems [26]. Meanwhile, in-
vessel MC testbeds with [27-29] or without a flow [30, 31] were also built to investigate
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Fig. 1.4 The macroscale MC testbeds developed in (a) [25], (b) [26], (c) [27], (d) [28],
() [29], (f) [30]; (g) [31].

the possibility of delivering information using acid/base, magnetic nanoparticles, odor
molecules, and fluorescein, where improved mathematical models have been proposed
to account for discrepancies between theory and experimental results. A graphical
summary of the macroscale testbeds is provided in Fig. 1.4.

For microscale MC testbeds, in [32], the genetically engineered Escherichia coli
(E. coli) bacteria, housed in a chamber inside a microfluidic device, serves as an MC
receiver using fluorescence detection upon the receipt of signaling molecules. A similar
experimental setup was also used in [33, 34]. In [33], a nanoscale microfluidic MC
receiver based on graphene field-effect transistor biosensors was fabricated, which is
capable of detecting single-stranded DNA molecules flowing through a microfluidic
channel; in [34], engineered bacterial with AND logic gate and an electrochemical sensor
chip were located at the two ends of a microfluidic tube, where the electrochemical
sensor chip was able to detect the changes in protons produced by the engineered
bacterial population. The Boolean logic molecular calculation was also investigated
in [35], where Boolean logic AND and OR gates were realized through manipulation
of the threshold of Ca?" ion flows between astrocyte cells. In addition, the existing
microscale MC testbeds have demonstrated how to use macroscale instruments to
control microscale systems. Examples include the microscale modulator that transduced
external optical signals to a release of protons [36] and the controlled in vivo information

transfer by applying electrical signals onto the nervous system of common earthworms
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Fig. 1.5 The microscale MC testbeds developed in (a) [32], (b) [33], (c) [34], (d) [35],
(e) [36], (f) [37], (g) [38].

[37]. Moreover, the information can also be delivered in droplet-based microfluidic
systems. The authors of [38] proposed a hydrodynamic controlled microfluidic network
(HCN) and demonstrated how to realize a pure hydrodynamic microfluidic switching
function, where the successful routing of payload droplets was achieved by designing
the geometry of microfluidic circuits. A graphical summary of the microscale testbeds

is provided in Fig. 1.5.

Table 1.1 Summary of MC surveys in terms of their focused topics.

Focus General Propagation Channel | Modulation | Communication | Physical Transceiver
Advancements Characterization Techniques Capacity Design
Reference | [1,9,39] | [40, 41] \ [42] \ [43] \ [44, 45]
Focus Genetic DNA MC Medical MC
Circuits Storage Interface Applications Hierarchy
Reference | [46] \ [47] [ [48,49] | [21,5053] | [4]

Over the past ten years, there have been several comprehensive MC surveys to
report the progress that has been made. The existing MC surveys are classified into
different categories based on their focus in Table 1.1 and their contents are briefly
summarized in terms of the communication hierarchy in Table 1.2. For more details of

the progress, the readers can refer to these surveys accordingly.
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Table 1.2 Summary of MC Surveys in terms of the communication hierarchy in Fig.
1.2a.

Reference 1] 9] [41] | [39] | [51] | [21] | [52] | [50] | [47] | [40] | [43] | [44] | [24] | [46] | [48] | [49] | [45] | [42] [4]
Year 2008 | 2012 | 2013 | 2016 | 2016 | 2016 | 2017 | 2017 | 2018 | 2019 | 2019 | 2019 | 2019 | 2019 | 2019 | 2019 | 2020 | 2020 | 2021
Level 1: Physical |l v| v | v o | v| v lvl v v v
Signal Propagation
Level 2:
Device Interface v v v v v v v v v
Level 3:
Physical/Data Interface v v v v v v v v v v v v v v
Level 4:
Local Data v v v v v v v v
ol 5
Level 5: v ol v v v o v v
Application

1.3 Motivation

This dissertation mainly focuses on Level 4, i.e., Local Data Abstraction, of the
communication hierarchy for MC. The Local Data Abstraction level is the interface
between the mathematical quantification of physical signals and how the information
in these signals is manifested and manipulated within an individual communication
device. In other words, this level concerns how an MC transmitter encodes information
into a quantifiable form and then modulates it into a physical signal, and how an MC
receiver demodulates a received chemical signal to recover the transmitted information.
From the review of MC testbeds in Section 1.2, it is clear that most MC testbeds highly
rely on electrical devices to manipulate information. For example, the transmitted bit
sequence was modulated over the concentration of signaling molecules via the on/off
of an electronic spray [25] and air tank [26, 30] controlled by microcontroller boards
and laptops. Their high dependency on electrical signals/devices can hardly fulfill the
biocompatible and non-invasive requirements of biomedical applications, such as disease
diagnosis and drug delivery [54]. Meanwhile, the size of electronic devices can hardly
meet the requirement of intra-body healthcare applications promised by MC, where
fully MC functional devices are expected to be miniaturized into microscale/nanoscale
[44]. This demonstrates that a hindrance to translating MC research results to practical
applications is the lack of nano/micro-devices able to process chemical concentration
signals, rather than electrical signals, in the biochemical environment. Hence, how to
process information flow over molecular concentrations is a very interesting target for
MC research. There has been some research that focuses on using chemical reactions
and synthetic biology to achieve digital and analog circuits and how these circuits can
be used to realize communication functionalities, including modulation-demodulation
and encoding-decoding, in an engineered cell biology system. In the following, these
signal processing circuits are briefly reviewed to motivate the development of new MC

circuits proposed in this dissertation.
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In general, biochemical signal processing functions can be realized in two fashions:
1) chemical circuits [55] based on chemical reaction networks (CRNs), and 2) genetic
circuits [56] in engineered living cells. In chemical circuits, a set of chemical reactions is
designed for a desired chemical response, whereas in genetic circuits, a gene regulatory
network based on synthetic biology is designed to achieve the desired function. Consid-
ering the scalability of digital design and the discreteness of molecules, it is natural to
start by designing circuits to process digital signals that switch rapidly from a distinct
low state representing bit-0 to a high state representing bit-1. However, biological
systems do not always operate with reliable “1” and “0” signals; instead, many signals
are processed probabilistically and show a graded analog response from low to high
level [57]. In addition, motivated by the fact that biological systems based on analog
computation can be more efficient compared with those based on digital computation

[57, 58], analog circuit design also receives attention from biologists and engineers.

1.3.1 Digital & Analog Circuits via Chemical Reactions

Many types of digital circuits have already been designed and realized via chemical reac-
tions, demonstrating their capabilities to process molecular concentrations. Designing
digital logic functions has also attracted increasing research attention. Combinational
gates, including the AND, OR, NOR, and Exclusive OR (XOR) gate, were designed in
[59] based on a bistable mechanism. For a single bit, the HIGH and LOW states are
indicated by the presence of two different molecular species. The designed gates were
mapped into DNA strand-displacement reactions and validated by generating their
chemical kinetics. The authors of [60] also used the bistable mechanism, where five
general and circuit-free methods were proposed to synthesize arbitrary combinational
logic gates.

An architecture of analog circuits to compute polynomial functions of inputs
was proposed in [61], where the circuits were built on the basis of analog addition,
subtraction, and multiplication gates via DNA strand displacement reactions. Relying
on the help of the Taylor Series and Newton Iteration approximations, these analog
circuits can also compute non-polynomial functions, such as the logarithm. However,
an accurate logarithm computation over a wide range of inputs requires a large number
of reactions, due to the high-order power series approximation. In [62], the authors
presented a method to accurately compute the logarithm with tunable parameters
while maintaining low circuit complexity. In [63], a systematic approach to converting
linear electric circuits into chemical reactions with the same functions was presented.

The principle of the approach is that both electric circuits and chemical circuits can
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be described by ordinary differential equations (ODEs), no matter what quantities the
ODEs represent (e.g., voltages or concentrations). Based on this, an electric high-pass

filter circuit was realized by a set of chemical reactions.

1.3.2 Digital & Analog Circuits via Synthetic Biology

A fundamental objective of synthetic biology is to control and engineer biochemical
signaling pathways to build biological entities that are capable of carrying out desired
computing tasks. The single input logic gates were synthesized to carry out simple
computations, and these include the BUFFER gate [64] and the NOT gate [65], which
are directly inspired by mechanisms of gene expression induced by activators and
repressors, respectively. To expand the information processing ability, multi-input logic
gates, including a 2/6-input AND gate [65, 66|, 2/3/4-input NAND gate [67, 68], and
4/5-input OR gate [68], were also designed. The authors of [65] further optimized their
designed multi-input logic gates with modularity (i.e., having exchangeable inputs and
outputs to increase the reusability) and orthogonality (i.e., no crosstalk within the
host cell to increase robustness and stability). For instance, the proposed 2-input AND
gate in [65] can not only be rewired to different input sensors to drive various cellular
responses but can also show the same functionality in different types of cells. It is noted
that multiple logic gates can be combined to realize much more complicated cellular
tasks, such as the multicellular biocomputing [64] and the edge detection algorithm
[69].

Many synthetic analog circuits have also been proposed. One example is the wide-
dynamic-range, positive-logarithm circuit [70], which consists of a positive-feedback
component and a “shunt” component, demonstrating an In(1+m) input-output transfer
characteristic for a scaled input concentration m. A comprehensive review of 17 different
analog circuits is provided in [71]. An intuitive way to understand the design of analog
circuits is to interpret the synthetic process as tuning the behavior or response curve of
a biological component. In particular, the Hill function that describes gene expression
and regulation provides a semi-empirical approach to capturing the desired response
curves [72]. For example, in [73], the parameters of the Hill function were optimized
to tune the relationship between the temporal change of the output protein and the
input transcription factor as close as possible to a hyperbolic tangent and a logarithmic
function.

Integrating analog circuits with digital circuits is a strategy to achieve more
complicated computations. A digitally controlled logarithm circuit was designed

in [70], where a positive or negative logarithm circuit is connected to a digital switch.
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This combined circuit achieves a positive or negative logarithm function in the presence

of the input inducer, whereas it shuts OFF in the absence of the inducer.

1.3.3 Communication Functionality Realizations
Modulation and Demodulation Functionalities

Chemical circuits have been applied to implement modulation schemes, such as fre-
quency shift keying (FSK), molecular shift keying (MoSK), and reaction shift keying
(RSK). The realization of binary FSK (BFSK) demodulation was investigated in [74].
With two symbols encoded with different frequencies, the BFSK receiver consisted of
two branches of enzymatic reaction circuits, which is analogous to the design of an
electric BFSK decoder. The parameters of the two branches were carefully selected
according to the transmitted symbols so that each symbol could only trigger one branch.
For MoSK, the receiver architecture was presented in [75], where chemical reactions
were exploited to determine if the sampled number of bounded signaling molecules
exceeded a predefined level. For RSK, different chemical reactions were exploited for
modulating transmission information into different signaling molecule emission patterns
[76]. To demodulate RSK signals, the authors in [76] investigated two types of ligand-
receptor-based chemical circuits and demonstrated the positive impact of feedback
regulation on symbol error rate reduction. The amount of information transferred by
chemical-reactions-based transceivers was quantified in [77], where optimal transmitter
circuits that maximize the mutual information of the whole communication link were
derived for four types of receiver circuits (i.e., ligand binding, degradation, catalytic,
and regulation reactions).

An engineered bacteria-based biotransceiver architecture with modulation and
demodulation functionalities was proposed in [78]. In this architecture, the transmitter
employed a modulator to realize M-ary amplitude modulation, and was capable of
generating a transmitted signal via a transmission filter; the receiver first processed a
received signal via the receiver filter with the low-pass filtering characteristic to reduce

noise and then used the demodulator to decode transmitted bit sequences.

Coding and Decoding Functionalities

Classic coding schemes have been studied for MC to improve the reliability of com-
munication links. A uniform molecular low-density parity-check (LDPC) decoder
to retrieve transmitted information from received signals was designed in [79] with

chemical reactions. To execute the belief-propagation algorithm, a chemical oscillator
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was introduced to schedule the iterative message passing and trigger corresponding
computations in each phase. The proposed LDPC decoder design is flexible and can
deal with arbitrary code lengths, code rates, and node degrees.

A transceiver design with single parity-check (SPC) encoding and decoding func-
tionalities was developed in [73] using both chemical circuits and genetic circuits. The
proposed transmitter is able to generate a parity check bit and modulate the corre-
sponding codeword with concentration shift keying (CSK), and the proposed receiver
acts as a soft analog decoder that calculates the a-posteriori log-likelihood ratio of
received noisy signals to retrieve transmitted bits. During the aforementioned processes,
chemical reactions are used to realize degradation, subtraction, and storage, while
engineered gene expression processes are employed to implement some complicated
operations, such as amplification, the hyperbolic tangent function, and the logarithm

function.

1.4 Contributions

From the description of the existing circuits review, although the digital and analog
circuits realized either by chemical reactions or synthetic biology provide the com-
munication community with novel tools for processing chemical signals, the design
of MC circuits with communication functions has been less explored. Therefore, this
dissertation focuses on the design and analysis of signal processing circuits to realize
communication functionalities for MC. In particular, this dissertation presents the
integration of chemical reactions and microfluidic devices to develop chemical-reactions-
based microfluidic circuits. A microfluidic device processes and manipulates small
amounts of fluids using channels in dimensions of tens to hundreds of micrometers (i.e.,
1079~10718 liters), providing the benefits including rapid analysis, high performance,
design flexibility, and reagent economy [80]. As discussed in Section 1.2, previous
studies have demonstrated the utility of microfluidic devices for microscale experimental
platforms to flexibly manipulate and control molecular transport to realize MC func-
tionalities [32-34, 38|, which proves their potential as a tool that offers unprecedented
solutions for practical application, e.g., biosensing and therapeutics [4]. Thus, we apply
and regulate chemical reactions in different regions of a microfluidic device and provide
the design and analysis of chemical-reactions-based microfluidic circuits with binary
CSK (BCSK) and quadruple CSK (QCSK) functions. In addition, this dissertation

also presents the design and analysis of a multicellular system with a controllable pulse
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generation function. The specific contributions of this dissertation are summarized as

follows:

Chemical-Reactions-based Microfluidic BCSK Realization: The microflu-
idic circuits with BCSK modulation and demodulation functions are proposed.
For the BCSK transmitter, the modulation is achieved via three chemical re-
actions that are inspired by the incoherent type 1 feed-forward loop. For the
BCSK receiver, the demodulation is realized via two chemical reactions, i.e., a
thresholding reaction and an amplifying reaction. The dynamics of molecular
species in microfluidic channels, i.e., the spatial-temporal concentration distribu-
tion, are mathematically modeled and derived. Based on this, a reaction channel
length optimization framework is provided to guide how to tune the maximum
concentration of a transmitted pulse. To ensure a continuous transmission of
non-distorted pulses, the restriction on the time gap between two consecutive

input signals is also derived.

Chemical-Reactions-based Microfluidic QCSK Realization: To facili-
tate digital microfluidic circuit design, a five-level architecture to describe a
microfluidic circuit is proposed. The microfluidic designs of AND, NAND, OR,
NOR, XOR, and Exclusive NOR (XNOR) logic gates are presented and then
employed to achieve QCSK modulation and demodulation. To characterize the
proposed microfluidic circuits, a novel mathematical framework is developed.
This framework is scalable with the increase in the number of microfluidic circuits
and thus can be applied to analyze other new and more complicated microfluidic

circuits.

Genetic Circuit with Controllable Pulse Generation: A new pulse genera-
tion system is proposed based on three engineered cells with different digital logic
processing capabilities. The design of the proposed multicellular system adopts
the divide-and-conquer strategy, i.e., packaging signal processing modules into
different cells and wiring them together via intercellular signaling pathways, which
can achieve stability, programmability, and ultimately computational complexity
at the cell consortium level. Unlike the genetic circuits proposed in the MC field,
all the species and the gene interactions of the proposed system are explicitly
specified in the synthetic biology domain, which realizes the communication engi-
neering design via synthetic biology tools. The Shea-Ackers formalism is adopted

to model the individual behavior of each cell. The response of the intercellular
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signaling propagation channel that supports cell-to-cell communication is also

derived.

1.5 Outline of the Dissertation

This dissertation is organized into seven chapters, namely the introduction, a chapter
reviewing some fundamentals of MC systems, a chapter deriving the basic fluid charac-
terizations and proposing a circuit architecture for microfluidic systems, three technical
contribution chapters, a conclusion chapter, and four appendices. In the following, we
briefly outline the contents of the chapters and appendices and provide a graphical
summary of the chapters in Fig. 1.6 on page 42.

Chapter 2 - Fundamentals of MC Systems: In this chapter, the basics and
preliminaries of MC systems are introduced. In particular, the release, propagation,
and reception of signaling molecules are mathematically described, which lays the
theoretical foundation for subsequent chapters. Furthermore, various modulation
schemes are briefly introduced.

Chapter 3 - Preliminaries of Chemical-Reactions-based Microfluidic Circuits: In
this chapter, the basic characteristics of fluids in microfluidic channels are first presented.
In particular, the velocity profile of microfluidics and its impact on concentration
distribution are discussed. Subsequently, the concentration and velocity changes for
microchannel networks are derived. Furthermore, this chapter presents a novel five-level
architecture for microfluidic circuits with an introduction of some new microfluidic
logic gate designs, which provide a tool for the subsequent QCSK transceiver design.

Chapter 4 - Chemical-Reactions-based Microfluidic BCSK Realization: In this
chapter, a microfluidic BCSK transmitter design is first presented, which is capable
of generating predefined pulse-shaped molecular concentrations upon rectangular
triggering signals. A further microfluidic BCSK receiver is designed to demodulate a
received signal to a rectangular output signal. To reveal design insights, the theoretical
signal responses for the proposed BCSK transceiver are derived, which further facilitates
the BCSK transmitter design optimization. Finally, numerical results are reported and
conclusions are drawn.

Chapter 5 - Chemical-Reactions-based Microfluidic QCSK Realization: In this
chapter, the designs of the microfluidic transmitter and receiver with QCSK modulation
and demodulation functionalities are proposed. First, the AND gate design proposed
in Chapter 3 is optimized and then applied to both the QCSK transmitter and receiver.

Moreover, this chapter also establishes a novel mathematical framework to theoretically
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1.5 Outline of the Dissertation

characterize the proposed microfluidic circuits. Finally, numerical results are reported
and conclusions are drawn.

Chapter 7 - Genetic Circuit with Controllable Pulse Generation: In this chapter, a
synthetic biology system capable of generating a pulse-shaped signal is proposed. As the
proposed system packages the pulse generation function into different minimal cells and
wires them with intercellular signaling, the designs of these synthetic minimal cells are
first introduced. To quantitatively describe the generated pulse, the individual behavior
of each minimal cell is modeled using Shea-Ackers formalism and the intercellular
signaling channel is derived. Finally, numerical results are reported and conclusions
are drawn.

Chapter 8 - Conclusions and Future Research Topics: This chapter provides a
summary of the main contributions and findings of this dissertation. Then, future
research topics and some open problems are identified.

Appendix A: This appendix contains proofs of the theorems given in Chapter 4.

Appendix B: This appendix contains proofs of one theorem and one lemma given
in Chapter 5.

Appendix C: This appendix contains proofs of the lemmas and one corollary given
in Chapter 6.

Appendix D: This appendix summarizes the biological terms that appear through-

out the dissertation.
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Chapter 2

Fundamentals of MC Systems

From the neuron communication example shown in Fig. 1.1, it is clear that the
physical mechanisms of an MC system include: 1) molecule release (e.g., neurotrans-
mitter release at presynaptic neuron), 2) molecule propagation (e.g., neurotransmitter
diffusion over synaptic cleft), and 3) molecule reception (e.g., neurotransmitter recep-
tion at postsynaptic neuron). This chapter further describes these three processes.
In particular, the molecule propagation processes presented in this chapter are all
diffusion-based phenomena because they are prevalent at the microscale and they have
received significant attention within the MC engineering community. Furthermore,
this chapter includes the underlying partial differential equation (PDE) descriptions
for diffusion-based propagation, which integrate with the initial conditions (ICs) and
boundary conditions (BCs) imposed by molecule release, propagation, and reception
to determine the corresponding channel response, see Fig. 2.1. These mathematical
descriptions lay the theoretical analysis foundation for subsequent chapters. In addition,
some modulation schemes are also discussed.

Section 2.2:
Molecule
Propagation

Section 2.1:
Molecule
Generation & Release

Section 2.3:
Molecule
Reception & Response

PDE
Diffusion Sl sbive A?Ddlzf(:lcstlg)nxi_
Diffusion .
Eq. (2.5) Eq. (2.8) Reaction

Eq. (2.11)
]

BCs
v
ICs Section 2.4: BCs

Mathematical
Modelin

Fig. 2.1 Overview of the modeling of an MC system.
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Fundamentals of MC Systems

2.1 Molecule Generation and Release Management

The transmitter in an MC system needs to be able to generate and release a molecular
signal. These molecules may be harvested from within the transmitter or its surrounding
environment, or synthesized from its constituent components. If the molecules do
not need to be released as soon as they are ready, then the transmitter also needs a
mechanism for storing the molecules until they are needed. For example, Ca?* ions
stored in the endoplasmic reticulum (ER) are released via Ca?* gates to restore the
cytosolic ion concentration when it is depleted [81].

A common technique for storing molecules within eukaryotic cells, either for trans-
portation or until the stored molecules are needed, is within vesicles. Vesicles are
usually spherical or near-spherical shapes that are composed of a lipid bilayer. Thus,
they can securely hold many types of molecules, e.g., proteins, neurotransmitters, or
even invading bacteria. Vesicles can vary in size from about 50 nm (synaptic vesicles) to
several microns in diameter [82], and even smaller vesicles can contain many thousands
of molecules. To empty their contents, vesicles merge with another bilayer (such as a
cell’s plasma membrane) and release their molecules onto the other side of the other
bilayer (e.g., outside the cell as shown in Fig. 1.2b) via exocytosis. Thus, molecules
can be directly released from an intracellular vesicle into the extracellular space, which
can occur very quickly; synaptic vesicles released by neurons can empty their contents
within about a millisecond or less [83].

While many transport vesicles are produced at a cell’s Golgi apparatus, processes
that rely on rapid and precise vesicle release can fabricate them locally [2, Ch. 13]. For
example, synaptic vesicles are produced locally from budding at the plasma membrane
to help ensure a steady supply. No matter where they are produced, vesicles are
generally too large to efficiently move by diffusion alone. So, they are carried along
cytoskeletal fibers by motor proteins. Proteins that “coat” the outside of a vesicle are
used to identify its intended destination so that it can bind to a suitable molecular
motor. For example, a vesicle could be intended for an endosome instead of the plasma
membrane. Additional surface proteins are used to control both vesicle docking and
fusion once it has reached its target.

A key advantage of using vesicles is the precise regulation that is provided for
molecule release, since particular proteins need to be available and in the correct state for
a vesicle to be transported, docked, and fused with the destination membrane. However,
vesicles in the constitutive exocytosis pathway are used for immediate uncontrolled
release of their contents when fusing with the plasma membrane [2, Ch. 13]. These

provide materials to grow a plasma membrane, but can also carry proteins for secretion
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2.2 Physical Signal Propagation

Table 2.1 Summary of Physical Signal Propagation.

Propagation Mechanism H Example ‘ Speed ‘ Reference
. . Diffusion coefficient:
Calcium ions 712 x 101! m?/s [87]
s Diffusion coefficient:
D1Hus1on—3ased Pheromones 0.1 — 1.06 x 10~ m2)s [88]
Propagation Y .
lac Tenressor brotein Diffusion coefficient: 89]
(¢ TOPTESSOL PIOTEIN |y g-14 _ 5 5 1912 m? /s
Advection-Diffusion Human skin Mean velocity: 190]
-Based Propagation capillary 3.571-95x10""m/s
Advecthn—lefusmn Antibody-antigen Diffusion coefficient:
-Reaction-Based : : “10 .2 [91]
. interaction ~ 107" m*/s
Propagation

to outside the cell. In this pathway, proteins can be secreted as fast as they are
produced; the only delay is in transport. In other cases, released molecules can bypass
vesicle pathways entirely if they are able to directly pass through the plasma membrane
(2, Ch. 11]. This is true for small uncharged or weakly polar molecules, e.g., nitric
oxide, or molecules that have dedicated transmembrane channels, e.g., the common
ions sodium, potassium, and calcium.

As noted, MC models typically treat molecule generation and release as instan-
taneous processes, or at least as steps that take negligible time relative to molecule
propagation across the channel of interest [40, 44]. Exceptions include [84, 85], which
have modeled transmitter molecule release with chemical reaction kinetics. The au-
thors of [86] modeled the impact of vesicle preparation and release on the information

capacity in a chemical neuronal synapse.

2.2 Physical Signal Propagation

A fundamental characteristic of any communication network is how information prop-
agates between the devices. In this section, the diffusion-based means is discussed
and mathematically described. A summary of the propagation mechanisms, including

representative molecules for each mechanism, is provided in Table 2.1.

2.2.1 Diffusion-Based Propagation

Diffusion refers to the random walk, namely Brownian motion, of molecules in a medium

arising from the molecules’ thermal energy [92]. It is a simple and efficient movement
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Fig. 2.2 A macroscopic one dimensional (1D) random walk model where the small
circles represent molecules and move along the x-axis. The dotted red square is in the
plane that is orthogonal to the z-axis.

paradigm without a need for infrastructure or external energy sources. Therefore,
there are many examples found in nature, including calcium signaling among cells [93],
pheromonal communication among animals [94], and propagation of DNA binding
molecules over a DNA segment [95].

The mathematics of Brownian motion are often modeled using Fick’s laws of
diffusion. As a conceptual example, it is useful to describe Fick’s first law of diffusion
from first principles using the macroscopic approach presented in [95, Ch. 2]. Let us
consider the simplified case shown in Fig. 2.2, where molecules move one step at a time
along only one axis with a displacement step Ax and a time step AT It is assumed
that each molecule walks independently and the probabilities of moving forward and
backward are both 1/2. Let N(x) denote the number of molecules at position x and
time ¢. During the time interval [t,¢ + AT], we expect that half of the molecules at x
will move to x + Az and traverse the normal face that is orthogonal to the axis and
located at (x + Ax)/2. At the same time, it is expected that half of the molecules at
x + Az will cross the face in the opposite direction. Hence, the net expected number of
molecules coming to z + Az will be 3[N(z) — N(z + Az)]. Dividing by the face area
S and time step AT, the net flux Jp;g crossing the face by diffusion is
1 [N(z+ Az) — N(z)]

b = "AT 5 . (2.1)

JIpife

If we further multiply the right-hand side of (2.1) by Az?/Ax?, then it becomes

1 Az? [N(z + Az) — N(z)]

Jpife

LA 4 Ar) - C(w) |
T T AzoAT VT AT s
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2.2 Physical Signal Propagation

where C(x + Az) = N(z + Az)/(SAz) and C(z) = N(x)/(SAz) are the molecular
concentrations at locations x + Ax and z, respectively. By considering Ax — 0 and
defining the diffusion coefficient D = Ax?/(2AT), we arrive at Fick’s first law in 1D
sapce [95, eq. (2.1)], i.e.,

oC (z,1)
Correspondingly, Fick’s first law in three-dimensional (3D) space is
Joi|, = ~DVC(d, 1), (2.4)

where V is the Nabla operator and vector d = [z, y, z] specifies the molecule position.

Fick’s first law describes the relationship between the diffusion flux and the con-
centration gradient. The value of the diffusion coefficient D determines how fast a
certain type of molecule moves. In general, D is dependent upon the environment
(e.g., temperature, viscosity) as well as the molecule size and shape. For example, in
a given environment, smaller molecules tend to diffuse faster. However, even when a
molecule’s diffusion coefficient is on the order of 1000 um? /s (a relatively large value),
it is estimated that it would take nearly half a millisecond for such a molecule to travel
over 1 um (the width of a bacterium) [95], demonstrating that diffusion alone is quite
a slow process.

The impact of diffusion on concentration change with respect to time can be
described by Fick’s second law as [95, eq. (2.5)]

a0(d, 1)

_ 2
o = DViC(d.b), (2.5)

where V? is the Laplace operator. Solutions to (2.5) can be obtained under different
initial and boundary conditions, depending on the diffusion environment. We discuss

examples of initial and boundary conditions in greater detail in Section 2.4.

2.2.2 Advection-Diffusion-Based Propagation

The diffusion process can be accelerated by introducing additional phenomena. In
particular, molecule transport can be assisted by two physical mechanisms: 1) force-
induced drift, and 2) advection, i.e., bulk flow. Force-induced drift is caused by
applying an external force directly to the particles rather than the fluid containing
them. Examples include applying a magnetic field to magnetic nanoparticles, an

electrical field to charged particles, and a gravitational force to particles with sufficient
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mass [40]. Advection refers to molecule transport assisted by bulk movement of the
entire fluid, including the molecules of interest. Examples include endocrine signaling
in blood vessels and the manipulation of fluids in microfluidic channels. Here, we
focus on advection, and in the following, we present a mathematical framework to
approximate molecular transport assisted by advection.

Analogous to diffusion, the advection process also results in a flux of concentration
crossing the surface of a given region. It has been shown that the concentration flux
caused by advection is simply a concentration shift over time; thus the flux Jaq, with

local velocity u can be described by [96]
JAdv =uC. (2.6)

The temporal change in concentration is jointly determined by the diffusion flux

and the advection flux, and can be expressed as [97, eq. (4.3)]

9
= /V cdv = — /S (Joi + Jaay) - ndS, (2.7)

where V' is the volume of a given region with differential element dV', S is the surface
of the volume with differential element dS, and n is a unit outward normal vector.
Substituting (2.4) and (2.6) into (2.7), and applying the divergence theorem, we obtain

the advection-diffusion equation in differential form as [98]

a0(d, 1)

S = DV2C(d ) —u- VC(d,b). (2.8)

2.2.3 Advection-Diffusion-Reaction-Based Propagation

In addition to the diffusion and advection processes, chemical reactions often occur
simultaneously during molecular movement. Examples include the polymerase chain
reaction (for synthetically copying DNA [99]) and surface capture [91, 100]. To analyze
molecular transport under chemical reactions, we consider the example of a second-
order (bimolecular) reaction S; + S g Sk, where species S; reacts with species S; to
generate product Sy under the rate constant k;.' If molecular transport is subjected to

diffusion and reaction, then the concentration changes of the reactant S; (analogously

IReactions may proceed in forward or reverse directions, which are characterized by forward and
reverse reaction rates, respectively. Within the scope of this dissertation, we assume unbalanced
reactions where the forward reaction rate is much greater than the reverse rate.
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S;) and the product Sy can be expressed as

661'5’8(;:1’75) = DV2CSi(d, t) — /{ZfCSi(d, t)CSj (d,t), (29&)
(%‘skagd,t) = DV2Cs, (d, 1) + k;Cs,(d, £)Cs, (d, £). (2.9b)

From (2.9a) and (2.9b), a general diffusion-reaction equation is given by [40]

3Csi/k(d, t) )
where ¢ = —1 holds for reactants, ¢ = 1 holds for products, and f[] is the reaction term

which in general can account for the presence of multiple reactions. Furthermore, if
molecular propagation is simultaneously governed by advection, diffusion, and chemical
reaction, then the spatial-temporal concentration distribution can be expressed by the

following advection-diffusion-reaction equation [40]

9Cs, . (d, 1)

5 = DV?Cs,, (d,t) —u-VCs,(d,t) + qf[ky, Cs,(d, 1)]. (2.11)

With certain initial and boundary conditions, the expected time-varying concentra-
tion of each type of molecule can be derived. Some analytical solutions of the 1D form
of (2.11) can be found in [101].

2.3 Molecule Reception and Responses

The receiver in an MC system needs to be able to detect and respond to a molecular
signal. Depending on the type of received molecule and the receiver’s sensitivity, some
threshold signal quantity may need to be observed in order to stimulate a corresponding

response.

2.3.1 DMolecule Reception

In cells, extracellular signal molecules generally fall into one of two families: 1) molecules
that are small or hydrophobic enough to easily cross the receiver cell membrane, and
2) molecules that are too large or too hydrophilic to cross the receiver cell membrane,
as summarized in Table 2.2. The first family of molecules can directly pass the cell
membrane to activate intracellular enzymes or bind to intracellular receptor proteins,

while the second family of molecules relies on receptors at the surface of the target
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Table 2.2 Summary of Reception Mechanism.

Reception Type

- - - E 1
Reception Site \ Receptor Protein xample
Intracellular reception: Intracellular enzyme Dissolved gases
Molecules can cross Cortisol, estradiol,
Intracellular receptor
cell membrane testosterone

Acetylcholine, glycine,
~y-aminobutyric acid, ions
Surface reception: Neurotransmitters,
Molecules cannot cross local mediators, hormones

cell membrane Enzvimecoupled ecentor Insulin,
Y P P nerve growth factor

Ion-channel-coupled receptor

G-protein-coupled receptor

cell to relay their messages across the cell membrane [2, Ch. 11]. In the MC literature,
these two reception paradigms are usually referred to as passive reception and active
reception, respectively [3].

Dissolved gases and steroid hormones are representatives of the first family [2,
Ch. 15]. Most dissolved gases can cross the plasma membrane and enter the cell interior
to directly activate intracellular enzymes. For example, smooth muscle relaxation in a
blood vessel wall can be triggered by Nitric Oxide (NO). Unlike molecules that directly
activate intracellular enzymes, the detection of steroid hormones (such as cortisol,
estradiol, and thyroxine) relies on intracellular receptors. All of these molecules cross
the plasma membrane of the target cell and bind to their protein receptors distributed
either in the cytosol (i.e., the liquid inside the cell) or the nucleus to regulate gene
expression.

The vast majority of extracellular signal molecules belong to the second family.
They are either too large or hydrophilic to cross the plasma membrane, so their
detection requires the use of surface receptor proteins; see Fig. 2.3. According to their
biochemical signaling pathways, the surface-binding receptors can be further classified
into three classes: ion-channel-coupled receptors, G-protein-coupled receptors, and

enzyme-coupled receptors [2, Ch. 15].

e Ton-channel-coupled receptors are prevalent in the nervous system and other
electrically excitable cells. This kind of receptor binds with ion molecules and

can transduce changes in ion concentrations into changes in membrane potential.

o G-protein-coupled receptors associate with a G protein in the cytosolic domain.
Once extracellular signal molecules are bound to G-protein-coupled receptors,

these receptors are able to activate membrane-bound, GTP-binding proteins
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Fig. 2.3 Steps of a generic molecule reception process. (a) There is a receptor embedded
in the plasma membrane that separates a cell’s cytoplasm from the extracellular space.
The receptor can bind to a ligand, which in this case is the signaling molecule of
interest. (b) The ligand binds to the receptor to form a ligand-receptor complex. This
instigates a conformational change in the receptor. (¢) The conformational change
leads to a response, e.g., the release of an internal secondary signaling molecule as
shown.

(G proteins), which then turn on or off an enzyme or ion channel on the same
membrane and finally alter a cell’s behavior [102, 103]. Examples of this type
of reception include the transduction of a heartbeat slowdown signal for heart
muscle cells, a glycogen breakdown signal for the liver, and a contraction signal

for smooth muscle cells. A recent review of G-proteins can be found in [104].

o The cytoplasmic domain of enzyme-coupled receptors either acts on an enzyme it-
self or associates with another protein to form an enzyme once signaling molecules
bind to the outer surface of the plasma membrane. Enzyme-coupled receptors
play a significant role in the response to the growth factor molecules that regulate

cell growth, proliferation, differentiation, and survival.

2.3.2 Reception Responses

There is a broad diversity in how biochemical receptors respond to molecular signals,
and even receptors sensitive to the same kind of signaling molecule can behave differently
in different cells [2, Ch. 15]. For example, responses to acetylcholine include decreasing
the firing of action potentials, stimulating muscle contraction, and stimulating saliva

production. Another example is calcium signaling. The same stimulus can trigger a

o1



Fundamentals of MC Systems

Ca?* wave across one cell, local calcium oscillations in another cell, or cause only a
localized increase in the concentration in yet another cell [105]. The different responses
are due to the ability of Ca?* to bind to a large variety of different proteins. Thus, the
same signal activates different signaling pathways depending on the cell type and the
available proteins.

The diversity in biochemical responses means that a given type of receptor (or a
collection of coupled receptors along a pathway) has several distinguishing properties
[2, Ch. 15]. The timing of responses can vary by many orders of magnitude, from
milliseconds for muscle control and other synaptic responses [106, 107], to seconds for
bacteria using chemotaxis to respond to chemical gradient changes [95], to hours or even
days for changes in the behavior or fate of a cell (e.g., gene regulation, differentiation,
or cell death). Correspondingly, the persistence of a response could be very brief (as is
usually needed in synapses) or even permanent. Sensitivity to a signal can be controlled
by the number of receptors present or by the strength of a secondary signal created by
an activated receptor. Similarly, a biochemical system’s dynamic range specifies its
responsiveness over a range of molecular signal strengths. More complex responses can
be achieved using biochemical signal processing, e.g., applying feedback to implement
switches and oscillators. Some responses are controlled by the integration of multiple
molecular signals, which we can study with a mathematical understanding of local data
abstraction. Conversely, a single molecular signal can coordinate multiple responses

simultaneously within the same cell, e.g., to stimulate both growth and cell division.

2.4 Mathematical Modeling of Emission, Propaga-

tion, and Reception

The release and reception processes can be mathematically modeled by defining ICs and
BCs for the propagation equations, such as those discussed for diffusion in Section 2.2.
In this way, the spatial-temporal concentration distribution can be obtained by solving
the PDEs that describe propagation channels with ICs and BCs. In other words, the
release strategy, propagation channel, and reception mechanism jointly determine the
channel response and the observed signal. The recent survey [40] summarized channel
impulse responses (CIRs) under different models for the transmitter, physical channel,
and receiver, where the CIR was formally defined as the probability of observation of
one output molecule at the receiver when one molecule is impulsively released at a
transmitter. It is noted that although the CIR definition implies the impulsive release

of signaling molecules, the transmitter geometry, and molecular generation method
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Table 2.3 Comparison of Diffusion-based Propagation Mechanisms.

Release Propagation Reception
Strategy Environment Mechanism Channel Response
TX [ IC [ Boundary | Equation | BC RX Type | BC sponse
N/A N/A || [95, Eq. (2.8)]
Unbounded BC, Spherical fully absorbing | BCy || [15, Eq. (22)]
Eq. (3) Reversible absorbing BC; || [16, Eq. (8)]
Spherical bounded ’ BC Spherical fully absorbing | BCy || [108, Eq. (13)]
Rectangular bounded ! Fully absorbing walls BC, 109, Eq. (19)]
Point 1C, Rectangular/Circular bounded BC,, BC, 110, Eq. (14.4.4), (14.13.7)]
Unbounded Eq. (6) | BC N/A N/A || [111, Eq. (18)]
Cylindrical bounded ’ ! 112, Eq. (11)]
Reversible absorbing BC; || [17, Eq. (23)]
Eq. (12 . Passive receiver 14, Eq. (9
Unbounded "2 ec, Partially absorbing BC, | [113, Eq.(()l]fs),, 17, (29), (30)]
Eq. (13) N/A N/A || [114, Eq. (8)]
Volume | IC, | Unbounded Eq. (3) BC, Passive & active receiver | BCy || [115, Eq. (12)]

still affect the CIR. Unlike [40], here the focus is on the mathematical formulation
of specific (mostly ideal) conditions so that the ICs and BCs can be mapped to the
discussions in Sections 2.1 and 2.3. With these conditions, a brief summary of some

known channel responses is provided in Table 2.3.

2.4.1 1ICs on Release Strategies

As stated earlier, the simplest scenario is that Ntx molecules are released from a point

in an impulsive manner at time ¢y, so the IC can be expressed as
ICl . C(d, to) = NTx(s(d - de>, (212)

where §(-) is the Kronecker delta function and drx is the location of the release point.

Although the point transmitter has been widely used in MC research, it is quite
idealized. Another idealized transmitter is the volume transmitter, which occupies
physical space and its surface does not impede molecular movement. Signaling molecules
are released from a releasing space Vrx Or a releasing surface Stx of the volume
transmitter. Therefore, a volume transmitter can be regarded as a superposition of
many point transmitters that are located at different positions, and the corresponding

IC can be expressed by extending (2.12) as follows:

1Cy : /  Nexd(d — dox)dV or / . Npwd(d — drx)dS, (2.13)
drx€Vrx

drx€STx

where drx is a location within the releasing volume Vrx or on the releasing surface Stx.
We note that (2.13) can also describe the molecule release from an ion-channel-based

transmitter if it has many open ion channels [40].
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2.4.2 BCs on Propagation Channels

An unbounded environment is a common assumption to simplify the derivation of the
channel response. However, in practice, the molecular propagation medium is often
much more complex. Molecular propagation can be constrained by various boundaries,
such as the tunnel-like structure of a blood vessel, the oval shape of liver cells, and the
rectangular geometry of plant cells. A bounded medium can provide molecules with
the guided transmission, limits dispersion, and can have beneficial effects for long-range
communication. The boundaries of a constrained medium are often assumed to be
reflective, and the corresponding BC is given as
- 0C(d,t) B
BC; - ~ad v 0, (2.14)
where d; € [z,y, z| is an element of the position vector d and d, is the position of the
propagation boundary along direction d;.
In addition, for both unbounded and bounded environments, the concentration at
locations sufficiently far away from the releasing source is usually assumed to be zero,

which can be mathematically described as

BC, : O(||d|| — 00,t) = 0. (2.15)

2.4.3 BCs on Reception Mechanisms

As stated earlier, the two conventional paradigms for molecule reception in the MC
literature are active and passive, where molecules do and do not participate in chemical
reactions at the receiver, respectively. If a receiver is passive, then molecules are
transparently observed by the receiver without disturbing their propagation. If the
receiver is active, then the molecules are usually detected by surface receptors via
absorption. However, if molecules can be adsorbed (i.e., “stick” to the surface) instead
of just be absorbed (i.e., removed from the surface), then it is also possible that the
receiver is capable of desorbing the molecules that were previously adsorbed. This
type of receiver can be called a reversible adsorption receiver and examples include the

reception of hormones and neurotransmitters [116]. The corresponding BC is given as
[117]

Bo,  p2CWDI e S ) — k(D). (2.16)
ad deSix

o4



2.5 Modulation Schemes

where k; is the adsorption rate, k_; is the desorption rate, Sgx is the adsorbing surface
of the receiver, and C,(¢) is the average adsorbed concentration on the receiver surface
at time t. We note that BCj in (2.16) is a general formulation and can be reduced
to relevant special cases as follows. When k; — oo and k_; = 0, i.e., every collision
leads to absorption and there can be no desorption, then the receiver becomes a fully
absorbing receiver, and BCjy in (2.16) reduces to [15]

BC, : C(d S SRx,t) = 0. (217)

When £k; is a non-zero finite constant and k_; = 0, then the receiver becomes a
partially absorbing receiver [16].

We note that the aforementioned ICs and BCs are very general, and one type of IC
or BC can be represented in various forms. The reason for this is that the different
models can be expressed in terms of different coordinate systems, e.g., Cartesian
coordinates, cylindrical coordinates, and spherical coordinates, as appropriate for a
given MC environment. For example, cylindrical coordinates are preferred in scenarios
that have some rotational symmetry about the longitudinal axis, such as a circular
duct channel.

2.5 Modulation Schemes

In MC systems, there are various ways to encode information into physical signals, i.e.,
modulation. The most widely used scheme is CSK which employs varying concentration
levels (or molecule numbers) to encode information. For the BCSK case, an MC
transmitter releases a certain number of molecules to send a bit-0, and a higher
number of molecules to send a bit-1. When zero molecules are released to send a bit-0,
then BCSK is also known as OOK. Clearly, the CSK modulation is analogous to the
amplitude shift keying (ASK) modulation in wireless communication systems. The
modulation can also be achieved by exploiting the type of chemical molecules, and this
technique is named as MoSK. In addition, information can be encoded into the release
time of molecules. A graphical summary of the above modulation schemes is provided
in Fig. 2.4 on the next page. For more information on modulation, the readers can
refer to [42].
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Fig. 2.4 An illustration of (a) concentration shift keying, (b) molecular type shift
keying, and (c) release time shift keying.
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Chapter 3

Preliminaries of
Chemical-Reactions-based

Microfluidic Circuits

From the description of the advection phenomenon in Chapter 2.2, it is clear that
the flow properties, such as the velocity u, have a significant impact on the distribu-
tion of molecule concentration. Motivated by this, Chapter 3 first presents the basic
characteristics of fluid flow at the microscale, especially in microfluidic channels. The
reason to study microfluidic channels is that they provide microscale experimental
platforms to flexibly manipulate and control molecular transport to realize MC function-
alities with high performance and reagent economy [32, 38]. Specifically, this chapter
starts with the Navier-Stokes equation, which governs the motion of fluids. Then,
two dimensionless numbers are discussed to classify and characterize the transport
behavior of fluids. Moreover, the hydraulic circuit analysis is introduced. This analysis
helps the derivation of the concentration and velocity changes for microfluidic devices
with combining channels and separation channels, which are not fully investigated
in the existing literature. A graphical summary of the contents is provided in Fig.
3.1. The new results are presented as lemmas in order to distinguish them from the
known results in fluid dynamics. The results provided in this chapter serve as the
foundation for the analysis in the following chapters. Subsequently, this chapter draws
attention to the integration of chemical reactions and microfluidic systems to propose
chemical-reactions-based microfluidic circuits [118]. In particular, a novel five-level
architecture is proposed for digital microfluidic circuit design. Moreover, six types of
microfluidic logic gates, including AND, NAND, OR, NOR, XOR, and XNOR gates, are
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Fig. 3.1 Overview of the fluid characteristic discussion.
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Fluid Separation

also provided. The proposed design principle builds a basis for the QCSK transceiver
design which will be discussed in Chapter 5.

3.1 Characteristics of Microfluidics

Miniaturized instrumentation has attracted great interest over the past three decades
due to its high performance, design flexibility, and reagent economy. Motivated by these
advantages, researchers have started to fabricate lab-on-a-chip (LOC) systems by scaling
down standard laboratory setups by a factor of 1000 or more from the decimeter scale
to 100um microscopic scale [98]. As a core technology of LOC systems, microfluidic
technology deals with the manipulation of fluids in channels with dimensions of tens of
micrometers [119]. With the reduction of size, the interplay between different forces
and the relative dominance of these forces becomes different in microfluidic devices
compared with macro devices. The scaling law reveals this feature and expresses the
variation of physical quantities with the size [ of a given system or object when other
quantities (e.g., time, pressure, and temperature) are constant. For example, the basic
scaling law for the ratio of surface forces, such as pressure force and viscosity force, to

volume forces, such as gravitational force and inertia force, can be expressed as [98,

eq. (1.1)] )
surface forces [
" x . =1"'200 (I = 0). 3.1
volume forces ~ [3 ( ) (3:1)

The above equation reveals that when scaling down to the microscale, the volume

forces, which are very important in our daily life, become much less important. Instead,

the surface forces will play a dominant role in microfluidic devices.
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3.1.1 Navier-Stokes Equation

In general, the Navier-Stokes equation is used to formulate the motion of fluid flow as

[98, eq. (2.30b)]

p[(?tl +(u- V)u] = —-Vp+nV*u+F, (3.2)

where p is the density of the flow, u is the velocity field, p is the pressure force, 7 is
the viscosity of the fluid, and F is the body force applied to the fluid. Although (3.2)
cannot be solved analytically in the general case due to the non-linear term (u- V)u,

it is still possible to obtain solutions by making some assumptions.

3.1.2 Laminar Flow

To eliminate the non-linear convective term in (3.2), an assumption can be made that
the fluid velocity and the velocity gradients are orthogonal. As such, the flow is laminar,
and regular streamline flow patterns can be experimentally observed; otherwise, the
flow is turbulent, and a single stable flow pattern cannot be observed in practice. The
Reynolds number (Re) determines whether the flow is in the laminar regime or the
turbulent regime, which is defined as [98, eq. (2.39)]

offd
Re = /2%, (3.3)

Ui

where ueg is the average velocity and d is the characteristic length scale. For flows in a
pipe or tube, the characteristic length scale d becomes the hydraulic diameter of the
pipe [11, eq. (3)].

In the laminar regime, the Reynolds number is normally less than 2300. In contrast,
in the turbulent regime, the Reynolds number is larger than 2300. For microscale
channels (whether synthetic or blood vessels), the Reynolds number is frequently
less than 20; thus, laminar flows are often assumed [120]. For example, it has been
demonstrated that most blood vessels (except the aorta with Re € [1200,4500]) are
laminar [121, 122]. Based on this, the authors of [22] derived a time-varying drug
delivery concentration profile based on the advection-diffusion equation in (2.8). This
work provided an initial understanding of drug propagation and laid the foundation to
establish advanced therapeutic methods.

A typical example of laminar flow is Poiseuille flow, where a pressure drop exists
between the inlet and outlet of a microfluidic channel. If the flow only moves along

the x direction, the channel cross-section is invariant and circular, and neglected body
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force, then the solution of (3.2) can be expressed as [98, eq. (3.42a)]

AP

_ 4?TL(R2 —?), (3.4)

Uy (1)
where AP is the pressure drop, L is the channel length, R is the radius of the cross-
section, and r is the radial location. In particular, the Poiseuille flow is also called
Hagen—Poiseuille flow, which refers specifically to pressure-driven flow through a tube
of circular cross-section. Eq. (3.4) indicates that the velocity follows a parabolic
distribution, such that the flow velocity increases from the boundary towards the center

of the channel. The velocity distributions for other cross-section shapes can be found
in [98, Ch. 3].

3.1.3 Taylor Dispersion

The parabolic velocity profile of laminar flow has a huge impact on the interaction
between diffusion and advection. The Péclet number (Pe) compares the relative
dominance of advection versus diffusion and is defined as [98, eq. (5.53)]

. ueﬂcL

Pe = —2~. (3.5)

For Pe = 0, the molecular movement is purely diffusive; for Pe — oo, the movement
becomes a pure bulk flow process.

The Péclet number is useful to predict the molecular distribution under Taylor
dispersion, which describes how axial advection and radial diffusion jointly affect
molecular transport in pressure-driven bulk flow [98]. Specifically, as shown in Fig.
3.2, a homogeneous band of solute is injected at = 0 to travel through a cylindrical
microchannel with radius R. A very short time after injection, the solute molecules
are stretched into a parabolic plug by the flow having the velocity profile in (3.4).
Subsequently, two concentration gradients are established at the front and back ends
of the solute plug. Due to these gradients, there is a net migration of solute molecules
at the front end from the high concentration area (i.e., the channel center) to the
low concentration area (i.e., the channel boundary). On the contrary, there is a net
migration of molecules at the back end from the channel boundary to the area around
the channel center. We use R?/(4D) to characterize the expected diffusion time along
the radial direction, and use L /ueg to represent the time of molecule transport at average
fluid velocity ueg over distance L. If R?/(4D) > L/ueg (i.e., Pe > 4L?/R?), then the

cross-sectional diffusion cannot be ignored and fully counteracts the parabolic plug,
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Fig. 3.2 The schematic of Taylor dispersion in Poiseuille flow. (a) In a microfluidic
channel, the velocity increases from the boundaries inwards, following the parabolic
distribution in (3.4) (R: cross-section radius, r: radial location, x: direction of flow).
(b) Taylor dispersion progression inside a microfluidic channel: (b1) A homogeneous
solute band is injected into the channel. (b2) After injection, the solute band is
stretched into a parabolic plug due to the parabolic velocity distribution. Then, the
concentration gradients established at the front and back ends, cause the net motion
of solute molecules to counteract the parabolic plug. (b3) Finally, the molecules are
uniformly distributed over the cross-section.

which leads to a uniform distribution of the solute over the cross-section [112, 123].
Thus, in this case, the 1D advection-diffusion equation with a modified diffusion

coefficient can be used to approximate the 3D Poiseuille flow.

3.1.4 Hydraulic Circuit Analysis

Recall that the velocity distribution of Hagen-Poiseuille flow has been derived in (3.4).
By integrating (3.4) over the cross-section surface, the volumetric flow rate ) can be
calculated as

Q= /5 uz(r)dS

4 (3.6)
_ ™ Ap
8n
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If the hydraulic resistance Ry, is defined as

81
Rh = T,RZU (37>
eq. (3.6) can be rewritten as
AP = R,Q. (3.8)

The above relation is the famous Hagen—Poiseuille law, which describes the hydraulic
behavior of pressure-driven flow through a circular channel and is approximately correct
for long channels [97].

With the laminar, viscous, and incompressible flow assumption, there is a well-
known analogy between Hagen-Poiseuille law and Ohm'’s law (AV = R.I), where the
pressure drop AP, the flow rate @), and the hydraulic resistance Ry, in hydraulic circuits
are analogous to the voltage drop AV, the electric current I, and the electric resistance
R, in electric circuits, respectively. On the one hand, this analogy enables a sound
engineering estimate of steady-state pressure drop, flow rate, and hydraulic resistance
of a 1D long and straight microchannel, and is still effective even for channels with
non-circular cross-sections that are neither perfectly straight nor infinite in extent. On
the other hand, this analogy enables the application of electric circuit theory, such as
Kirchhoff’s Current Law (KCL) and Kirchhoff’s Voltage Law (KVL), to microchannel
network analysis [124].

In the following subsections, the hydraulic circuit analysis is adopted to derive the
concentration and velocity changes for microchannel networks. Moreover, considering
that the rectangular-shaped cross-section is a common geometry in MC literature
[33, 38, 125], the rectangular-shaped cross-section with width w and height A is assumed
for all the proposed microfluidic circuits in this dissertation. As such, the average
velocity ueg can be expressed in terms of volumetric flow rate () and cross-sectional
area as [124, eq. (5)]

Ueff = ’Ligh (39)

3.1.5 Fluid Mixing at Combining Connections

In a microfluidic circuit, fluids flowing in different channels can mix to a single flow at

a combining connection, and we name this behavior as fluid mixing for simplicity.
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CHL | CH2 CH3 CH(n—1) CHn
Inlet 1

Inlet 2 Inlet 3 Inlet n

Fig. 3.3 A microfluidic device for fluid mixing analysis.

Concentration Change

Let us consider a general microfluidic device with n inlets and n combining channels
as shown in Fig. 3.3. We assume that a solution containing species S; (1 < i < n)
is constantly injected into Inlet ¢ with concentration Cf, , average velocity ueg,, and
volumetric flow rate );. According to the analogy between Hagen-Poiseuille law and
Ohm’s law and based on KCL, the volumetric flow rate in the nth combining channel

QCH" is the summation of coming flow rates, such that

QCHl = Qh
QU = QUM+ Qu = - @

QCHn — QCH(nfl) + Qn — Z:l Qz

(3.10)

Therefore, the mixed concentrations of species S; and Sy in the second combining
channel are [124]

CH2 — @
Cs B Q1+Q20510’ (3 11)
CCH2 — Qo C )
Q1+Q2 52"
Then, when n > 3, the mixed concentrations of species S7, Ss, -+, 5, in the nth
combining channel become
n—1
CHn _ QCH(-1) CH(n-1) L:zjl @i CH(n—1)
O = gomsg, Cs 7 = 5O
7.:711 ’
> Qi
CH(n-1) — _
CCHn — QCQH(n l)iQ CCHn 1) — izl CgQH(n 1)7 (312)
> Qq
=1
'n QCH(n71)+Qn Sno n Sno
Qi
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Lemma 1. For the fluid mizing from n inlets to one combining channel, the mized
concentration of species S; (1 < i <n) can be derived as

Qi

n

2 Q;
=1

csh = Cy (3.13)

ig 7

where Q; and Csg, —are the volumetric flow rate and the species concentration injected
into Inlet i. If all the species are injected with volumetric flow rate @ (i.e., Q1 =
s =Qn = Q), species S; will be diluted to 1/n of its injected concentration in the nth

combining channel, that is

1

oGt = ~Cs (3.14)

ig °
Proof. The last line of (3.12) can be reduced to (3.13) using (3.11) and other equations
in (3.12). O

Remark 1. From (3.14), we can conclude that a higher volume of injected fluids can

lead to a decrease of the output concentration of each species.

Velocity Change

Injecting fluids into a combining channel influences not only the species concentration

but also the flow velocity.

Lemma 2. For the fluid mixing from n inlets to one combining channel, the flow rate
in the nth combining channel can be expressed in terms of average velocity and channel

geometry as

QCHn — QCHn—l + Qn

1
—> qyCHnpCHny CHn :wCH(n—I)hCH(n—l)ugﬁH(n—l) Cwh (3.15)

nUeff,, s

where Ueg, , Wy, and h, are the average velocity, the width, and the height of Inlet n,

CHn CHn

and uSH", wHm - and HCHT

are the average velocity, the width, and the height of the nth
combining channel, respectively. If all inlets and combining channels share the same
geometry and the same average velocity ueg, the average velocity in the nth combining

channel becomes
uSH™ = Neg. (3.16)

Proof. Based on KCL and (3.9), we can obtain (3.15). O
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(a) A microfluidic device (b) Hydraulic circuit analog

Fig. 3.4 A microfluidic device for fluid separation analysis.

Remark 2. [t is revealed in (3.16) that a higher volume of injected fluids can lead to

an increase of the average velocity.

3.1.6 Fluid Separation at Bifurcation Connections

In a microfluidic circuit, a single flow can be separated into different flow streams at a
bifurcation connection, and we name this behavior as fluid separation for simplicity.
Let us consider a microfluidic device with one inlet and n outlets as shown in Fig. 3.4a,
where a single flow is separated into n streams traveling over n daughter channels.
Assuming that the solution containing species 5 is injected with concentration Cg,
and average velocity ues, the concentration at each outlet is the same as Cy, , because
species S is not diluted by other species. However, the average velocity in each outlet
varies for different geometry of its daughter channel. To derive the outlet velocities, we
establish the hydraulic circuit model in Fig. 3.4b. Analogous to current division in
electric circuits, the relationship between the volumetric flow rate @; (1 <1 < n) and

the supplied volumetric flow rate @) can be described by [124, eq. (18)]

R,
R

2

Qi = (3.17)
where Ry, is the hydraulic resistance of the ith daughter channel and Ry, is the
equivalent resistance of all daughter channels. Let us denote Lp, as the length from
the crosspoint Node A in Fig. 3.4b to outlet ¢, and w; and h; as the geometry width
and height of the ith daughter channel, Ry, [124, eq. (10)] and Ry, [124, eq. (13)] can

be calculated as

12nLp.
Ry, = =D , (3.18)
wh|1— 3 ffggstanhi(igﬁi)
i=1,3,5, i i
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1
~ 1/Ri+1/Ry+---+1/R,

(3.19)

Ry,

Lemma 3. For the fluid separation from one inlet to n outlets, the average velocity

Uesr;, 0 the ith outlet can be derived as

Rheq wh
Rhi w; hl

Uefr, = Ueft (320)
where w and h are the width and the height of the injection channel, w; and h;
are the width and the height of the ith daughter channel, Ry, and Ry, are given in
(3.18) and (3.19), respectively. If all daughter channels share the same geometry (i.e.,
wihy = -+ = wph, = wh and Lp, = -+- = Lp, ), eq. (3.20) can be reduced to

1
eff, — — UWeff. 321
Ueff, = Uet (3.21)

Proof. Substituting (3.9) into (3.17), we can obtain (3.20). When all daughter channels
share the same geometry, Ry, = nRy,, and thus (3.20) can be reduced to (3.21). O

Remark 3. It is indicated from (3.21) that fluid separation results in a reduction of

average velocity by n times.

3.2 Chemical-Reactions-based Microfluidic Circuits

The CRNs can integrate with microfluidic systems to construct chemical-reactions-
based microfluidic circuits. As discussed in Chapter 1.4, chemical-reactions-based
microfluidic circuits not only are endowed with the advantages of rapid analysis and
low reagent costs due to size reduction but can also benefit from an additional space
level of chemical control through applying and regulating reactions in different regions

of a microfluidic device.

3.2.1 Microfluidic Processing System Abstraction

As discussed in Chapter 1.3, the digital circuit design has received attention owing to
the scalability of digital circuits and the discreteness of molecules. In effect, digital
signals are ideal for reliable state transitions and signal integration, and are useful for
decision-making circuits [126]. Motivated by these facts, in this section, the ability
of chemical-reactions-based microfluidic circuits to process digital chemical signals

is exploited. Specially, in order to facilitate microfluidic circuit design, a five-level
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Fig. 3.5 The illustration of levels of abstraction for an electronic processing system and
a microfluidic processing system along with typical building components at each level.

abstraction of a microfluidic processing system is proposed and shown in Fig. 3.5. The

levels of abstraction are as follows:

e Level 1: Molecular Propagation — the movement of chemical molecules in

microfluidic channels.

e Level 2: Chemical Transformation — the interaction between different molec-
ular species, i.e., the chemical reactions that support various signal processing

functions.

e Level 3: Microfluidic Modules — the basic modules performing simple arith-

metic calculations, such as addition, subtraction, and amplification operations.

e Level 4: Microfluidic Logic Gates — the digital logic gates that are selected
and assembled from the microfluidic modules designed for Level 3. Although the
microfluidic modules at Level 3 process a continuous range of concentrations, an

appropriate combination of them can lead to digital signal operations.

e Level 5: Microfluidic Circuits — the top level is the microfluidic circuit
itself, which is built from the logic gates designed for Level 4 and can perform
a specific signal processing function, such as modulation-demodulation and

encoding-decoding for MC.

As shown in Fig. 3.5, the proposed levels of microfluidic processing systems can
be mapped to those of electronic processing systems [127] level-by-level. The main
differences between these two types of systems lie in Levels 1 and 2. In electronic

processing systems, Level 1 focuses on the propagation of electrons, which can be
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described by quantum mechanics and Maxwell’s equations. By contrast, Level 1 in
microfluidic processing systems is based on the movement of chemical particles, which
is often analyzed by fluid mechanics. The Level 2 of electronic processing systems is
composed of transistors (e.g., diode and triode), whereas that of microfluidic processing
systems is based on chemical reactions for signal transformation. The Levels 3-5 in
microfluidic processing systems have similar functions as electronic processing systems,
but they are realized differently via either electronic components or microfluidic
components. In the following, the components at Levels 1 and 2 are presented, and
the utilization of these components to support the construction of the microfluidic
modules at Level 3 will be provided. In addition, this section will also present the
basic designs of some microfluidic logic gates at Level 4. For Level 5, the microfluidic
circuits with QCSK modulation and demodulation functions are a concrete example
of the application of the proposed five-level architecture, which will be discussed in
Chapter 5.

3.2.2 Level 1: Molecular Propagation

In Level 1, the movement of chemical molecules is bounded by channel geometry, and
its dispersion is governed by diffusion and advection. A channel without reactions refers
to an advection-diffusion channel. According to the channel shape, we consider three
types of geometry: Y junction, T junction, and straight advection-diffusion channel
as shown in Fig. 3.6. The Y and T junctions are two exchangeable merging channels
with two inlets and one outlet, and they can facilitate the mixing of different species
injected through two inlets. The straight advection-diffusion channels only provide a

pathway for chemical molecules.

3.2.3 Level 2: Chemical Transformation

In Level 2, chemical reactions are introduced into advection-diffusion channels. The
channels with chemical reactions are named as advection-diffusion-reaction channels
and are filled with grey-gradient color as shown in Fig. 3.6. In this dissertation, two

types of chemical reactions are considered:
. Type I S; + Sj — Sk,

o Typell: S;+ Amp — S; + O.
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Fig. 3.6 The components at Levels 1 and 2, and their construction to the addition,
subtraction, and amplification modules for Level 3.

Some examples of the two types of reactions along with the Level 4 circuit realizations
are discussed in Chapter 7.2.1. By introducing chemical reactions, microfluidic circuits

are endowed with signal processing capabilities.

3.2.4 Level 3: Microfluidic Modules

By combining the components at Levels 1 and 2, we can construct the Addition,
Subtraction, and Amplification modules in Level 3. As illustrated in Fig. 3.6, each
module contains one or two chemical reactions. In the following, we reveal the signal
transformation nature of the reactions at Level 2 and discuss the mechanism of each

module.

Addition Module

The addition module calculates the total concentration of two different molecular
species and is achieved by converting them to the same molecular species. As shown
in the addition module of Fig. 3.6, it is composed of two Y junctions, two reaction
channels, and advection-diffusion channels. The inputs of an addition module are
three chemical signals that contain species I;, M, and I, respectively. The output is
the chemical signal with species N. In reaction channels, molecular species Iy and I
are transformed to species N in terms of reactions Iy + M — N and I, + M — N.
Due to the one-to-one stoichiometric relationship between reactants and product, the
concentration of generated species N is equal to the consumed concentration of species
I, (or Iy). Moreover, the stoichiometric relationship also reveals that the amount of
transformed species of I; (or I3) depends on the concentration of species M. To ensure

a complete conversion of species I; and I, to species IV, the concentration of species
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M needs to be greater than or at least equal to the concentration of species I; (or Is).
Meanwhile, it is likely that reactions I + M — N and I + M — N have different
reaction speeds, and thus one reaction needs a longer reaction channel to achieve a full
conversion of input molecules to species N than the other. In this case, the channels
containing the above reactions should be long enough to ensure that both reactions
are complete at the reaction channel outlet. Otherwise, the output will be incorrect.
After chemical reactions, the species N generated in two reaction channels converge at

advection-diffusion channels to generate the final output.

Subtraction Module

The subtraction module calculates the concentration difference between two molecular
species. To perform such an operation, the module relies on the depletion of one
species by the other species. As shown in the subtraction module of Fig. 3.6, it
is consisted of a T junction and a reaction channel with species I and ThL as the
inputs and the remaining species I as the output. In the reaction channel, the input
species [ is consumed by species ThL according to reaction I + ThL — W, where
species W represents a waste species whose concentration we do not keep track of. The
module output, i.e., the concentration of remaining species I, is determined by the
concentration of species ThL. Under the condition that the concentration of species
ThL is greater than the concentration of species I, species I will be fully depleted.
As a result, the concentration of species I will be set as zero due to the one-to-one
stoichiometric relationship between species I and species ThL and the non-negative
property of concentration. In this context, we name the reaction I + ThL — W as
a thresholding reaction. In the subtraction module context, the Type I reaction, i.e.,

S; +S; — Sk, is also named as a thresholding reaction.

Amplification Module

The amplification module generates a chemical signal whose width and amplitude are
determined by two input signals. As shown in the amplification module of Fig. 3.6,
it uses the same geometry structure as the subtraction module but with a different
reaction S; + Amp — S; + O [128]. In the presence of species S;, species S; acts as a
catalyst to enable the conversion of the other input species Amp to the output species
O; if species S; is absent, species O will not be produced. In this way, species S;
determines the time period when the output species O is generated, whereas reactant
Amyp influences the concentration of species O. The higher the concentration of species

Amp, the higher the concentration of species O, which allows for a flexible adjustment
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Fig. 3.7 The chemical-reactions-based microfluidic AND gate and OR gate.

of the output concentration of species O. In this context, we name the reaction
Si + Amp — S; + O as an amplifying reaction. In addition, it is also expected that the
concentration waveform of species O varies with the concentration waveform of species
Amp. For the purpose of implementing digital processing, species Amp should be
constantly injected so that the concentration of species O keeps a steady level during

the presence of species S;.

3.2.5 Level 4: Microfluidic Logic Gates

Flowing fluids in microfluidic channels allows for an easy serial processing operation,
which endows microfluidic circuits with the feature of integrating different functional
modules to build the microfluidic logic gates at Level 4. In particular, the addition,
subtraction, and amplification modules designed for Level 3 are applied to construct
the AND, NAND, OR, NOR, XOR, and XNOR gates. Throughout this disserta-
tion, the HIGH state (bit-1) and the LOW state (bit-0) are represented by non-zero

concentrations and zero concentrations, respectively.
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AND and NAND Gates

We first design the AND gate as shown in Fig. 3.7, which is consisted of the addition,
subtraction, and amplification modules at Level 3. The AND gate takes input signals
I; and I, and produces a HIGH state for output species O only when both inputs are
HIGH. The addition module first converts species I; and I5 to an intermediate species
N assisted by species M. According to the combination of input species I; and I, the
species N concentration Cy at Position 1 has a ladder-shaped distribution (the purple

line in the subtraction module in Fig. 3.7) with three typical values:
e Cn = 0 when both input species are LOW,
o Cy = C when only one input species is HIGH (the red dot line in Fig. 3.7),
o Cy = 2C) when both input species are HIGH (the red dash line in Fig. 3.7).

To achieve an AND function, the concentration of species N in the amplification
module is required to span over the time period where both species I; and I, are
HIGH. With this goal in mind, the species N generated by the addition module
flows into a subtraction module and undergoes a depletion by species ThL that is
continuously supplied through the first T junction. Note that the concentration of
species ThL at Position 1, i.e., Cppp, must satisfy C; < Crpr, < 2C7 so that the
concentration of remaining species N is larger than zero only when both inputs are
HIGH. Once the remaining species N arrives at the amplification module, the reaction
N + Amp — N + O is activated, which induces the conversion of species Amp to the
output species O. By doing so, we complete the AND logic operation in the molecular
domain. Note that the AND gate can be converted to a NAND gate with the addition

of a subtraction module.

OR and NOR Gates

The OR gate can be designed using a similar geometry structure as the AND gate,
as shown in Fig. 3.7. Different from the AND gate, an OR gate generates a HIGH
state for output species O when one or both input species I; and I, are HIGH. The
only difference in design parameters between AND gate and OR gate is the injected
concentration of species ThL at the subtraction module. In theory, the concentration
of species N at Position 1 should be zero when both species I; and I, are LOW.
However, this value is likely to be slightly larger than zero in practice. To mitigate

this fluctuation, the output species N generated by the addition module is required to
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Logic Gate Chemical-Reactions-based Microfluidic Design
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Fig. 3.8 The chemical-reactions-based microfluidic XOR gate.

be further processed by a subtraction module in which the concentration of species
ThL at Position 1 (i.e., Crpr) should be larger than the fluctuation level and smaller
than C; (i.e., the concentration of species N at Position 1 when only one input is
HIGH). When either one input is HIGH or both inputs are HIGH, the remaining
concentrations of species N after reaction N + ThL — W have two different values,
and an amplification module is used to ensure that these two values can lead to a
generation of the same amount of output species O. Analogous to the transformation
of an AND gate to a NAND gate, the OR gate can be converted to a NOR gate with a

cascade of a subtraction module.

XOR and XNOR Gates

The XOR gate is designed based on an AND gate, an OR gate, and a subtraction
module. As shown in Fig. 3.8, the input signals I; and I, first flow into the AND
and OR gates that operate parallelly to generate species O1 and O2 at Position 2,
respectively. Then, the generated species O1 and O2 enter a subtraction module to
activate reaction O1 + O2 — W. In this reaction, species O1 is completely depleted
by species O2 so that the remaining concentration of specie O2 only shows a HIGH
state when either input species I; or I, is HIGH, thus achieving the XOR operation.
Similar to the NAND and NOR gates, the XOR gate can be converted to an XNOR

gate with a cascade of a subtraction module.
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3.3 Conclusion

In this chapter, the characteristics of flows in microfluidic channels are discussed, and
the chemical-reactions-based microfluidic circuits are introduced. Compared to the
flow at the macroscale, the flow at the microscale usually shows a laminar property.
The parabolic velocity profile of laminar flows has a significant impact on molecular
transport, and the interplay between diffusion and advection can be evaluated by
the Péclet number. The analogy between Hagen-Poiseuille law and Ohm’s law allows
for the derivation of the concentration and velocity changes for microfluidic devices
with combining channels and separation channels. Then, chemical-reactions-based
microfluidic circuits are proposed. The properties of electric circuits are further
exploited to propose a similar five-level architecture for microfluidic circuits. The
components at each level are briefly introduced and most importantly six microfluidic
logic gates are presented. In conclusion, this chapter provides the design and analysis

basis for the following chapters.
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Chapter 4

Chemical-Reactions-based
Microfluidic BCSK Realization

4.1 Introduction

As discussed in Chapter 1.3, performing signal processing functions over chemical
signals can be achieved by chemical circuits and genetic circuits. While genetic circuits
offer biocompatibility, non-invasiveness, and miniaturization, they still currently face
challenges, e.g., slow speed and unreliability. Motivated by these facts, this chapter
focuses on the design and analysis of novel chemical circuits for rapid prototyping
and testing communication systems based on chemical reactions, which lead to direct
translation to potential genetic circuits to be engineered in biological cells. Considering
the advantages brought by the integration of chemical reactions and microfluidic systems,
a chemical-reactions-based microfluidic MC transmitter design was proposed in [129].
The proposed MC transmitter is capable of generating a molecular concentration pulse
upon a rectangular signal, thus realizing the BCSK modulation function. Although the
theoretical analysis in [129] captured the effect of channel parameters on transmitted
signals, a further optimization design is not investigated. In addition, it is also unclear
how to realize BCSK demodulation, i.e., the receiver design.

The objective of this chapter is to study the realization of BCSK modulation and
demodulation functions via chemical-reactions-based microfluidic circuits [130]. Differ-
ent from [129], an optimized BCSK transmitter design and a novel microfluidic BCSK
receiver design are proposed. The optimized MC transmitter modulates rectangular
digital inputs to pulse-shaped signals, which is analogous to ASK modulation in wireless
communication. Instead of directly emitting the digital inputs, the maximum concen-

trations of the modulated pulses can be tuned according to the proposed optimization
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framework. This framework brings an opportunity to transmit multiple symbols using
different maximum concentration levels, which may improve the data rate. The pro-
posed microfluidic BCSK receiver demodulates a received pulse to a rectangular-shaped
signal that has a steep transition between minimum and maximum concentrations.
The digital characteristic of rectangular-shaped digital signals allows the receiver to
further incorporate Boolean computations to generate customized behaviors [131]. The

main contributions of this chapter are listed as follows:

o We first optimize the microfluidic BCSK transmitter design proposed in [129].
We present a reaction channel length optimization framework to guide how to
tune the maximum concentration of a generated pulse. We also analyze the
restricted time gap between two consecutive input signals to ensure a continuous

transmission of non-distorted pulses.

e We then propose a microfluidic BCSK receiver design capable of demodulating a
received signal to a rectangular output signal. This demodulation is realized via
two chemical reactions, where a thresholding reaction is proposed to first deplete
the received signal below the threshold, and an amplifying reaction converts the

residual received signal into a digital output.

o Unlike [32], we address a new challenge in mathematically modeling the dynamics
of molecular species in microfluidic channels by deriving the channel response of
straight advection-diffusion-reaction channels. Although only rectangular and
Gaussian concentration profiles are considered for channel input, the presented
methodology can be used for any other concentration profiles. Importantly,
the analytical results are validated via the simulations performed in COMSOL

Multiphysics finite element solver.

The proposed BCSK transmitter and receiver design not only constitute a simple
end-to-end MC system but also bring new opportunities for certain applications. For
example, the transmitter design can act as a concentration gradient generator (CGQG)
to investigate the role of concentration gradients in cell development, inflammation,
and wound healing [132], while the receiver design can be attached to field-deployable
biosensors to detect chemical and biological threats [119].

The rest of this chapter is organized as follows. In Chapter 4.2, we present
the microfluidic transmitter and receiver design in terms of chemical reactions and
microfluidic components. In Chapter 4.3, we analyze advection-diffusion channels and

advection-diffusion-reaction channels. In Chapters 4.4 and 4.5, we not only present
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Fig. 4.1 Overall scheme of the proposed BCSK transmitter and receiver.

the design and analysis of the proposed microfluidic BCSK transmitter and receiver,
but also provide numerical simulation results performed in COMSOL Multiphysics. In
Chapter 4.6, we combine the microfluidic transmitter with the receiver to show a basic

end-to-end MC system. Finally, Chapter 4.7 concludes this chapter.

4.2 System Model

The overall scheme of the proposed BCSK transmitter and receiver is shown in
Fig. 4.1. At the microfluidic BCSK transmitter, a high digital rectangular input
molecular signal composed of the molecular species X in a fluid with concentration
Cx(t) enters the microfluidic transmitter that upon a variation in Cx(t) produces an
output molecular signal composed of molecular species Y with concentration Cy (t) by
following a predefined pulse shape. After advection-diffusion of the emitted pulse Cy (%),
a microfluidic receiver is designed to demodulate the received pulse to a rectangular
output signal using species O with concentration Cp(t). Here, both the pulse shape
and the demodulated signal shape are dependent on the values of parameters in the
microfluidic device implementation. As the fluids flow through microfluidic device
channels, a series of chemical reactions occur to generate the molecules of species Y
and species O, which guarantee successful pulse modulation and signal demodulation.
In the following, we first introduce these chemical reactions at the transmitter side and
the receiver side and then describe the microfluidic components of the transmitter and

receiver.
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®

Fig. 4.2 The I1-FFL network motif.

4.2.1 Chemical Reaction Design
Chemical Reaction Design for Microfluidic BCSK Transmitter

Gene regulatory networks are sets of interconnected biochemical processes in a biological
cell [133], where DNA genes are linked together by activation and repression mechanisms
of certain biological macromolecules that regulate their expressions into proteins. Each
DNA gene contains coding sequences and regulatory sequences which are sites the
proteins (transcription factor) can bind and control the rate of the gene expression,
either by increasing (activation) or decreasing (repression) the rate of protein synthesis.
The gene expression is discussed in greater detail in Chapter 6.2.1. In gene regulatory
networks, genes are interconnected such that the proteins produced by one or more
genes regulate the expression of one or more genes, which results in complex protein
expression dynamics.

Gene regulatory networks can be abstracted with nodes representing the genes,
interconnected by directed edges that correspond to the control of a gene (edge
destination) expression by a transcription factor (TF) encoded by another gene (edge
source). Network motifs are patterns of nodes and directed edges that occur more
frequently in natural gene transcription networks than randomized networks [134]. The
feed-forward loop (FFL) is a family of network motifs among all three-node patterns
frequently observed in nature [134, 135]. In the structure of FFL, the TF protein X
regulates the genes expressing other two proteins, namely, P and Y, where P is also
a TF that regulates the gene expressing protein Y. Depending on the types of these
regulations, either activation or repression, there are 8 different FFLs [136].

Among all the FFLs found in nature, the incoherent type 1 FFL (I1-FFL) results
in pulse-like dynamics of its output Y [135]. As shown in Fig. 4.2, an input gene
expresses the protein X, which is a TF for the genes expressing Y and P. In the
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presence of X, the expressions of the genes encoding protein Y and protein P are
activated, resulting in the building up of the concentrations of protein Y and protein P,
respectively. In its turn, the protein P is another TF that works as a repressor for the
gene encoding protein Y. The AND input to the gene that encodes Y corresponds to
a situation where this gene is activated when TF X binds to the regulatory sequence,
but it is inactivated whenever TF P binds to the same sequence independently from
the presence of X. In this way, protein X initializes the rapid expression of the gene
encoding protein Y first, and after a delay, enough P accumulates and represses the
production of protein Y, whose concentration will continuously decrease because of
natural degradation. This generates a pulse shape for the concentration of protein Y
as a function of the time. One example of I1-FFL is the galactose system of E. coli
[137].

In this chapter, we take inspiration from the I1-FFL to design a BCSK transmitter
in molecular domain, and explore the realization of I1-FFL via mass-action chemical
reactions. To execute the same functionality of an I1-FFL with a CRN, we define three

chemical reactions as follows:

Reaction I : X + 5, =Y, (4.1)
Reaction I : X + .5, — P, (4.2)
and Reaction IIT: Y + P — Z, (4.3)

where these reactions involve the input molecular species X, the molecular species
S, and Sy, the intermediate product molecular species P, and the output molecular
species Y. Note that these reactions all belong to the Type I reaction introduced
to Level 2 Chemical Transformation for the five-level architecture proposed in
Chapter 3.2.

In the I1-FFL gene regulation network, the protein X first activates the gene
expressing the protein Y, and only when P accumulates sufficiently, it suppresses the
expression of the protein Y, generating the aforementioned pulse-like concentration
signal. Here, the molecular species X, S,, and S, are only injected at ¢ = 0, and the
chemical reactions in (4.1), (4.2), and (4.3) happen simultaneously with a much quicker
speed under well-stirred environment than that of the I[1-FFL gene regulation network
dynamics, which may not result in the pulse-like output signal Y when these three
reactions have the same reaction rate and are in the same space. One way to cope
with it is to apply and regulate reactions in different regions of a microfluidic device

to control the occurring sequence of these reactions. Thus, we propose a microfluidic
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BCSK transmitter containing the reactions (4.1), (4.2), and (4.3) to realize the same
functionality of [1-FFL as in the gene regulation network in Fig. 4.3, which a pulse-like

output is triggered by the rectangular input representing bit-1 transmission.

Chemical Reaction Design for Microfluidic BCSK Receiver

According to the demodulation requirement of traditional communication systems, we
aim to design a microfluidic BCSK receiver capable of demodulating the received pulse

to a rectangular signal. To do so, we design the chemical reactions as follows:

Reaction IV : Y + ThL — Waste, (4.4)
and Reaction V:Y 4+ Amp—Y + O, (4.5)

where these reactions involve the input molecular species Y, the molecular species T'hL
and Amp, intermediate product molecular species Waste, and the output molecular
species O. Once the species Y arrives at the receiver, the Reaction IV is immediately
activated, resulting in a depletion of species Y that is below the concentration of species
ThL. Then, any remaining Y catalyzes the conversion of species Amp into the output
species O. Obviously, output species O will only be produced when the concentration
of Y is greater than the concentration of ThL, so we regard the concentration of ThL
as a threshold and name Reaction IV as the thresholding reaction. Reaction V refers
to an amplifying reaction. Indeed, Reaction IV and Reaction V can be regarded as
a realization of the Subtraction module and Amplification module (see Chapter 3.2),
respectively. Similar to the chemical reactions at the transmitter, the sequence of
Reaction IV and Reaction V is controlled by the microfluidic receiver geometry design,
which will be presented next.

We note that Reaction V is necessary and we detect species O instead of species Y.
The reasons are as follows. First, the concentration of remaining species Y may not
reach the minimum detectable level of a detector. With Reaction V, the output can
satisfy a detector’s sensitivity by adjusting the concentration of injected species Amp.
Second, Reaction V is performed to generate the output to be a rectangular digital
signal, which can allow the receiver to link post-Boolean computational modules [131].
One example is to perform an AND operation for multiple outputs to further enhance

biosensors’ specificity [65].
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Fig. 4.3 Novel Design of the microfluidic MC transmitter and receiver.

4.2.2 Microfluidic Channel Design

In this subsection, we describe each component of the proposed microfluidic BCSK

transmitter and receiver in Fig. 4.3. As discussed in Chapter 3.2, according to whether

a microfluidic channel contains chemical reactions, we classify microfluidic components

as advection-diffusion channel and advection-diffusion-reaction channel.

Advection-Diffusion Channel

Y Junction at the microfluidic transmitter: The reactions between reactants
require mixing to occur in a short distance, which can be facilitated by advection-
diffusion in Y junctions. A Y junction is configured by one outlet and two inlets,
i.e., Y junction I and Y junction II in Fig. 4.3, where the outlet width is doubled
compared with each inlet width, and the angle between the main channel and
the first inlet starting anticlockwise from the main channel is 145°. The fluid flow
containing input reactant X with concentration C¥, (¢) and C§1(¢) is injected
into Inlet IT and Inlet III using syringe pumps, which can be described by a
rectangular pulse signal, as in Fig. 4.1, with the value of the width being equal
to the length of injection time Ty, whereas the reactant .S, with concentration
ngo and reactant .S, with concentration C%ZO are continuously injected into Inlet
I and Inlet IV, respectively. By doing so, the flows from Inlet I and Inlet TV
can flush the microfluidic device continuously without influencing Reaction III
in (4.3).

T Junction at the microfluidic receiver: T junctions are chosen at the
receiver equipping with the same functionality as Y junctions. A T Junction has
one outlet and two inlets, i.e., T junction I and T junction II in Fig. 4.3, where the
angle between the second inlet starting anticlockwise from the first inlet is 90°, and
one inlet of T junction II is merged into an advection-diffusion-reaction channel.

After propagation, the transmitted molecules from the microfluidic transmitter
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propagate to enter the receiver, and the reactant ThL with concentration CYj,

and Amp with concentration C!!

Amp, are continuously injected into Inlet VI and

Inlet VII, respectively.

o Straight Advection-Diffusion Channel: This channel is used to connect the
transmitter with the receiver and provides a propagation pathway for a generated

pulse.

Advection-Diffusion-Reaction Channel

For simplicity, in the following, we refer to the channel in which Reaction ¢ happens as

the Reaction ¢ channel.

o Transmitter

Straight Reaction I Channel: The outflow of Y junction I passes through
the Reaction I channel with length L; to realize the Reaction I in (4.1) to generate
the output signal Y.

Serpentine Reaction II Channel: The outflow of Y junction II passes
through the Reaction II channel to generate P according to the Reaction II in
(4.2). To realize the pulse-shaped concentration of emitted signal Y, the Reaction
IT channel is designed to be longer than the Reaction I channel, with the result
of delaying the contact between species P and Y, and therefore delaying the
Reaction III. Furthermore, a serpentine channel is designed and replaces a straight
reaction channel to delay the arrival of species P in a compact space within
the microfluidic transmitter. The width and height of the serpentine channel
are denoted as Lg and H, respectively. The design in Fig. 4.3 is conventionally
denoted as containing 2 delay lines, due to its two bent tubes with height H, in
the serpentine channel. The equivalent straight channel length of this serpentine
channel is denoted as L, and can be calculated as Ly = Loy +Log+ Los+4H,+3L,.

Straight Reaction III Channel: Once P arrives at the Reaction III
channel with length L3, Reaction III in (4.3) occurs to decrease the output signal

Y.

« Receiver

Straight Reaction IV Channel: The outflow of T junction I flows through
the Reaction IV channel with length L, to deplete Y below the concentration of
species ThL according to Reaction IV in (4.4).
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Straight Reaction V Channel: When the remaining Y arrives at the
Reaction V channel with length Ls, Reaction V in (4.5) is activated to convert

the species Amp into output species O.

4.3 Basic Microfluidic Channel Analysis

In this section, we use a 1D model to approximate and derive analytical expressions
for advection-diffusion channels and advection-diffusion-reaction channels. Numerical

results are also provided to verify the theoretical analysis.

4.3.1 Advection-Diffusion Channels

For advection-diffusion channels, the spatial-temporal concentration distribution can
be described by the 3D advection-diffusion equation given in (2.8). In this dissertation,
the main assumption used is that the flow inside the microfluidic channel is laminar and
falls into the dispersion regime (see Chapter 3.1.3). Therefore, the interaction between
cross-sectional diffusion and advection can lead to a uniform molecule distribution
along the cross-section, such that (2.8) can be reduced to a 1D advection-diffusion

equation as [112]
oC (x,t) 0?C(x,t) oC (x,t)
— —_— = Uf———,
ot ox? e ox
where u.g is the average velocity of the laminar flow and D.g is the Taylor-Aris

= Dg (4.6)

effective diffusion coefficient. When the cross-section is rectangular-shaped, D.g can
be calculated as [125, eq. (3)]

8.5ughw? D
210D2(h% + 2.4hw + w?) |

Deg = |1+ (4.7)
where h is the cross-section height, w is the cross-section width, and D is the molecular

diffusion coefficient. It is clear that D.g captures the geometry of 3D channels.

4.3.2 Advection-Diffusion-Reaction Channels

For advection-diffusion-reaction channels, the spatial-temporal concentration distribu-
tion can be described by the 3D advection-diffusion-reaction equation given in (2.11).
Similar to the simplification of the 3D advection-diffusion equation, eq. (2.11) can
also be reduced to a 1D form. Let us assume that reaction S; +5; — Sj occurs inside

an advection-diffusion-reaction channel. Thus, the spatial-temporal concentration
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distribution of species .S; and S, can be described as

8051. (ZE,t) 3205i(x,t) 8051.(1’,@

ot = DeHT — Ueff or - kasZ. (l‘, t)CSj (137 t)7 (4.8)
oC .t 0*Cs, (x,t Cs, (z,t
Skagx> = Den ;.%'(;: ) — Ueff Sai.x ) + kaSz ($7 t>CSj (l’, t)u (49)

where £y is the rate constant. Assuming species S; with concentration Cg; is continu-
ously injected at the inlet of the channel at x = 0 and ¢ = 0 with velocity u.g, we solve
the above advection-diffusion-reaction equations in the following two theorems, when
species S; is injected with rectangular and Gaussian concentration profiles as they are

considered as the inputs of transmitter and receiver later.

Theorem 1. With species S; following a rectangular concentration distribution
Cs,o(t) = Cs,[u(t) — u(t — Ton)] (4.10)

being injected at the inlet of a straight microfluidic channel at x =0 and t = 0 using

velocity ueg, the concentration distributions of S; and Sy are derived as

1), 0<t<T
Cs,(z,t) = (e %) N (4.11)
g($7t)_g<x)t_TON)7 t>TON)
and
h Jt - 7t 9 0 S t S T
S CV R on
[h(z,t) — g(x,t)] — [h(x,t — Ton) — g(z,t — Ton)], t > Ton,
(4.12)

where u(t) is the Heaviside step function,

T — Uegl Ueff T T+ Ueﬁt):|

Dert orfi
N R O W) e

Co (Uef — @) T — ot (Uer + ) T T+ ot
£ = 20 Wt ZOT] opfe | 220 Welt TOT
g(x,t) 5 {exp [ 2Din erfc SO + exp 5Din erfc Norilk

with Cy = min {OSW Csjo} and o = \/ugﬂ + 4kCyD.g .

h(x,t) = C; {erfc(

Proof. Please refer to Appendix A.1. n

84



4.3 Basic Microfluidic Channel Analysis

Theorem 2. With species S; following a Gaussian concentration distribution

Cy. (t—p)?
725;(0726—#2 (4.15)

being injected at the inlet of a straight microfluidic channel at x =0 and t = 0 using

CSZ'O (t) =

velocity ueg and Cs, < max{Cs,(t)}, the concentration distribution of S; can be

derived as

Cs(t—2) = Cs,, i+ S <t<tr+=

O, (1) = CYoN (1, 1) = i (4.16)
0, otherwise.
1 fe'e) . —_— . —_—~—
or Cs, (z,1) = ngethon(x’t) _ %/0 [efgwtcggethodz(x’w) + egwtcg/fethodz(w’w)}dw’
(4.17)
where
—_~— Uoff — ugH+4DeHs
Cglethod2(z, 5) = I(s)e 2Dt ’ (4.18)
Ly e? 1 b+ 0%s — ta +0%s — p CSJ‘ —sty —st2
(4.19)
) Cs,, V2mo?
t1 =p— ,|—20%In T, (4.20)
20
Cg, V2mo?
and ty = p+ | —20%1n —a. (4.21)
Sio
Proof. Please refer to Appendix A.2. m

The derivation C’gfetho‘iz(x, t) can be easily computed using Matlab. Importantly,
egs. (4.11), (4.16), and (4.17) reduce to solutions of an advection-diffusion equation
when Cgs; = 0.

In Figs. 4.4 and 4.5, we plot the analytical concentrations of species Sy in Theorem
1, species S; in Theorem 2 at a channel outlet and their simulation results using
COMSOL Multiphysics. COMSOL Multiphysics is a type of computational fluid

dynamics (CFD) simulator and can simulate flows in the most accurate way close to
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physics [138]. In addition, we use “Ana.” and “Sim.” to abbreviate “Analytical” and
“Simulation”, respectively, and these notations are also used throughout the rest of

this chapter.

We set the parameters: Cg,, = Cg, = 1.5mol/m? in Theorem 1, Cs, = 3mol/m?

in Theorem 2, u = 2, 0% = 0.25, D = 10~%m?/s, k; = 400m?/(mol's), Tox = 2s.
The simulation points are plotted using the outlet of a straight microfluidic channel
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with rectangular-shaped cross section, h = 10pum and w = 20um, where species .5;
and S; are both injected with the same velocity ues = 0.2cm/s. In Fig. 4.4, it clearly
demonstrates a close match between the analytical curves and the simulation points
with different channel lengths L. In Fig. 4.5, we observe that both methods can
capture the concentration variation of residual S; after reaction S; +S; — S;. When
C's, approaches zero, the curve using the second method is smoother than that using

the first method due to the consideration of the diffusion effect.

4.4 BCSK Transmitter Analysis and Design Opti-

mization

In this section, we first analyze the Y Junction and three reaction channels, and then
we provide the microfluidic transmitter design in terms of the optimal design of the
Reaction II channel length and the restricted time gap between two consecutive input
bits, which enable us to control the maximum concentration of a generated pulse and

ensure a continuous transmission of non-distorted pulses, respectively.

4.4.1 Microfluidic MC Transmitter Analysis
Y Junction

The fluid flows containing input reactant X with concentration

Cx, (1) = OX, [u(t) — u(t — Ton)] (4.22)
and C (t) = Cxglu(t) — u(t — Ton)] (4.23)

are injected into Inlet IT and Inlet III using syringe pumps. The reactant S, with
concentration C’éyo and reactant S, with concentration C’;;IO are continuously injected
into Inlet I and Inlet IV, respectively. We let the inlets of a Y Junction as the location
origin (z = 0) and let the time that species are injected at Y Junction inlets as the
time origin (¢ = 0). For Y Junction I, the outlet concentration of species X can be
expressed using (4.11) in Theorem 1 with Cs; = 0 and a substitution of CY, for Cs,,.
However, the complicated form of (4.11) will make the Reaction I channel intractable
since the outlet concentration of species X at Y Junction I is an initial condition for
the advection-diffusion-reaction equation describing the Reaction I channel. Taking
into account that the Y Junction length is shorter than the Reaction I channel length,

for simplicity, we assume the outlet concentration of species X is only a time shift of
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Fig. 4.6 The concentration of species Y at Reaction I channel outlet.

its injected concentration due to the traveling of Y Junction I, that is
Cx(Ly, t) = Cgo [u(t — ty) — U(t — TON — ty)], (424)

where ty = ‘/E—];Y is the travelling time of a Y Junction (Ly is marked in Fig. 4.3).

Apparently, the above analysis can also be applied to Y junction II.

Straight Reaction I Channel

The outflow of Y junction I enters the Reaction I channel to activate Reaction I'in (4.1).
The simultaneous flush of independent X and S, leads to a concentration dilution,
which can be treated as diluting species X using .S, or diluting species S, using X.
According to the analysis of fluid mixing in Lemma 1, the concentrations of species X
and S, at the inlet of Reaction I channel become %Cx(Ly, t) and %C’éyo, respectively.
Based on this, the outlet concentration of species Y can be expressed using (4.12) in
Theorem 1 by substituting Cs,, and Cs; with C%, and ngo, that is

1
Oy (Ly + Li,t) = 505, (Li,t = tv), (4.25)

where L; is the length of the Reaction I channel.

Fig. 4.6 plots the concentration of species Y at the outlet of Reaction I channel
with Y Junction I. We set the parameters: Cy, = Cg = 3mol/m® D = 10"°m?/s,
k; = 400m?/(mol-s), Tox = 28, ueg = 0.2cm/s, Ly = 60um, h = 10um, and w = 10pm.
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It is evident that the simulation points are in agreement with the theoretical analysis
in (4.25) under different L, which validates the analysis of the straight Reaction I

channel.

Serpentine Reaction II Channel

The analysis of the straight Reaction I channel can also be applied to the serpentine

Reaction II channel, which yields
1
CP(LY + Ll, t) = §Cgk (Lg,t - ty), (426)

where L, is the length of the Reaction II channel. The application of Reaction I
channel analysis to the Reaction II channel can be explained by the following reasons:
1) although turning corners in the serpentine channel usually cause different laminar
flows propagating different distances, we can approximate outlet concentrations of the
serpentine channel as those of a straight channel with equivalent length when fluids
are in low Reynolds number with very small side length tube, and 2) the form of the
advection-diffusion-reaction equation and its initial boundary conditions still hold with

only a substitution of Cp(x,t), C};XO, and C}! for Cy (x,1), C’quyo, and C¥,, respectively.

Straight Reaction III Channel

The generated species Y and P mix with each other at a conjunction with length
L¢ and leads to a concentration dilution before flowing to the Reaction III channel.
Therefore, at the inlet of straight Reaction IIT channel, the concentrations of species Y

and P are

1
Cy(Ly + L1+ Lc, t) = ZCSk (Ll, t—ty — tc), (427)

1
and CP(LY + L1 + Lc, t) = ZCS}C (Lg,t - tY - tc), (428)

where t¢ = Qi—cﬁ is the travelling time of the conjunction. When both species Y and
P appear in the Reaction III channel, Reaction III in (4.3) is activated, and the
corresponding advection-diffusion-reaction equations can be constructed as (4.8) and
(4.9). Unfortunately, it is foreseeable that deriving the spatial-temporal concentration
distribution of species Y, exactly the concentration distribution of the generated
pulse, is intractable, since the initial condition with the form of Cg, in (4.12) is

mathematically not solvable in closed-form. However, it is possible to obtain the
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Fig. 4.7 The generated pulses (green curve) with different arriving times of species P
at Reaction III channel.

maximum concentration of the generated pulse, which will be presented in the next

subsection.

4.4.2 Microfluidic MC Transmitter Design Optimization
Optimal Design of the Reaction II Channel Length

As stated earlier, although the advection-diffusion-reaction equation describing the
Reaction IIT channel cannot be theoretically solved, the maximum concentration of
a generated pulse can be obtained. Let CF¢* denote the maximum concentration of
the transmitted pulse generated by the ith input bit. In fact, there are many factors
affecting C3Y, such as the rate constant k; and reaction channel lengths L;, Ly, and
Ls. However, if we assume that the rate constant k; and reaction channel lengths
collectively ensure that reactants are fully converted into a product in each reaction,
the Reaction IT channel length Ly will be the only parameter affecting C.

At the transmitter, the design of channel length Ly > L; allows species Y to first
enter the Reaction III channel with a result of the concentration increase of a generated
pulse. By contrast, the late arrival of species P prevents this increase, and leads to a
decrease in the generated pulse, as Y will be immediately depleted by P as soon as P

appears in the Reaction III channel (shown in Fig. 4.7). Let us denote the arriving
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and leaving time of species Y at Reaction III channel inlet as t{}i and t{% for the ith
input bit, and the time that species Y reaches its maximum concentration at Reaction
[T channel inlet as ty**. Similarly, for the ith input bit, the arriving and leaving time
of species P at Reaction III channel inlet are tﬁi and t3;, respectively. There are two

situations that lead to different C'F¢r.

o If tj},i < ty™, the generated pulse will be consumed by P before reaching
max{Cy(Ly + Ly + L¢,t)}, causing CF¢* < max {Cy(Ly + L1 + L¢,t)}. See
Fig. 4.7a.

o If t3 > t¥™ the generated pulse will reach max {Cy(Ly + L1 + L¢, t)}, where
the reaction between Y and P only influences the tail shape of the generated
pulse. See Fig. 4.7b.

Therefore, we conclude that C¥¢* = {Cy (Ly + L1 + L¢,t) with £ € [0,1]. Meanwhile,
the arriving time of species P is determined by the length of Reaction II channel L.

As such, we can flexibly control CF¢* by choosing different L,. Based on this, we

propose a step-by-step Lo optimization flow as follows:

Initialization: Given Ly, £, and initial concentrations quyo, Cﬁo,

I v
Cx,» and Cg .

Step 1: Search for the time ¢y** that satisfies

dCy(Ly + Ly + L¢, t)

0< b7 <0, t < (4.29)
dCy(Ly + L, + Lo, t
5 < Cy(Ly + I + Lo, t) <0, t > e (4.30)
dt Y

where Cy (Ly + Ly + L¢, t) is given in (4.27). We introduce a variable § to

dCy (Ly+Li+Lc,t) 0
dt -

numerically find {y*, as it is difficult to analytically solve

Step 2: Calculate the maximum concentration of a generated pulse that Cyg =

§Cy(Ly + Ly + Lo, t9™).
Step 3: Calculate the time t5%" to satisfy Cy(Ly + L1 + Lo, tF%) = CFYF.

Step 4: Calculate the Reaction II channel length Ly via

Cp(Ly + L1 + Lo, trx) > €, @ < Lo, (4.31)
CP(LY + L1+ Le, %;f) <€, x> Lo, (432)

where Cp(Ly + Ly + L¢, t) is given in (4.28). Similar to 0, € is introduced here

to numerically find Ls.
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z
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(a) 0 delay line, £ =1/3

(b) 1 delay line, £ =2/3 (c) 2 delay lines, £ =1

Fig. 4.8 The COMSOL implementation of the optimized microfluidic transmitter with
different numbers of delay lines.

To examine the proposed Ly optimization flow, we implement three designs with
different numbers of delay lines in COMSOL to achieve different C3%*. The implemen-
tation is shown in Fig. 4.8 and geometric parameters are listed in Table 4.1 and Table
4.2. Unless otherwise noted, the length unit is um. Other parameters are set as follows:
Cy,, = CX, = 3mol/m?, CX| = CFY = 4mol/m?, D = 10~*m*/s, k; = 400m?/(mols),
Ton = 28, ueg = 0.2cm/s. Here, we modify max{Cy(Ly + L; + L¢,t)} from 0.75
to 0.7498. From the results shown in Fig. 4.6, when L; = 740um, Cy(Ly + Lq,t)
rapidly reaches 1.4995 at 0.55s and then increases very slowly to the maximum con-
centration 1.5 at 0.9511s. It takes 0.4s to reach the maximum concentration from
1.4995, while the concentration increase is less than 0.001. In order to generate a
pulse that both two sides of the maximum concentration showing a distinct increase or
decrease, we modify max {Cy (Ly + L1,t)} and 1™ as 1.4995 and 0.55s, respectively,
thus max {Cy (Ly + L1 + L¢,t)} = 2 max {Cy(Ly + Ly, t)} = 0.7498.

In Fig. 4.9, we plot the concentrations of generated pulses for implementations

in Fig. 4.8. As expected, the output pulses are generated successfully during Toy,
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Table 4.1 The parameters of the proposed microfluidic transmitter.

Channel H Length ‘ Width ‘ Height
Y Junction Ly =60 10 10
Conjunction Le =20 20 10
Reaction I Channel || L; = 740 20 10
Reaction III Channel || L3z = 400 20 10

Table 4.2 The parameters of serpentine Reaction II channel in Fig. 4.8.

Channel H L2 ‘ L21 ‘ L22 ‘ L23 ‘ LS ‘ HS ‘ § ‘ ) ‘ €
0 delay line || 887 | / | / [ 137] / / [1/3[013] 107!

1 delay line || 1019 | 200 | 300 | 157 | 250 56 2/310.13 | 3x 1072
2 delay lines || 1516 | 200 | 325 | 177 | 75 | 14725 | 1 | 0.13 1073

O = 0.7498

I
(=]
T

- - -Sim. Reactions are defined anywhere

<
5

O = 0.4998

O = 0.2499

Concentration (mol/m?)
o
I

0 0.5 1 1.5 2 2.5 3
Time(s)

Fig. 4.9 The concentrations of generated pulses for different transmitter implementa-
tions.

demonstrating a successful BCSK modulation. Moreover, we can observe that all
the maximum concentrations of pulses reach their corresponding analytical values
(black dash-dot lines). It is also seen that the longer the Reaction II channel is,
the wider the generated pulse, because of the longer time given to reach a higher
maximum concentration. However, we remark that there is a trade-off between the
maximum concentration and the pulse width, as a wider generated pulse is more likely
to cause inter-symbol interference (IST). These observations reveal the dependency of
the maximum concentration of a generated pulse on the Reaction II channel length

Lo, show how the predefined shaping of the pulse can be controlled, and highlight the
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importance of deriving theoretical signal responses in the design stage. Since different
concentration levels can represent various symbols, the results also demonstrate the
capability of optimization flow in implementing higher-order CSK to enhance data
rate. In addition, the black dash line represents the simulation results that the three
chemical reactions in (4.1)-(4.3) are defined in all channels in Fig. 4.8(c). We can
see that the transmitter output is almost the same as the results that reactions are
defined in certain parts. The reason is that the selected channel lengths, mean velocity,
and rate constant can jointly allow for completing reactions fast enough before leaving

defined regions.

Optimal Design of the Restricted Time Gap

The design that the Reaction II channel is longer than the Reaction I channel (Ly > L1)
is also likely to cause distorted pulses if the time gap AT between two consecutive
input bits is not chosen appropriately. Assuming that species Y generated by the
(¢+ 1)th input bit arrives earlier than the leaving time of species P generated by the ith
input bit at Reaction III channel inlet, ¥ will be immediately consumed according to
Reaction III when they simultaneously enter Reaction IIT channel so that the maximum
concentration of the generated pulse for the (i 4+ 1)th input bit is distorted and smaller
than CTEY. To prevent this, the time gap AT should be restricted.

Recall that the arriving and leaving time of species Y at Reaction III channel inlet
are denoted as t{}i and t{% for the ¢th input bit, and corresponding the arriving and
leaving time of species P are denoted as tﬁi and t]b;i. As shown in Fig. 4.10, species
Y generated by the (i + 1)th input bit can appear earlier (i.e., tp, > t3. ) or later
(i.e., tlE;i < t{}m) than species P generated by the ith input bit via adjusting AT. In
Case I, the earlier arriving of Y makes itself react with the tail of P, thus breaking the
principle that Y should increase to CF¢* and then drop to zero. To avoid this, AT

needs to satisfy
AT >t} — 13, (4.33)
where téj and tIEDZ_ can be numerically solved by

Cy(Ly + Li+ Lo, t) <7, t <ty, Cy(Ly + Li+ Lo t) > 7, t > 13 (4.34)
Cp(Ly + L1+ Lo, t) > 7, t <t Cp(Ly + Ly + Lo, t) <7, t > t5. (4.35)
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Fig. 4.10 Two cases of the arriving and leaving of species Y and P at Reaction III
channel.

Here, 7 is a small variable to find ¢} and ¢f that Cy(Ly + Ly + Lc,t3t) = 0 and
Cp(Ly + Ly + Le, t]b;i) = 0, respectively.

In Fig. 4.11, we plot the concentrations of species Y and P at the Reaction III
channel inlet and the generated pulses with different AT. We use the parameters for
Fig. 4.8c (i.e., 2 delay lines) and 7 = 1073. We numerically solve (4.34), (4.35) and
obtain AT > 2.75s. Fig. 4.11c shows that the second pulse is distorted compared
to the first pulse. With AT = 2.3s, the species Y generated by the 2nd input bit is
first consumed by the tail of P generated by the 1st input bit and then by species P
generated by the 2nd input bit. On the contrary, Fig. 4.11d illustrates a generation of
two non-distorted and identical-shaped pulses with a satisfied AT

4.5 BCSK Receiver Analysis and Design Optimiza-
tion

In this section, we analyze the T Junction and two reaction channels and then provide

some guidelines on how to design a microfluidic MC receiver.
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Fig. 4.11 The concentrations of species Y and P at Reaction III channel inlet and their
generated pulses with different AT

4.5.1 Microfluidic MC Receiver Analysis

T Junction

After propagation, the transmitted molecules Y finally enter the receiver through Inlet
V (see Fig. 4.3). Here, we set the location of Inlet V as the position origin and the
time that species Y flows into Inlet V as the time origin. Since the transmitted pulse
cannot be theoretically derived, we use a Gaussian concentration distribution with

mean 4 and variance o2 to represent the received pulse, which is

Ccy, _ (=p)?

—e 20 . 4 36
V2mo? ( )

The motivation for using a Gaussian signal as the receiver input is that it can reveal the

CYO (t> =

dispersion effect of molecule diffusion (i.e., Taylor dispersion) on transmitted signals,
thus representing the distortion of transmitted signals occurring in the propagation
channel between a transmitter and a receiver. For more details on Taylor dispersion, we

refer readers to Chapter 3.1.3. Although a Gaussian concentration profile is considered,
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the methodology for deriving Theorem 2 and analyzing the receiver performance can
also deal with other concentration profiles.

As the length of one T junction branch Lt is much shorter than that of the following
reaction channel, and no reaction happens in a T junction, we further assume the

concentration of species Y at the T junction I outlet as
1
Cy(Lr + Le, t) = §CY° (t —tr), (4.37)

where the coefficient % describes the dilution of species Y by species ThL according to
(3.14) in Lemma 1, and ¢ is the travelling time over T junction I. Based on (3.16) in
Lemma 2, the fluxes from Inlet V and Inlet VI double the averaged velocity in the

conjunction of T junction I. Thus, ¢t can be calculated as

Ly L
I e

tr = (4.38)

Uefr 2ueff ’
where uqg is the average injection velocity at Inlet V and Inlet VI, and Ly and L¢
have been labeled in Fig. 4.3. Assuming that species ThL is continuously injected
into Inlet VI with concentration Cy}; , the outlet concentration of species ThL can be

expressed as
L w1

Straight Reaction IV Channel

The outflow of T junction I enters the Reaction IV channel with length L4 to proceed
Reaction IV (the thresholding reaction) in (4.4), where the portion of species Y, whose
concentration is below %C’%\,’MO, is depleted by reactant ThL. With (4.37) and (4.39),
the concentration of species Y at Reaction IV channel outlet can be expressed using
(4.16) or (4.17) in Theorem 2 by substituting Cs,, and Cs, with Cy, and CJj;
which yields

1 1
Cy(Ly+ Lo + Ly, t) = iogfethodl(m, t—tr) or icgfethm(@, t—tr).  (4.40)

Straight Reaction V Channel

After Reaction IV, the remaining species Y flows into the Reaction V channel and
catalyzes the conversion of species Amp into output species O, where Amp is continu-

ously infused with constant concentration C'!

Amp, i0to Inlet VIL. As a catalyst, species
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Fig. 4.12 The COMSOL implementation of the proposed microfluidic receiver design.

Table 4.3 The parameters of the proposed microfluidic receiver.

Channel H Length ‘ Width ‘ Height
T Junction Ly =80 20 10
Conjunction Lo =20 20 10
Reaction IV Channel || Ly = 520 20 10
Reaction V Channel || Ly = 470 20 10

Y does not react with species Amp, and the produced quantity of species O equals the
reacting concentration of Amp according to their stoichiometric relation. Considering
the dilution at T junction II, the reacting concentration of Amp is diluted to one-third
of its injected concentration by flows injected at Inlet V and Inlet VI. Based on this
and ignoring the diffusion effect in the Reaction V channel, the demodulated signal

containing species O can be expressed as

sCyn Cy(Lr +2L¢ + Ly + Ls, t — 262y > 0

Co(t) = 3 Amv S (4.41)

0, otherwise,

where Cy (,t) can be expressed using C§*od! or C§let°42 given in Theorem 2. Note
that without the broadening effect of diffusion [96], the width of (4.41) is exactly a
lower bound of the rectangular width.

Simulation Results

To examine the microfluidic receiver analysis, we implement the receiver design in
COMSOL (shown in Fig. 4.12) with geometric parameters listed in Table 4.3. We set
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Fig. 4.13 The concentration of species Y at Reaction IV channel outlet.
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Fig. 4.14 The concentrations of species Y and O at Reaction V channel outlet with
different CY}, , where the concentration of species O is normalized to 1mol/m?.

the parameters: Cy, = 3mol/m?, = 2, 0 = 0.25, ky = 400m*/(mol-s), D = 10-*m?/s,
and ueg = 0.2cm/s.

Fig. 4.13 compares the concentration of species Y at Reaction IV channel outlet
with the two expressions in (4.40). We observe that the two expressions can capture
the simulation results, which further demonstrates the correctness of Theorem 2.
Fig. 4.14 demonstrates the significant role of C}j; ~on the width of the demodulated
signal Co(t). As Cy);, increases, the width of the demodulated signal decreases. If
CYpL, > max {Cy,(t)}, we expect that there is no residual Y in Reaction V channel, so

that species O cannot be produced. Fig. 4.15 plots the concentrations of species O at
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Fig. 4.15 The outlet concentrations of species O at Reaction V channel with different
CVII

Ampo*

Reaction V channel outlet with different CY! . As expected, the outlet concentration

Ampo*
of species O varies with C{I! and approximately equals %CVH

Amipo Ampo» Which not only

validates the derivation (3.14) in Lemma 1 but also reveals the possibility to reach

any level Cp via adjusting CY} .

4.5.2 Microfluidic MC Receiver Design Optimization

Based on the simulation results in Fig. 4.14 and 4.15, we conclude two receiver
design guidelines. First, the results in Fig. 4.14 reveal that the width of demodulated
signals is dependent on Cyj; , and CY};  cannot exceed the maximum concentration
of a received pulse. This guideline in turn highlights the necessity and importance
of studying the maximum concentration control of a generated pulse in Chapter
4.4.2. Second, the results in Fig. 4.15 present the relation between C’X;,ILPO and Co,
which follows Cp = 3CY . This insight is helpful for concentration detection. If

Ampg*
CYI enables us

concentration is detected through fluorescence, the relation Co = 3C 5.0

to determine how much C})}

1
3
should be injected to ensure fluorescent species O to be
captured by a microscopy.

4.6 End-to-End BCSK System Implementation

In this section, we combine the microfluidic transmitter with the receiver to form a

basic end-to-end BCSK system as proposed in Fig. 4.3, where the transmitter and
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Fig. 4.16 The transmitter input signals, transmitter output pulses, and receiver output
signals for the basic end-to-end MC implementation.

the receiver share the same design parameters as implementations in Fig. 4.11b and
Fig. 4.12, and the propagation channel is a straight advection-diffusion channel with
length 1000pum. Considering the reacting concentration of species Amp is diluted to

one-fourth of its injected concentration C!

Ampo PY flows from Y Junction I outlet, Y

Junction IT outlet, and Inlet VI, we set CXEPO = 12mol/m? for the purpose of restoring

the output concentration level to input concentration of species X injected at Inlet II
(CX, = 3mol/m?).

Fig. 4.16 plots the transmitter input signals, transmitter output pulses, and receiver
output signals. It is clear that two consecutive rectangular signals are successfully
transmitted with a data rate 2bits/ GS:%bit /s. This data rate would be increased or
decreased in practical applications depending on the selected molecule types. Moreover,
we observe that although the concentrations of transmitter output pulses are much lower
than concentrations of transmitter input signals due to two dilutions that occurred at
Y Junction output and the conjunction between Reaction I/II channel and Reaction 111
channel, the concentrations of receiver output signals can be approximately restored to

the same concentration level of input signals via adjusting CY} .

4.7 Conclusion

In this chapter, we presented an optimized BCSK transmitter design. Specifically, we
proposed a reaction channel length optimization framework to control the maximum

concentration of an output pulse at the transmitter, and then derived a time gap
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constraint between two consecutive input bits to ensure a continuous transmission of non-
distorted and identical-shaped pulses upon consecutive digital inputs. We then proposed
a microfluidic BCSK receiver design based on a thresholding reaction and an amplifying
reaction to demodulate a received signal into a rectangular output signal. Both the
proposed designs were based on microfluidic systems with standard and reproducible
components, and these microfluidic components were analytically characterized to reveal
the dependence of generated pulses and demodulated signals on design parameters.
Finally, we implemented an end-to-end microfluidic BCSK system by connecting
the transmitter with the receiver, and simulation results performed in COMSOL
Multiphysics demonstrated successful pulse generation and signal demodulation, thus

the effectiveness of the proposed designs.
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Chapter 5

Chemical-Reactions-based
Microfluidic QCSK Realization

5.1 Introduction

The objective of this chapter is to further explore how chemical-reactions-based mi-
crofluidic circuits can be utilized to achieve MC functions. In Chapter 4, although
a chemical-reactions-based microfluidic BCSK transceiver design has been presented,
there are some interesting problems that are still needed to be considered. First, the
proposed reaction channel length optimization framework demonstrates the possibility
of using different channel lengths to achieve higher-order CSK, but it is unclear how
to change channel length on the fly. Second, the mathematical framework presented
in Chapter 4 only focuses on a single channel but failed to provide the closed-form
expressions of transmitted pulses and demodulated signals. In other words, this math-
ematical framework is not scalable with the increase in the number of microfluidic
circuits, which highlights the challenge of theoretically characterizing microfluidic
circuits. Furthermore, for the five-level microfluidic circuit architecture and the digital
logic gates proposed in Chapter 3, it is worthwhile to seek what signal processing
functions can be built for the top level through combinations of the logic gates proposed
at a lower level (see Fig. 3.5).

Motivated by the above, this chapter aims to employ microfluidic logic gates
to achieve QCSK modulation-demodulation function and establish a mathematical
framework to analyze any microfluidic MC circuit [139, 140]. The main contributions

of this chapter are as follows:
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