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Abstract 

Objective – The aim of this thesis was to determine the accuracy and measurement thresholds of 

an intraoral scanner, IOS-TD (True Definition, Midmark Corp., Ohio, USA) for measuring surface 

change on planar and freeform surfaces such as seen in polished and natural enamel. 

Methods – The IOS-TD’s accuracy for measuring a groove on polished enamel was investigated using 

two handling techniques (handheld Vs jig-guided scanning) at different surface-to-camera distances 

(3, 4, 5, and 7 mm), and its titanium dioxide scanning powder was characterised. Thereafter, the 

IOS-TD was tested for measuring Sq roughness on flat textured surfaces (Sq range: 1.2 – 269.0 μm) 

and for measuring step heights and 𝑋𝑌 areas of grooves (0.0 - 86.5 μm depth range) on polished 

enamel, as well as surface skewness and kurtosis. Moreover, two techniques (surface-subtraction 

and surface-registration) were compared to the gold standard single-scan analysis for measuring 

enamel grooves (2 - 19 μm depth). Consequently, the errors of four bi-scan analyses were 

investigated, namely: best-fit surface-registration (BF-Reg), reference-based surface-registration 

(Ref-Reg), a combination of best-fit surface-registration and surface-subtraction (BF-Sub) and 

reference-based surface registration and surface subtraction (Ref-Sub), using freeform softgauges 

with craters of known depths. Using the Ref-Sub analysis thereafter, step height and 𝑋𝑌 areas of 

craters (11 – 81 μm depth) on natural enamel were measured by the IOS-TD. Finally, the effect of 

different scan sizes (cusp/tooth/sextant/quadrant/full-arch) on the accuracy of the IOS-TD for 

measuring different crater depths was investigated. Throughout the thesis, the IOS-TD 

measurements were compared to a gold standard non-contacting laser profilometer, NCLP (TaiCaan 

Technologies™, XYRIS 2000CL, UK).   

Results – No statistically significant differences were observed between handheld and jig-guided 

scanning at any surface-to-camera distances 3-, 4-, 5-, and 7-mm (p=0.8946-0.9999). Scanning 
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powder application increased surface roughness significantly (p<0.0001); however, the change in 

surface form was < 1 μm. The IOS-TD demonstrated significantly different roughness measurements 

than the NCLP (p<0.0001). It also demonstrated significant 𝑋𝑌 area measurement differences 

compared to NCLP below 44 μm (p<0.05).  Enamel groove depths ≥ 44 μm were reliably measured 

by the IOS-TD whilst no significant differences were observed compared to NCLP for step heights 

and 𝑋𝑌 area measurements above this depth. The bi-scan surface subtraction and single-scan 

analyses were not statistically different; whilst the bi-scan surface-registration analysis resulted in 

significant overestimation (p=0.0001 – 0.0119) of groove depths. The methods of BF-Sub and 

Ref-Sub resulted in a significant reduction of errors, achieving 0.0 to -0.3% error, compared to -29.7 

– -32.5% for the BF-Reg and -2.4 – -3.6 % for the Ref-Reg (p < 0.0001). Using the Ref-Reg, the IOS-TD 

measurements were significantly different than the NCLP for crater depths below 73 μm (p=0.0001-

0.0005), whilst above this threshold the IOS-TD could reliably measure all craters. Finally, the highest 

accuracy (±5% error) was observed using scan sizes restricted to single teeth, even at the smallest 

crater depth of 83 μm. This decreased significantly (p<0.0001) as the scan size increased to a sextant, 

quadrant and full-arch. Using full-arch scanning, the accuracy plateaued to approximately 10-12% 

underestimation for crater depths ≥195μm.  

Conclusions – This thesis demonstrated the accuracy, thresholds and limitations of the IOS-TD in 

combination with software analysis workflows for measuring change on planar and freeform 

surfaces. The limitations are linked to the scanner’s lower spatial resolution and propagation of 

image-stitching errors as well as errors arising during surface alignment. The findings showed 

potential for intraoral scanners to measure surface loss in the order of ≥ 80 μm when using datasets 

of single-teeth. However, the accuracy decreased using full arch scanning even up to depths 

≤195μm. Further research is needed to optimise the resolution and accuracy of intraoral scanners 

and software workflows. 
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Chapter 1 Literature review 

1.1 Scope and delimitations of this thesis  

This thesis was originally intended to investigate the measurement threshold of a clinical intraoral 

scanner for measuring erosive tooth wear (ETW). Through experimentation, it was determined that 

the performance and limitations of the intraoral scanner prohibited it from characterising early ETW 

i.e., any loss of tooth tissue below 5 μm (Mylonas et al., 2018). Furthermore, for ease of 

experimentation the in vitro modelling used throughout this thesis was conducted using different 

surface substrates with simulated bulk surface loss. As such, although measuring and monitoring 

erosive tooth wear is the underlying aim for the future, it is beyond the scope of this thesis’s 

experiments to investigate the mechanisms of progression and histopathology of ETW. Instead, it 

aims to explore surface metrology using gold standard devices and analysis techniques in relation 

to ETW and the potential use of intraoral scanning technologies for in vivo wear measurements.  

1.2 Erosive Tooth wear  

1.2.1 Definitions 

Tooth wear is defined as the cumulative surface loss of mineralised dental tissue as a result of 

chemo-physical processes (Schlueter et al., 2020). It has a multi-factorial complex aetiology which 

can be categorised into three main processes: erosion, attrition, and abrasion. Dental erosion is the 

chemical dissolution and loss of mineralised tooth tissue by exposure to acids of non-bacterial origin 

from extrinsic or intrinsic sources (Lussi and Ganss, 2014), whilst dental attrition and abrasion are 

the physical loss of mineralised tooth tissue caused by tooth-to-tooth and tooth-to-foreign-body 

contacts, respectively (Schlueter et al., 2020). These processes often occur simultaneously making 

it difficult to distinguish between each aetiology. The importance of erosion has become 
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increasingly recognised as it is rare for tooth wear to occur without erosion as the primary 

aetiological factor; therefore, there has been a recent move towards using the term ‘erosive tooth 

wear’ (Bartlett, 2016), which is the preferred term which will be used throughout this thesis.  

Erosive tooth wear (ETW) occurs as an underlying natural process during life; indeed, 

anthropological schools of thought have considered it a normal physiological phenomenon due to 

abrasive wear from diets (Kaidonis, 2008). Currently, there is a shift towards classifying ETW 

pathological in nature. ETW is believed to have active phases in the presence of risk factors resulting 

in unacceptable (pathological) levels of ETW (Bartlett and Dugmore, 2008).  Several studies have 

shown relatively low progression rates in patients with physiological ETW, with reported annual 

height losses between 11 and 29 μm (Lambrechts et al., 1989; Pintado et al., 1997). In patients with 

advanced ETW or existing parafunctional habits, progression rates can be much higher, between 73 

and 140 μm per year (Ahmed et al., 2017; Bartlett et al., 1997).    

It is important to be able to distinguish between these physiological and pathological states of ETW 

as this would determine whether to intervene or not. Smith and Knight (1984) proposed to 

discriminate between physiological and pathological wear based on loss of function, serious 

aesthetic deterioration and longevity of teeth. Pain can be another major consideration for 

determining the pathological nature of ETW as dentine hypersensitivity and pulpal complications 

can be observed in ETW cases (Ganss and Lussi, 2014).  

1.2.2 Prevalence of ETW 

Epidemiological data suggests that ETW is a common oral condition with an increasing prevalence 

over the last decades; therefore, it is imperative to identify early erosive changes to improve 

diagnosis, prevention and patient outcomes (Bartlett, 2016; Van’t Spijker et al., 2009). According to 

an epidemiological study, nearly a third of European young adults presented with moderate (26.1%) 
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or severe (3.3%) ETW (Bartlett et al., 2013). It was also shown that the prevalence of ETW is higher 

in the UK compared to six other European countries (Bartlett et al., 2013); this may be attributed to 

wider developments such as changes in our diet and increased consumption of acidic foods and 

beverages (O’Toole and Mullan, 2018). Furthermore, it has been estimated that the percentage of 

adults with severe ETW increases from 3% at 20 years to 17% at 70 years of age, signifying the 

cumulative nature of ETW damage with age (Van’t Spijker et al., 2009). The Adult Dental Health 

Survey in 2009 suggested that 77% of dentate adults experienced ETW in their anterior teeth 

consistent with ageing; however, 15% showed moderate and 2% severe wear that extended as far 

as secondary dentine. Additionally, it was observed that compared to the previous survey in 1998 

the proportion of adults with moderate ETW increased from 11% to 15%; highlighting the increasing 

prevalence and the urgent need for early clinical diagnosis and monitoring (White et al., 2012).  

ETW is not only a concern for adults but can also affect younger populations. A systematic review 

investigating its prevalence in permanent teeth of children and adolescents across the globe 

estimated it to be 30.4% (95% CI: 23.8% – 37.0%) (Salas et al., 2015). More recently, a systematic 

review and meta-analysis estimated the overall prevalence of dental erosion among preschool 

children below 7 years old to be 39.64% (95% CI: 27.62%, 51.65%) worldwide and that children with 

a higher frequency of consumption of soft drinks and fruit juices presented with more severe ETW 

(Yip et al., 2022).  

1.2.3 Structure of human enamel 

Human enamel is the outer layer of teeth and the hardest biological tissue. It is a non-vital densely 

packed mineralised structure, primarily consisting of calcium (Ca2+) and phosphate (PO4
3-) in the 

form of calcium hydroxyapatite Ca10(PO4)6(OH)2. Although its exact composition differs slightly 

among different people, types of teeth, and areas of teeth; generally, enamel consists of 95% w/w 
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calcium hydroxyapatite, 4% w/w water, and 1% w/w organic matrix (i.e., lipids and proteins) 

(Beniash et al., 2019; Ganss et al., 2014).  

Enamel has a hierarchical ultrastructure with an intricate organisation of prisms, each approximately 

3 – 6 μm in diameter, separated by a thin organic prism sheath and by an interprismatic area 

(Berkovitz et al., 2009; Cui and Ge, 2007; Cuy et al., 2002). These enamel prisms form the building 

block of enamel which themselves are made of millions of hydroxyapatite hexagonal crystallites 

assembled into a thin rod or prism formation. These crystallites forming the prisms are about 50 - 

70 nm in height, 20 - 25 nm width and of great length, generally extending across the full thickness 

of the enamel tissue. The cores of the crystallites differ slightly in composition from the periphery 

which contains more magnesium and carbonate making them more soluble (Berkovitz et al., 2009). 

The orientation of the crystallites is not entirely uniform with the greatest variation seen at the 

occlusal surface which makes it stronger and more durable (Al-Jawad et al., 2007). The orientation 

and alignment of prisms also varies in different regions of enamel. At the dentino-enamel junction 

(DEJ), the prisms have a random orientation, in outer enamel the prisms run longitudinally and 

emerge perpendicular to the occlusal plane, whilst in cusps the prisms cross between each other 

creating decussation patterns (Berkovitz et al., 2009; Raue et al., 2012; West and Joiner, 2014) 

The concentration of minerals varies according to the distance from the DEJ. Moving from the DEJ 

towards the outer layers of enamel, the concentration of calcium, fluoride and phosphate increases 

reaching the highest concentration in the outermost layers whilst the concentration of impurities 

such as carbonate and magnesium decreases (Berkovitz et al., 2009).  

The chemical composition and hierarchical organisation of prisms determine the physicochemical 

properties of enamel (West and Joiner, 2014). Surface enamel is considered the most significant 

region as it is here that the tooth is in direct contact with the oral environment. It is markedly harder, 
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less porous and less soluble than subsurface enamel (Berkovitz et al., 2009). Indeed, previous 

studies have shown that surface enamel is more resistant to erosive ETW than enamel which has 

the outer surface polished down (Francesca Mullan et al., 2017; Zheng et al., 2010).  

Surface enamel features a variable appearance, exhibiting topographies such as perikymata grooves 

and ridges, prism-end markings, cracks, pits, and elevations. It also contains areas which appear 

devoid of prisms (aprismatic enamel) as the junctions and orientation of prisms is often highly 

complex that is difficult to observe a clear prism structure (Whittaker, 1982). The complex nature of 

outer enamel topography makes it more difficult for characterisation and measurement of surface 

changes caused by ETW. Additionally, the optical properties of outer enamel in terms of light 

scattering and absorption differ throughout its surface which complicate its assessment with optical 

instruments (Darling et al., 2006). Therefore, most in vitro experimentation has been based on 

polished flat enamel samples by removing the natural outer layer which makes wear lesions more 

uniform and identifiable. However, to fully understand and optimise the measurement of enamel 

wear it is preferable for investigations to be carried out on natural unpolished enamel as it is 

considered more clinically relevant. 

1.2.4 Chemical and histopathological mechanisms of erosive tooth wear  

ETW is typically initiated by erosive dissolution of enamel. Whilst enamel is highly resistant to 

physiological oral impacts, being exposed to an acidic environment, results in hydroxyapatite 

demineralisation and alteration of its physical and chemical characteristics, a process known as 

‘softening' (Shellis and Addy, 2014). Short-duration acid attacks may result in the formation of a 

softened enamel layer, varying between 0.2 and 5 μm in thickness (Lussi et al., 2011). This partial 

loss of surface minerals, such as calcium, phosphate and fluoride, results in decreased 

microhardness and increased surface roughness, leaving the tissue susceptible to mechanical wear 
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(Cheng et al., 2009). Eisenburger et al., (2001) have previously demonstrated the weakness of this 

softened layer by performing 5 secs of ultrasonication which led to the removal of this layer and to 

further enamel loss. This process can be modified according to the type of acid, duration of 

exposure, and saliva quality (Eisenburger and Addy, 2002; Hughes et al., 2000). Repeated erosive 

attacks will lead to irreversible bulk tissue loss (Shellis and Addy, 2014) which can be accentuated in 

the presence of attritive and abrasive factors (Voronets and Lussi, 2010). 

During the erosive challenge, there is a continuous exchange of calcium, phosphate and hydroxide 

ions between the enamel surface and saliva. When saliva becomes saturated, with a higher 

concentration of calcium and phosphate ions than enamel, remineralisation starts occurring on the 

enamel surface; however, the opposite occurs if saliva is undersaturated leading to a higher rate of 

demineralisation (Shellis et al., 2014).  

In the case of caries, enamel has been described to have a critical pH 5.5 – 5.7 i.e., the pH of the 

plaque acidic solution surrounding the enamel below which demineralisation occurs. However, 

there is no fixed critical pH associated with dental erosion as this will vary according to the type of 

erosive solution, its concentration of calcium, phosphate and fluoride ions, and flow characteristics 

(Lussi and Ganss, 2014; West and Joiner, 2014).  

1.2.5 The signs and symptoms of ETW  

Signs of ETW include cupping or dished out lesions on the occlusal surfaces of molars and premolars 

or anterior teeth appearing translucent (shining through) due to thinning of enamel or darker due 

to exposed dentine. Anterior teeth may chip or fracture, and restorations may stand proud from the 

surrounding tooth surface (Hemmings et al., 2018). Attritional wear is characterised by flattening of 

the cusp tips and incisal edges of teeth that inter-digitate during static and dynamic occlusions 

(Hemmings et al., 2018). Abrasion presents itself as lesions with a shape pattern fitting the shape of 
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the object causing the wear and is usually seen on the incisors, canine and premolars (Hemmings et 

al., 2018).  

Patients may be unaware of the presence of ETW, especially in the early stages; however, at later 

stages they can often complain of unsatisfactory aesthetics attributed to the changing shape, optical 

properties, and colour of their teeth (Hemmings et al., 2018). ETW has also been associated with 

dentine hypersensitivity as erosive challenges can remove the smear layer on the teeth’s exposed 

dentine surface, opening the dentinal tubules (West et al., 2013). At more advanced stages, ETW 

can cause mobility of teeth, impaired function or even lead to loss of teeth. Pathological attrition 

resulting from clenching or bruxism habits, might affect the temporomandibular joints and result in 

temporomandibular disorders (Van’t Spijker et al., 2009). 

The clinical diagnosis of ETW is still derived from a visual examination (Hemmings et al., 2018; Lussi 

and Ganss, 2014); as such, early surface changes are very difficult to detect with the naked eye. 

Considering the possible effects of pathological ETW, a treatment plan should be sought at the 

moment of diagnosis. However, it not easy to discriminate between physiological and pathological 

ETW due to the variety in clinical appearances and the range in symptoms that patient report. 

Additionally, the rate of ETW over time would need to be established, for dentists to have an 

indication as to monitor or treat severe cases (Van’t Spijker et al., 2009).  

1.2.6 Clinical recording of ETW  

There is a continuous clinical and scientific drive to be able to measure ETW and monitor its 

progression. Determining the rate of wear can help the clinician decide when and how to restore 

the teeth (Carvalho et al., 2015). 
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Several qualitative means for measuring ETW have been developed and reported in the literature. 

Currently, ETW indices, study casts, and photography are used to monitor ETW in the clinical setting; 

however, each method comes with their own inherent limitations.   

1.2.6.1 Tooth wear indices 

A review of the literature carried out by López-Frías et al., (2012) revealed an array of ETW indices 

that were developed for both clinical and research use. These are tools that utilise a grading or 

scoring system designed to identify increasing severity or progression of ETW. Some of the most 

popular indices include the tooth wear index, TWI (Smith and Knight, 1984), the Eccles Index (Eccles, 

1979) and the simpler and increasingly adopted Basic Erosive Wear Examination (BEWE) (Bartlett et 

al., 2008). This plethora of indices offers little standardisation among different international working 

groups, making it difficult to compare data. Furthermore, these indices traditionally concentrate on 

a single aetiological factor, on different surfaces, or use different terminologies which generates 

further confusion (Lopez-Frias et al., 2012).   

Measuring ETW in vivo is difficult as there is no natural baseline surface that can reliably remain 

unaffected from wear factors and act as a reference between periodic assessments. In most cases, 

the severity of ETW is determined based on visual inspection and recorded numerically. Indices have 

low sensitivity to small surface changes, are highly subjective (Mehta et al., 2012), and can lead to 

dissimilar opinions among clinicians (Hemmings et al., 2018). 

1.2.6.2 Articulated study casts  

Sequential study casts at approximately 6-12 monthly intervals are helpful in observing three-

dimensional morphological changes in teeth (Mehta et al., 2012).  The assessment of ETW can be 

performed repeatedly, under optimal conditions, outside the mouth, without time pressure (Ganss 

et al., 2001). They are also excellent for examining the occlusal surfaces of anterior teeth and their 
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occlusal relationship (Johansson et al., 1996). However, the difficulty in assessing ETW on study casts 

without the advantage of direct clinical observation remains an issue (Bartlett, 2003). The optical 

properties of enamel (Ganss et al., 2001) and the extent of dentine exposure (Bartlett, 2003) cannot 

be assessed on study casts, losing valuable information. Furthermore, dimensional changes of 

impression materials (Kim et al., 2001) and dental stones (Heshmati et al., 2002) contribute to 

measurement uncertainty.    

1.2.6.3 Clinical photographs 

Periodic high quality clinical photographs can also be used in monitoring ETW; however, similarly to 

study casts, photographs are not very sensitive and are subject to each clinician’s interpretation 

(Mehta et al., 2012). In addition, the difficulty in achieving the same effects of camera angle and 

lightning on the tooth surfaces each time make it less repeatable and reproducible method.   

1.3 Surface metrology  

1.3.1 Terminology of surface metrology 

According to the Oxford English Dictionary, (2022), a surface is defined as ‘the outermost part of a 

solid object considered with respect to its form, texture, or extent’. ISO 17450-1 (2011) 

differentiates between a real surface as the “set of features which physically exist and separate the 

entire workpiece from the surrounding medium” and the model surface as the “model representing 

the set of physical limits of the virtual or the real workpiece”. The measurement of the real surface 

of a material can be recorded by application of different techniques using physical phenomena such 

as mechanical contact, electromagnetic reflection/transmission (See Section 1.3.3 below) among 

others; therefore, a surface is a property that can have different values depending on the type of 

measurement technique and the applied scale.  
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In precision engineering and manufacturing, control of the areal nature of the surface allows the 

manufacturer to alter the tribological, biological, fluidic and many other properties of manufactured 

components. For example, control of surface texture is important for surface structuring to facilitate 

binding of biological molecules or for surfaces of microfluidic channels for flow control (Leach, 

2014). Surface measurement and characterisation are critical elements for quality control, diagnosis 

and monitoring during the manufacturing process as well as predicting a manufactured 

component’s functional properties in order to prevent engineering component failures that can be 

explained through tribological (wear, lubrication, and friction) mechanisms (Leach, 2014; Zheng et 

al., 2022). In dental research, this knowledge can be applied for various purposes such as 

investigating interacting surfaces among teeth, restorative materials, implants in the presence of 

saliva, food slurry and other external lubricants (Zheng et al., 2022); comparing surface textures 

(Field et al., 2010) and measuring bulk enamel and dentine tissue loss due to wear (Almohefer et 

al., 2021; Paepegaey et al., 2013).  

A surface profile measurement is defined as the measurement of line across the surface that can be 

represented mathematically as a height function in the 𝑍 axis, with lateral displacement, in the 

𝑋 or 𝑌 axes (Leach, 2014). A single 2D profile provides limited information about the investigated 

surface. Instead, multiple profile measurements can be measured and juxtaposed using software to 

generate a three-dimensional (3D) areal topography which would have far more bearing on the 

function and properties of the surface being investigated (Leach, 2014). 

Understanding the measuring capability of the equipment enables the operator to better 

understand the value of the results. Accuracy is defined by a combination of two necessary and 

complimentary elements: trueness and precision (ISO, 1994). In metrology, accuracy is defined as 

the “closeness of agreement between a measured quantity value and a true quantity value of a 
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measurand”, trueness as the “closeness of agreement between the average of an infinite number 

of replicate measured quantity values and a reference quantity value”, and precision as the 

“closeness of agreement between indications or measured quantity values obtained by replicate 

measurements on the same or similar objects under specified conditions” (JCGM, 2012). A system 

can have a bias i.e., poor accuracy but good precision, which can be corrected by calibrating the 

device. An accurate system with poor precision can also exist, in which case the mean of multiple 

measurements can be taken (DeLong, 2006). Ideally, both trueness and precision should be high. 

Resolution is the smallest change in a measured quantity that causes a perceptible change in the 

corresponding indication (JCGM, 2012). For example, the spatial resolution of a non-contacting laser 

profilometer (NCLP) would be the minimum distance between two adjacent features on a surface 

that can be differentiated (Leach, 2011). This is determined by the NCLP sensor, the step over 

distance (𝑋, 𝑌 axis), and the sensor spot size (Boltryk et al., 2008; F. Mullan et al., 2017). 

Discrimination threshold of a measuring system is the largest change in a value of quantity being 

measured that causes no detectable change in the corresponding indication; the sensitivity of the 

instrument which is the smallest absolute amount of change that can be detected should be above 

the discrimination threshold. The noise floor (i.e., the sum of all unwanted signals) of a 

measurement system is a combination of the instrument’s internal noise (instability in the 

instrument electronics); environmental noise (temperature, floor vibrations) and the noise of the 𝑋 

and 𝑌 drive units in the measurement along the 𝑍-axis when scanning (Leach, 2014). 

1.3.2 Surface topography characterisation 

A surface can be represented as a superimposition of different geometrical structures with different 

scales or wavelengths, from a large-scale component to a small-scale one. For example, the surface 

of a road is made up of features of many different wavelengths, ranging from the large hills and 
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valleys (long wavelengths) to the texture of the gravel and asphalt (short wavelengths). These 

components composing a surface are differentiated into form, waviness and roughness (DigitalSurf, 

2022a). Form has a large scale and represents the underlying shape of the surface. In dentistry, It is 

used for measurement of wear of dental tissues and materials measurements which will be 

described further below. Waviness is an intermediate-scale texture component, whilst roughness 

has a small scale and represents the fine structure of the surface and texture (Figure 1-1) (Leach, 

2013).  

 

Figure 1-1 – The topography of a surface profile consisting of three components (form, waviness, and roughness).  

Filters select (or reject) structure, according to their scale in the 𝑋 axis, in order to separate long-

scale components from short-scale components within the extracted profile (the digital form 

generated from a surface measuring instrument) which are judged to be of significance in a 

particular situation. Removing the form is fundamental for analysing surface texture which is 

considered the ‘fingerprint’ of a surface. A low-pass filter preserves (allows to pass) the lowest 

frequencies (retains the longer wavelengths) and therefore is applied to remove the shortest 
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wavelength components which usually signal the presence of noise and should not be considered 

for a roughness measurement. The result of low-pass filtering on a measured profile is called the 

primary profile. A high-pass filter preserves the high frequency features (retains the shorter 

wavelengths) while rejecting the longer ones to create surface roughness. A band-pass filter 

(combination of a low-pass and high-pass filter) is applied to create the surface waviness 

(DigitalSurf, 2022a; Leach, 2014, 2013).  

A filter is defined by two things, a cutoff wavelength and a filter type. The cutoff wavelength defines 

the intersection between long and short wavelengths and can be described as the ‘amount of 

smoothing’. Figure 1-2 shows the impact of the cutoff wavelength selection of filters on a primary 

profile (DigitalMetrology, 2019). A 0.8 mm cutoff separates a waviness profile with many peaks and 

valleys and a roughness profile. On the other hand, an 8.0 mm cutoff creates a smoother waviness 

profile and what remains is an increased roughness profile. The filter type defines the way the 

smoothing occurs. One of the most common filters is the Gaussian filter which is based on the 

weighted moving average that runs through the primary profile, accounting for any outliers, to 

create a smoother one (DigitalMetrology, 2019; Leach, 2013).  

 

Figure 1-2 – The impact of the cutoff wavelength selection of filters (adapted from DigitalMetrology, 2019). 

0.8 mm filter cut off 8.0 mm filter cut off 

Primary

Waviness

Roughness
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1.3.3 Surface profilometry 

Surface profilometry is a technique that measures the vertical displacement across a surface of 

material by traversing a physical or light-based stylus across a line on the surface to produce a 2D 

topographical measurement, i.e., a surface profile (Leach, 2014). By accumulating vertical 

displacement data as a height function, together with its 𝑋𝑌 lateral displacement 𝑍(x) for a series 

of juxta-positioned profiles, it is possible to analyse the 3D areal surface topography and 

characterise its surface texture features (Leach, 2013). Surface profilometers can be divided into 

two categories, according to the type of stylus being used; contact and non-contact (optical) 

profilometers which will be described in further detail below. These techniques have been utilised 

in several applications within dental research such as characterisation of tooth tissue and restorative 

material surfaces in vitro (Beleidy and Ziada, 2022; Özkan Karaca and Tunar, 2021; Saleeva et al., 

2022); this literature review will concentrate on its applications in evaluating ETW. 

1.3.3.1 Contact Profilometry  

Contact profilometry utilises a diamond or metal stylus in direct contact with the sample surface to 

capture data. The stylus tip diameter usually ranges between 1.5 - 20 μm and the loading force can 

vary between 0.05 - 100 mg; however, styli tips of varying geometry have been developed for 

specialist applications such as determination of tribological characteristics including friction, 

rheology and wear. (Barbour and Rees, 2004; Field et al., 2010; Lu et al., 2022). As the stylus is 

dragged across the surface at a constant speed, the vertical displacement of the stylus is converted 

into an electrical signal by a transducer which is then used for 2D and 3D measurements. 

There are many potential sources of measurement error from contacting surface profilometry which 

may also apply for optical profilometers described in Section 1.3.3.2 below. These are derived from 

environmental factors such as temperature, air pressure, mechanical vibrations and humidity; 
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software factors such as parameter definitions, filters and reference plane; object factors such as 

fixturing, relocation, deformation, cleanliness; instrument/hardware factors such as friction, 

electronic noise, quantisation, filters, zero-point drift, Abbe-offset, resolution, sensitivity, and 

tracking error and finally stylus errors such as hysteresis, shape, damage, load, wear and tip size 

(Leach, 2014; Leach et al., 2008).  

Owing to their finite shape, styli may not be able to penetrate intro valleys smaller than their 

diameter resulting in a distorted or filtered measure of the surface (Figure 1-3Figure 1-3) (Field et 

al., 2010; Leach, 2014). The lateral resolution (shortest wavelength) of a stylus instrument, λ, of a 

sinusoidal profile where the stylus can reach the bottom of the surface can be defined by the 

equation  𝜆 = 2𝜋√𝛼𝑟, where 𝛼 is the amplitude of the surface and 𝑟 is the radius of the stylus tip. 

Its axial (height resolution) is determined by the noise floor of the instrument (Leach, 2014). For 

smooth surfaces, contact profilometers can have vertical resolution as low as 0.1 nm and up to 1 

nm for rough surfaces or large steps (Field et al., 2010).  

 

Figure 1-3 – Contact profilometry on a mechanical surface to produce a 2D profile topography. 
A physical stylus modelled as a ball of finite diameter, defining the mechanical surface of the sample by moving across 
the real surface of the sample (adapted from R. Leach et al., 2014). 

If the force is too high, the stylus can cause damage to the surface being measured. On the other 

hand, smaller forces limit the measurement speed due to the risk of ‘stylus flight’ (Leach, 2014). 

Paepegaey et al., (2013) showed that the stylus used in contact profilometers was able to penetrate 

and damage the fragile softened layer of eroded enamel and thus it should be avoided when 

A

B
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investigating ETW, especially when in vitro longitudinal assessments are required. Another 

drawback of contact profilometry is the length of time required to take a measurement when 3D 

areal scanning is required (Leach, 2014), which is an area that optical instruments may offer an 

advantage over contact profilometry. Furthermore, the drag of the stylus in contact profilometers 

may lead to surface contamination (Boltryk et al., 2008).  

1.3.3.2 Non-contacting laser profilometry 

Similar to the operation of contact profilometry, non-contacting laser profilometers (NCLP), or also 

known as optical profilometers, measure surface topography by physically scanning a light spot 

across a surface and taking a point of measurement at set intervals in the 𝑋 axis (usually 5 - 50 μm 

step over distance), in a raster or rectilinear pattern to create a 3D surface topography (F. Mullan et 

al., 2017; J.M. Rodriguez et al., 2012). This optical stylus (beam) is typically below 100 μm in spot 

diameter (Rodriguez et al., 2009), and can be in the form of a polychromatic (white) or 

monochromatic light source. The sensor of the NCLP captures information from the light deflected 

from the sample surface, it is analysed by a spectrometer or a charge-coupled device (CCD) array 

and then a measurement point is plotted on a digital 𝑋𝑌𝑍 grid. When the point measurement sensor 

is set up with a controllable 𝑋𝑌 stage platform, 3D topographical maps of the scanned surface can 

be created consisting of numerous individually measured points on the digital 𝑋𝑌𝑍 grid (Austin et 

al., 2015; Boltryk et al., 2008; Leach, 2014). Anything which can affect the reflection of light back to 

the sensor may have an impact on the NCLP measurement capability (Leach, 2014).  

One of the biggest advantages of using an NCLP for measuring surfaces is that unlike contact 

profilometers, there is no direct contact between a stylus and the sample surface eliminating the 

risks of surface damage (Barbour and Rees, 2004). This allows for longitudinal assessment of the 

same surface over time. Additionally, NCLPs can be programmed to scan a batch of samples, placed 
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on its XY stage, thereby increasing time efficiency of experimentation, unlike contact profilometers 

which can only scan one sample at time. 

A common limitation of NCLPs is that the optical stylus used to measure complex surfaces, such as 

human enamel, can be distorted resulting in sensor drop out and data loss due to the inability of 

the sensor to detect the reflected light (Boltryk et al., 2009; J.M. Rodriguez et al., 2012). Similarly, 

the spot size of the optical stylus must be sufficiently small to accurately measure troughs, and its 

gauge range (the range of surface heights over which the sensor will operate) sufficiently large to 

detect valleys and peaks (Boltryk et al., 2009; Field et al., 2010). 

The two most commonly used optical techniques that profilometers use to measure surface 

topography are either by measuring the displacement of the laser beam using triangulation 

principles or, by using confocal imaging principles; therefore, these techniques will be reviewed 

below. Different displacement sensors that have been previously utilised to measure ETW include 

confocal white light (WL) (Mistry et al., 2015; O’Toole et al., 2016), confocal laser (CL) (F. Mullan et 

al., 2018; F Mullan et al., 2018), and triangulation laser (TL)  (J M Rodriguez et al., 2012; J.M. 

Rodriguez et al., 2012; Rodriguez and Bartlett, 2010).  

1.3.3.2.1 Triangulation laser profilometry 

Triangulation laser profilometry can be classified as a light scattering optical profiling technique and 

is used for a wide variety of industrial applications. Figure 1-4Figure 1-4 below shows a schematic 

set-up of optical triangulation in its simplest form. Light generated from a laser source is projected 

on to the target surface. A camera composed of a lens, focuses the scattered light to a spot on a 

position-sensitive photodetector, which measures the location of the illuminated point on the 

object. As the topography of the surface changes, this causes the spot to be displaced (d) so that 

the laser spot now appears at different places in the camera’s field of view. As the distance between 
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the laser source and inspection point changes, so changes the location on the detector. Changes 

from the nominal vertical distance will produce proportional changes in position (d’) at the detector. 

Using trigonometry, it is possible to calculate the 𝑋, 𝑌, 𝑍 coordinates of the spot on the surface 

(Leach, 2014).  

 
Figure 1-4 – Optical Triangulation 
This technique uses principles of trigonometry to determine the distance to the object using the angles and positions of 
two points of view, in this case the laser source and the camera (Created with BioRender.com). 

Laser triangulation profilometry would typically have a 1 μm axial resolution and, compared to 

confocal profilometry (see Section 1.3.3.2.2 below), an increased gauge range of 10 000 μm (Boltryk 

et al., 2008) which is useful in dental research for measuring the macro geometry of entire teeth in 

vitro that have been reproduced in dental stone or impression material (Rodriguez et al., 2009). 

Such systems are optimised for measurement of diffuse surfaces, such as dental stone, which scatter 

and reflect incident rays at many angles rather than at just one angle (Rodriguez et al., 2009). The 

accuracy and repeatability of a triangulation laser profilometer was reported to be 1.3 μm and 

1.6 μm, respectively, for scanning plaster models (J M Rodriguez et al., 2012).  

 

Camera unit 
with lens and
detector



Polyvios Charalambous        Chapter 1 

42 
 

Triangulation sensors suffer from a number of disadvantages. Firstly, the spot diameter of the 

focused laser beam on the surface varies throughout the vertical measuring range, which can be 

important when measuring relatively small features; the size of the spot will act as an averaging 

filter near the beginning and the end of the measuring range (Leach, 2014). Secondly, an 

uninterrupted line of sight between the laser, surface, and camera/detector, without occlusions, is 

required for measurement. Therefore, the sensor must be in the correct orientation so that the laser 

spot is not hidden by any complex morphologies/high curvatures/undercuts (Boltryk et al., 2008; 

Leach, 2014; Logozzo et al., 2014; Richert et al., 2017). The presence of two or more detectors at 

different positions reduces the risk of these complex morphologies potentially blocking the return 

path of the reflected light (Boltryk et al., 2009; Leach, 2014).  Thirdly, problems may arise from 

smooth, highly reflective specular surfaces that allow mirror-like reflection of light from a surface, 

in which light from a single incoming direction is reflected into a single outgoing direction. The lack 

of scattering means that triangulation lasers are least suited for directly measuring enamel and 

dentine; unlike other optical surface measurements such as confocal profilometers.  

1.3.3.2.2 Confocal profilometry  

Confocal profilometers use a sensor that operates on the confocal chromatic length aberration 

principle. Figure 1-5Figure 1-5 shows a commonly described configuration of a confocal 

profilometer. A polychromatic (i.e., white) light is emitted from a light source and projected to a 

lens with high chromatic aberration. The aberration lens separates the polychromatic light into its 

constituent wavelengths and the resulting dispersed light is projected onto the sample surface. The 

different wavelengths are now focused at different distances from the lens.  Surface areas closer to 

the sensor (i.e., at a higher 𝑍 position) are exposed to the blue end of the light spectrum whilst 

surface areas further from the sensor are exposed to the red end of the spectrum. The resulting 
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reflected light from the focal area is therefore mostly monochromatic with all other wavelengths 

out of focus. The reflected light is transmitted back through the chromatic lens via a beam splitter, 

through a pinhole to a spectrometer with a charged coupled sensor (CCD). The purpose of the 

confocal pinhole is to filter the reflected light even further, isolating one single wavelength in perfect 

focus. The CCD detects this light and converts it to digital data. The spectrometer analyses the 

spectral distribution of the reflected light by determining the position of maximum intensity on the 

CCD signal (i.e., the maximum wavelength peak of the received signal). Therefore, the wavelength 

of peak intensity represents the average 𝑍 axis position, within the area of the light spot projected 

onto the sample surface (JYFEL, 2022; Leach, 2014).  

 

Figure 1-5 – Schematic of the optical principles of confocal chromatic profilometry (Created with BioRender.com) 

Confocal profilometers that utilise monochromatic light also operate based on the confocal principle 

and therefore utilise a similar optical configuration (see Figure 1-6 below). Light is emitted from the 

light source through a pinhole before it passes through an objective lens. The 𝑍 height position of 

the lens can be adjusted so that the monochromatic light is focused on the surface. The reflected 
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light is transmitted back via a beam splitter, through another pinhole to the sensor. The sensor 

detects the heightened light intensity when the sample surface is in focus; whilst it detects no light 

intensity when the sample surface is out of focus. In confocal monochromatic profilometers, there 

is no need for an objective lens with longitudinal chromatic aberration as the light is filtered by the 

use of multiple pinholes (Boltryk et al., 2009; NanoFocus, 2022).   

 

Figure 1-6 – Schematic of the optical principles of confocal monochromatic profilometry (Created with BioRender.com) 

The advantages of confocal profilometers in general include rapid scanning time, high vertical 

resolution of ∼1 nm and a small spot size that optimises lateral resolution. Due to the principle of 

confocal imaging, such profilometers exhibit a high spatial resolution, regardless of any ambient 

illumination, which means less environmental light noise. The chromatic configuration enables the 

device to be less sensitive to reflectivity variations in the sample enabling the measurement of 

varying types of materials, transparent and opaque, specular or scattering, polished or not.  
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Therefore, any need of sample surface treatment is eliminated.  The use of polychromatic light and 

not of a coherent source laser eliminates the rise of issues associated with speckle and artefacts 

such as batwings often seen with confocal laser (monochromatic) profilometry (Boltryk et al., 2009; 

Leach, 2014). On the other hand, chromatic profilometers have been reported to be limited when 

measuring features with steep angulations greater than 30°, resulting in loss of data (Boltryk et al., 

2009). Furthermore, monochromatic profilometer systems can have greater gauge range of 600 μm 

compared to its chromatic equivalent that was limited to 350 μm. Therefore, the monochromatic 

confocal sensor is more suitable for measurement of curved surfaces with steep angulations and 

vertically larger features whilst the polychromatic sensor is best suited for relatively flat surfaces 

with micro features (Boltryk et al., 2009).  

1.3.3.2.3 Confocal laser scanning microscopy  

Confocal laser scanning microscopy (CLSM) is a non-destructive 3D imaging technique utilising a 

light or laser source to scan the surface of an object using principles of confocal imaging to obtain 

high-resolution images (Field et al., 2010). It differs from conventional microscopy in that its optical 

configuration has additional pinhole apertures, in front of the light source and in front of the 

detector which help to increase the lateral optical resolution (super-resolution). It operates using 

the confocal principle i.e., only surface points in focus are bright, while out of focus points remain 

dark (Leach, 2014). Although this technique has a limited vertical (𝑍) range between 4 and 50 μm, 

with the removal of out-of-focus light and 3D image reconstruction, it can produce high quality 

images, one depth level at a time. Surface images of samples can be similar in character to scanning 

electron microscopy (SEM), but without many of its issues associated with specimen preparation 

(Maia et al., 2014). The potential benefits of CLSM in comparison to the other techniques are the 

smaller laser spot size resulting in improved lateral resolution and thus potentially higher quality 
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measurement for the key features of the 4–6 μm enamel prism (Leach, 2011). However, as with 

other microscopy techniques, CLSM is limited in its application to record surface texture.   

1.3.4 Profile and areal field parameters 

There are several different parameters that can be used to calculate the different components 

within a surface. Currently, profile (ISO 4287) and areal (ISO 25178) parameters are defined by 

international standards. Profile parameters are divided into three groups depending on the type of 

profile from which they are calculated. P parameters are calculated on the primary profile whilst W 

and R parameters are calculated on the waviness and roughness profiles, respectively (DigitalSurf, 

2022a). Height (or amplitude) profile parameters measure the vertical deviations from the mean 

line which is used as a reference and is calculated as the mean value of all heights (Leach, 2014). 

Two of the most common profile parameters for roughness are Ra and Rq (Figure 1-7).  

 

Figure 1-7 – Ra and Rq roughness parameters (adapted from DigitalMetrology, 2019). 

The Ra (average roughness) parameter is the arithmetic mean of the absolute ordinate height 

values, 𝑍(x) within the sampling length, l,  

Ra = Mean (1,4,6,8,5,2,1,4,1,2,1,4,7,4,1,2,5,8,5,2,1,4,1,1)

Rq = StdDev (1,4,6,8,5,2,1,4,1,2,1,4,7,4,1,2,5,8,5,2,1,4,1,1)

Ra = 3.33

Rq = 4.0

σ = Rq
Ra
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Rq is another parameter that is gaining popularity and corresponds to the standard deviation (root 

mean square deviation) of the height distribution, 𝑍(x), within the sampling length, l,  
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The skewness of the extracted roughness profile, Rsk, is a measurement of the asymmetry of the 

height distribution about the mean reference line, within the sampling length. Figure 1-8 shows 

profiles with positive, zero, and negative Rsk values. Positive values correspond to high peaks spread 

on a regular surface (positively skewed, while negative values correspond to surfaces with valleys. 

For a surface with a random (or Gaussian) height distribution that has symmetrical topography the 

skewness is zero. Therefore, this parameter represents the degree of bias of a height distribution 

curve. Using Rsk, we can distinguish two surfaces having the same Ra value (Leach, 2014, 2001). 

 

Figure 1-8 – Profiles with positive, zero, and negative Rsk values (adapted from R. Leach, 2014). 

The kurtosis of the assessed profile, Rku, is a measure of the sharpness of the surface height 

distribution, within the sampling length. A surface with a perfectly random (or Gaussian) distribution 

Rsk < 0

Rsk = 0

Rsk > 0
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has a Rku value of three. The farther the result is from three, the less random and more repetitive 

the surface is. A spiky surface will have a high kurtosis value and a bumpy surface will have a low 

kurtosis value (Figure 1-9) (DigitalSurf, 2022a; Leach, 2014, 2001; Zygo, 2018).  

 

Figure 1-9 – Profiles with high and low values of Rku (Zygo, 2018). 

There are inherent limitations with 2D surface measurements as a 2D profile does not necessarily 

indicate the exact nature of any topographical features and the functional properties of the 3D 

surface. Furthermore, two profiles with dissimilar features may yield similar Ra and Rq values. For 

this reason, areal field parameters have been developed for characterisation of the 3D surface. 

Unlike profile parameters, prefixes of areal (surface) parameters do not require three different 

groups distinguishing between profile, waviness, and roughness; therefore, they always start with 

the upper-case letter S. These areal parameters are the extension of the mathematical expressions 

of profile parameters that can be applied to the whole surface. For example, Sa and Sq are simply 

the extension to a plane of the equations of Ra and Rq that are defined for a line, respectively, 

(DigitalSurf, 2022a; Leach, 2014). 

These parameters have been extensively used in dental research, especially within the field of tooth 

and material wear. Ghazal & Kern, (2009) investigated the correlation of wear of human enamel and 

nanofilled composite resin teeth against increasing surface roughness of antagonistic zirconia 

ceramic balls using the Ra values measured with a laser scanner. They showed that ceramic with 
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increased Ra roughness resulted in increased wear of human enamel and composite resin. Derceli 

et al., (2020) reported no statistical differences in Ra roughness on bovine and human enamel after 

erosive wear by exposure to gaseous hydrochloric acid. Another study using the Rq roughness 

parameter showed an increase in enamel softening and hence wear after ten 1-min cycles of wine 

exposure (Kwek et al., 2015). Rodriguez et al., (2009) showed that there were statistically significant 

differences between Ra and Rq roughness of three type IV dental stones and 15 impression 

materials digitised which can be used for the monitoring of ETW. More recently, Meireles et al., 

(2015) used Sa, Sq, Ssk, and Sku parameters to characterise natural enamel surface with and without 

wear. The authors reported that Sa, Sq, and Ssk roughness values were insufficient at distinguishing 

between worn and unworn natural enamel, whereas the Sku parameter was lower for the worn 

enamel. Similarly, Mullan, Bartlett, et al., (2017) reported statistically significant differences in Sa 

values for polished human enamel at 15, 30, 45 mins of erosive wear compared to baseline whilst 

for natural enamel only wear after 45 mins was significantly different. Furthermore, Mann et al., 

(2014) investigated the effect of two different hydrochloric acid challenges (pH 1.5) and (pH 3.0) 

over 2 min on polished enamel samples by measuring the Sa roughness. They identified significant 

increases in roughness after only 30 s for both pH values; however, a plateau was observed 

thereafter once initial demineralisation occurred. This supports suggestions that roughness 

measurements are better at identifying early surface change as opposed to bulk extensive loss. 

1.3.5 Surface form measurement and analysis 

Changes in surface form of tooth tissues between the wear lesion and the reference unworn region 

is one of the most common methods utilised to measure tissue or material loss due to wear (Austin 

et al., 2015; Wulfman et al., 2018; Young and Tenuta, 2011). Currently, different protocols and 
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techniques have been proposed for quantitative wear analysis which will be defined below by the 

number of scans required as well as the type of metrological calculation. 

1.3.5.1 Single-scan technique 

The use of a single scan of a sample surface following wear simulation is the most commonly 

described measurement technique in dental erosion studies in vitro (Young and Tenuta, 2011). The 

majority of ETW studies have been conducted on flat polished enamel and dentine samples 

(Almohefer et al., 2021; Mistry, 2016; Mylonas et al., 2018; Poggio et al., 2009; Young and Tenuta, 

2011; Zheng et al., 2010, 2009) for two main reasons. Firstly, polishing eliminates natural variations 

and ensures standardised sample preparation resulting in a more repeatable and reproducible 

technique which facilitates lesion characterisation (Poggio et al., 2009; Young and Tenuta, 2011). 

Secondly, most experimental techniques require planar polished surfaces for precise measurements 

of the early wear defects and for creating reference regions with protective barriers surfaces (Attin 

and Wegehaupt, 2014). However, polishing removes the aprismatic outer enamel layer, which is 

often fluoridated and can resist acid dissolution better (Ganss et al., 2000); a concern that does not 

apply for this thesis as the investigation of the histopathological mechanism of wear was not within 

its scope.  

The two most common protective barrier materials used in erosion studies when simulating wear 

are nail varnish and acid resistant adhesive tape. Nail varnish is painted on the tooth sample leaving 

a window of exposed tooth tissue and following experimentation is removed with acetone 

(Alexandria et al., 2017; Ionta et al., 2019). However, the application and removal of the varnish may 

affect the surface topography of the underlying tissue. Adhesive tape has been placed on the 

polished tooth samples in a similar manner to nail varnish (Almohefer et al., 2021; Gracia et al., 

2010; Mylonas et al., 2018). Tape is easier to remove, and any adhesive residue left on the tissue 
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once removed can be cleaned with ethanol. Using tape as a barrier has demonstrated no effects on 

tissue topography (Gracia et al., 2010), nonetheless, as alcohol is present in many mouthwashes and 

drinks, any effects on the tissue topography would be consistent with in vivo conditions.  

Step height calculations for determining the amount of tooth tissue of material lost from wear is 

considered the gold standard which is described in Section 1.3.5.1.1 below. As this method is 

optimised for flat surfaces, it cannot be applied in the same way for freeform surfaces, such as seen 

in natural enamel, simply because conventional form removal techniques and the use of curved 

reference regions present several challenges (Mylonas et al., 2019). Previous studies have reported 

that wear quantification on natural enamel requires the comparison of two sequential scans, i.e., a 

pre- and a post-wear scan, either via surface subtraction (Holme et al., 2005; Stenhagen et al., 2011) 

or via scan superimposition (Mylonas et al., 2019; J M Rodriguez et al., 2012; Rodriguez and Bartlett, 

2010). Interestingly, (Ganss et al., 2000) demonstrated measurement of erosive wear on natural 

human enamel samples utilising a regression line method to determine the vertical distance 

between the reference unworn enamel and the lesion. However, their technique was not based on 

ISO standards and the lesions created on natural enamel were relatively deep (≳50 μm) and distinct 

for measurement; therefore, its reproducibility and accuracy remain uncertain. 

1.3.5.1.1 Step height measurement (ISO 5436-1) 

Step height is a measurement technique that has been extensively used in dental research and more 

specifically for measuring tooth tissue loss. In the field of surface metrology, step height artefacts 

(of known dimensions within a measurement uncertainty) are used to calibrate a measuring 

instrument as well as demonstrate traceability i.e., to demonstrate its high accuracy. According to 

the ISO 5436-1 standard, a step height is calculated as the difference in height between the mid-

third region of a valley (step) and two reference regions on either side on a measured profile (de 
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Groot and Fitzgerald, 2017; Leach, 2015), as shown in Figure 1-10Figure 1-10. As mentioned above, 

this type of measurement is optimised for use on flat surfaces such as polished enamel and dentine. 

When the form is a line or a plane (planar profile or surface) any slope/tilt can be corrected by 

levelling. This is a function offered in metrology software and is based on the calculation of the least-

squares line/plane associated with the profile/surface. This is the same line that is used as a 

reference for the calculation of surface texture parameters (discussed in Section 1.3.4 above). When 

the form is non-planar, the equivalent of levelling is form removal using an estimated polynomial 

shape, and optionally excluding a portion of the surface that is intended to be measured. Removing 

the form, makes it possible to define a flat reference around the region of interest for vertical or 

volumetric measurements of features such as wear lesions and surface changes (DigitalSurf, 2022a). 

Step height calculations can also be conducted on the residual output following subtraction of 

freeform surfaces (Mylonas et al., 2019), a method that is described in more detail in Section 

1.3.5.2.1 below on page 55. 

 

Figure 1-10 – Step height calculation (ISO 5436-1).  
Left, change in height 𝑑 is calculated as the difference in height between the reference regions (A and B) and the central 
mid-third region of the valley (C) (de Groot and Fitzgerald, 2017). Right, example of an automated step height calculation 
to measure enamel loss following erosion (Mountains8, DigitalSurf, France)  

In the case of ETW studies, a step height measurement would be carried out after the central zone 

of enamel or dentine is exposed to wear simulation producing a lesion whilst reference areas on 
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either side are covered by a protective barrier, leaving them unaffected from erosion. Figure 

1-10Figure 1-10 above (right side) shows an example of using an automated step height calculation 

to measure enamel loss following erosion (Mountains8, DigitalSurf, France) 

There are several metrology software packages which offer different ways of calculating step 

heights. Previously, step heights have been calculated using a single profile across the middle of the 

sample, known as mid-point step height (O’Toole et al., 2015) or by measuring the average from 

multiple profile lines; this has been previously calculated using five (Mistry et al., 2015) or ten 

profiles (Mutahar et al., 2017). The use of single or a few line profiles may not necessarily be 

representative of the erosion lesion as both the lesion and the reference enamel may not be 

uniformly the same.  

3D step height measurement methods have been developed based on the entire surface of the 

lesion to overcome this issue; however, each type is defined differently according to different 

studies. A type of 3D step height commonly reported in the literature and utilising the ISO 5436-1, 

is calculated based on the average profile formulated from all-series of profiles that compose the 

entire selected surface (Mylonas et al., 2018; Sar Sancakli et al., 2015). Using the ISO 5436-1 function 

of the software, this type of 3D step height does not require the operator to select the location of a 

single or a few profiles across the lesion nor where the reference and the lesion mid-third is; instead, 

this is an automatic calculation made by the software based on all extracted profiles and therefore 

is a more objective technique of measuring surface loss (DigitalSurf, 2022a). Sar Sancakli et al., 

(2015) validated this type of 3D step height to an accuracy of 0.042 μm; however, the technique the 

authors used was not made clear in their publication.  
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1.3.5.1.2 Non-ISO wear measurement  

Some studies have measured wear on polished enamel using only one reference area (Conceição et 

al., 2015; Ganss et al., 2000) and therefore did not comply with ISO standards. Having one reference 

area may introduce errors during levelling and may be difficult to judge if the measured value is a 

true reflection of the wear or an anomaly/artefact of the sample or the analysis process. Ganss et 

al., (2000) measured erosive wear on both polished and natural enamel samples. For polished 

samples wear was measured as the average vertical distance between the highest and lower point 

of six profiles. For natural enamel, the profile tracing was adjusted to the 𝑋 axis using a 0.3 mm 

regression line constructed as close as possible to the eroded lesion trace; erosive wear was then 

calculated as the vertical distance between the highest point of the reference region and the lower 

point of the eroded region within the first 0.3 mm of the regression line. The problem with this 

approach is in the variation that exists within natural enamel and the fact that the highest/lowest 

points need to be defined by the operator introducing bias and inconsistency across samples. A 

different type of 3D step height described in the literature was defined by dividing the volume of 

the lesion (μm3) by its surface area (μm2) (Paepegaey et al., 2013; Rodriguez and Bartlett, 2010). 

This method, however, does not conform to the ISO 5436-1 standard and is technique sensitive as 

it relies on the operator defining the edges of the erosion lesion.  

1.3.5.2 Bi-scan techniques 

Measuring wear on freeform surfaces such as seen in teeth presents significant measurement 

challenges for which are not yet fully elucidated (Savio et al., 2007). The main challenges are found 

within the surface complexity making form removal difficult as well as creating reference surfaces 

required for metrological measurements. As described above, to overcome these challenges, most 

of ETW studies were conducted on polished tooth tissue samples. Previous studies have quantified 
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wear on freeform surfaces via surface subtraction or scan superimposition which are described 

below.  

1.3.5.2.1 Surface subtraction  

Surface or profile subtraction refers to the software computation of the difference in a single 

dimension (usually in the 𝑍 axis), between corresponding surface points of two sequential datasets; 

the subtraction of a pre- and post-wear dataset produces a relatively flat residual or ‘difference’ 

dataset which can be used for measurements of surface change (Holme et al., 2005; Mylonas et al., 

2019; Stenhagen et al., 2011). This technique is particularly useful in industries assessing 

topographic change such as surface wear, corrosion, or the degree of similarity between two 

manufactured parts, in a relatively small area in relation to the entire sample (Mansouri, 2014). If 

no surface changes occur and assuming no scanning errors, the subtraction of two perfectly identical 

datasets would result in form removal and a flat residual dataset, regardless of the original freeform 

shape of the surface. On the other hand, if localised wear occurs on a surface, the residual dataset 

would reveal change with data of negative 𝑍 heights in relation to a surrounding flat surface where 

no change has occurred (Holme et al., 2005; Stenhagen et al., 2011).  

The first ETW study to utilise this technique was described by Holme et al., (2005). Prior to scanning 

each sample, a specially designed holder was used which allowed reproducible repositioning by a 

few microns. Therefore, the pre- and post-wear datasets of these samples made by a white light 

interferometer were pre-aligned using a jig during scanning prior to the subtraction analysis which 

resulted in a ‘difference’ image from which enamel loss was calculated. Using a software 

programme, loss in polished enamel was determined by calculating the depth distribution of the 

pixels in the worn enamel region relative to uneroded amalgam used as the reference (Holme et al., 

2005); The subtraction of the two datasets allowed for the calculation of step height on local 
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changes in the topography. Stenhagen et al., (2011) measured wear in polished human enamel 

samples in the same manner. They reported that using surface subtraction of scans from a white 

light interferometer allowed for calculation of step heights as low as 5.1 (1.1) μm. However, it is not 

clear how dataset alignment was carried out in this study. A more recent study investigated ETW on 

natural enamel by subtracting pre- and post-wear datasets from NCLP scans. They also utilised a 

bespoke repositioning jig on the stage of the NCLP to facilitate alignment of before and after erosion 

datasets prior to subtraction which allowed for step height measurement of the wear scar (Mylonas 

et al., 2019). Although the use of a physical repositioning jig can be useful in in vitro studies, this 

would not be practical for direct in vivo scanning of oral surfaces due to the movement of both the 

patient and intraoral scanners which are described in Section 1.3.5.3 below.  

The surface subtraction technique is subject to errors inherent to the way the two datasets are 

aligned (Figure 1-11Figure 1-11). Where there is a difference in slope between the two datasets; it 

is crucial that they are perfectly aligned in the 𝑋 and 𝑌 axes before subtraction occurs: otherwise, 

this will introduce errors in the step height measurements. These errors can be minimised using 

functions available in surface metrology software to improve alignment. Holme et al., (2005) using 

metrology software carried out a two-step shift in the 𝑋 and 𝑌 axes of each dataset relative to the 

original prior to subtraction. Similarly, Mylonas et al. (2019) using similar software corrected the 

offset and rotational differences between the two datasets prior to subtraction. Although these 

additional steps reduce errors, the alignment described in both studies was manually controlled by 

the operator and therefore introduces operator errors. No study reported the use of surface 

subtraction without the use of a physical repositioning jig or software correction of dataset 

alignment and therefore further research is required for automating the process.  
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Figure 1-11 – Surface subtraction of two datasets and the importance of correct alignment between datasets prior to 
subtraction (DigitalSurf, 2022a).  
The subtraction of perfectly aligned peaks and valleys of the blue and red profile result in a residual profile (yellow).  If 
peaks and valleys are erroneously aligned and not located at the same place, the amplitude values of the residual profile 
can be bigger than the source profile.  

1.3.5.2.2 Surface registration (superimposition) 

Surface registration refers to the superimposition or alignment of 3D point cloud datasets produced 

by optical scanners, such as profilometers and intraoral scanners, for comparison and analysis of 

surface change. Reverse-engineering superimposition software use point clouds and apply surface 

matching algorithms, to find registration parameters and compute a transformation which aligns a 

moving dataset to a fixed reference dataset. Sourced from engineering, surface-registration 

techniques has been adopted in dental research to quantify surface change in several fields such as 

orthodontics (Becker et al., 2018a; Camardella et al., 2017b) and periodontics (Clozza et al., 2012); 

and has shown great promise as a method to quantify wear of teeth and dental materials (Kühne et 

al., 2021; J.M. Rodriguez et al., 2012). Figure 1-12Figure 1-12 shows  two datasets of a tooth, before 

and after a crater was created on one of its cusps using a dental bur, and their surface registration 

for surface change quantification. The baseline surface (1) and post-wear surfaces (2) of a tooth are 

aligned based on a surface matching algorithm excluding the areas of surface change from 

alignment (3) to produce a colour-coded 3D comparison (4) in which negative deviations (surface 

loss) is represented in blue and no change is seen as green (5).  

Baseline surface 

lesion

Worn surface Residual surface

lesion

No change
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Figure 1-12 – Surface registration of two datasets for ETW quantification.  
The baseline surface (1) and post-wear surfaces (2) of a tooth are aligned based on the computation of a surface-
matching algorithm (3) to produce a colour-coded 3D comparison as a function of deviations in Z between datasets (4) 
in which negative deviations, representing surface loss, are seen in blue colour shades and surface regions with no 
significant wear are seen as green colour shades (5) (Images used from GeomagicControl 2014, 3DSystems). 

The alignment of two datasets can be conducted utilising one of three different methods:  landmark-

based alignment, best-fit alignment, and reference best-fit alignment; however, the exact 

mathematical complexities of the algorithms used in software are often hidden to the operator for 

ease of software use (O’Toole et al., 2019a).  

Landmark-based alignment is performed manually by the user who selects a series of common 

landmarks or points on each dataset for alignment by the software. This method is highly subjective 

and dependent on the operator’s skill and understanding of alignment (O’Toole et al., 2019a).  

Best-fit alignment is an automated method which aligns consecutive scan datasets based on 

iterative-closest-point (ICP) algorithms which can somewhat differ according to the software used; 

and does not involve user-based decision-making. ICP was originally introduced by (Besl and McKay, 

1992) and is one of the most widely utilised algorithms for structural engineering applications. It 

works based on an iterative search of 3D correspondences between point pairs from two sets of 
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point clouds to determine the rigid transformation (translation and rotation matrices) to the moving 

dataset (i.e., the subsequent scan) whose application can lead to the least-squares best fit on the 

fixed reference dataset (i.e., the baseline scan) in terms of minimising the root-mean-square 

distance. The process of estimating the closest points and application of the rigid transformation is 

repeated until convergence (Becker et al., 2018a; Marani et al., 2016; O’Toole et al., 2019a). One of 

the biggest disadvantages of ICP is that surfaces are forced to be aligned in a way that is not 

biologically informed which can lead to local distortions and inaccurate measurements. Due to the 

nature of the iterative algorithms’ termination criteria, the alignment process will minimise the 

mesh distance error and spread errors evenly over both positive and negative deviations between 

the aligning datasets. In the case of wear measurements, the large deviations between the two 

datasets in the wear region would be underestimated due to the algorithm forcing the two datasets 

together whilst, unworn regions may appear to have “gained” in surface which is impossible and 

unconvincing (O’Toole et al., 2019a, 2019b).  

A reference best-fit alignment also aligns two datasets by means of the ICP algorithm. However, it 

aligns the datasets by employing reference regions, defined by the operator, which are least likely 

to have undergone change. This avoids the error of underestimating the defect of interest but 

introduces operator bias when selecting the reference regions on the datasets. 

Rodriguez & Bartlett, (2010) conducted in vitro study quantifying dietary erosion-abrasion wear on 

polished enamel samples by superimposing TL NCLP scans. Although, the authors reported a strong 

positive correlation (p=0.76) between 2D and 3D step height measurements; only 3D step height 

measurements demonstrated significant differences between different fruit drinks tested, whilst 2D 

measurements did not apart versus water control. This suggested that compared to 2D, 3D 

measurements are a more sensitive to surface changes and a more accurate representation of the 
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activity of the wear as it account for the overall lesion (Rodriguez and Bartlett, 2010). Rodriguez et 

al., (2012b) showed that the superimposition procedure using NCLP scans for volumetric ETW 

measurements was accurate with a mean (SD) error 2.7 (0.7) μm (repeated superimpositions of 

same cast) and 14.8 (2.8) μm (repeated superimpositions of five identical casts).   

As direct scanning of teeth using high accuracy scanners is not possible, replica techniques have 

been proposed as an important step towards in vivo measurements of ETW. Hjortsjö et al., (2012) 

used NCLP scans of enamel samples and their associated positive replicas made in acrylic resin to 

measure tissue loss. Results revealed a strong correlation between enamel and replica scans for 

tissue loss measurements. This technique did not use superimposition of two datasets but is 

considered important as the concept of replicating the dentition using impression or casting 

materials at different points of time can be adopted for in vivo ETW progression monitoring 

superimposition of subsequent impressions/casts. 3D virtual models have previously been made ex 

vivo with profilometry (Chadwick et al., 2005; Pintado et al., 1997; J.M. Rodriguez et al., 2012) or 

dental laboratory scanners (Ahmed et al., 2016; Gkantidis et al., 2020; Zou et al., 2009), indirectly 

via gypsum study casts (Ahmed et al., 2016; J.M. Rodriguez et al., 2012), electro-conductive coated 

gypsum (Chadwick et al., 2005), or epoxy-resin (Pintado et al., 1997). 

Rodriguez et al., (2012a) conducted an in vivo study to investigate progression of tissue loss on 

patients with diagnosed ETW. Using NCLP scans and ICP superimposition software, they quantified 

surface changes on the patients’ dental stone casts over a period of 12 months. The average wear 

of all subjects detected was less than the measurement error (15 μm) of the technique used; 

however, they suggested that focussing upon the most severely affected teeth in future studies 

would make wear monitoring measurement easier. Ahmed et al., (2016) assessed the accuracy of a 

3D contact scanning system and superimposition of dental stone casts in measuring ETW 
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progression in a patient over a 12-month period. At first, the accuracy of the scanner, 2.8 ± 0.8 μm, 

and of different types of impression materials being tested (alginate, −35 ± 64 μm, polyether -25 ± 

29- μm, and polyvinyl siloxane, 12 ± 34 μm) in measuring a stainless steel model consisting of seven 

ball bearings (Ø10 mm) was ascertained, the authors demonstrated that the overall accuracy of the 

workflow in vitro was 33 μm for each cast production; therefore 66 μm for the scanning of two 

successive casts and superimposition. The use of this workflow was clinically translated on a patient; 

it demonstrated localised areas of noticeable wear extended to a depth of 500 μm and therefore 

more research is required for detection of less severe wear progression rates.  

The concept of indirect digitisation of plaster casts can be applied to measure wear of clinical 

materials. A recent clinical study investigated the in vivo wear of composite and lithium disilicate 

ceramic restorations on molars and premolars of 12 patients over a period of 3 years (Burian et al., 

2021). The data was obtained by scanning casts using a laboratory scanner and superimposed with 

the baseline using ICP to measure mean vertical loss. Results for composite restorations revealed 

that the mean wear rate per month over the first year was 15.5 ± 8.9 μm and 28.5 ± 20.2 μm, for 

the premolar and molar restorations, respectively; whilst for the lithium disilicate ceramic 

restorations, it was 7.5 ± 3.4 μm and 7.8 ± 2.0 μm.  

1.3.5.3 Surface feature detection methods 

Software dedicated to surface metrology may offer functionalities to detect and quantify surface 

features with boundaries such as particles, pores, and grains. Such surface feature analysis is used 

in research and industry across many fields such as quality control and characterization of structured 

and nano-structured materials and assemblies. There are several feature detection methods such 

as threshold segmentation, watershed segmentation (ISO 25178-2), edge detection, and circle 

detection which are described in more detail below. Depending on the method or the field of 
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application, surface features can be described using different names, some examples of which can 

be seen in Table 1-1. Generally speaking, there are two types of features, those above the 

background topography (protruding feature) and those below (receding feature) (DigitalSurf, 

2022a). The terms “groove” or “crater” were selected to be used throughout this thesis to describe 

round or elongated recessive surface features created on enamel surfaces or other experimental 

surface substrates representing surface loss / wear (Gao et al., 2019; Leach, 2013). Regardless of 

the detection method, once a feature is detected by the software, different parameters can be 

calculated associated with the feature such as height, area, and volumetric measurements.  

Table 1-1 – Common vocabulary used to describe surface features in metrology. 

Surface feature 
vocabulary 

Description 

Particle/Pore Object above/below a reference height (or intensity).  
Obtained using a threshold, or by segmentation with a gradient. 

Island Hill above a plane used as a threshold. 

Crater Valley below a plane used as a threshold. 

Groove Elongated valley below a plane used as a threshold 

Hill and its peak / 
Dale and its pit 

Portion of a surface (‘motif’) obtained by watershed segmentation as defined 
in ISO 25178-2. 

Hole Dark object on an image, or a group of non-measured points on a surface. Its 
content cannot be analysed, only its horizontal characteristics (lateral size or 
area). 

Grain Used in metallography for crystal grains on a sample slice. 

Structure Geometric shape above or below the surface, for example on a 
microelectronic structure such as a micro-electromechanical systems. 
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1.3.5.3.1 Threshold detection 

Threshold detection, or also known as threshold segmentation, is a fast method to detect surface 

features on a surface with a flat and horizontal background topography such as seen in polished 

enamel or in residual ‘difference’ surfaces following subtraction of two scans of the same surface. 

The roughness of the surface must be smaller than the height of the feature. Using the analogy of 

water flooding a landscape, particles are the islands left when the landscape is flooded up to the 

chosen threshold, whilst craters/pores are holes below the water surface. Figure 1-13 below 

illustrates the threshold detection method to distinguish surface loss on a flat polished enamel 

surface. The scanned dataset of an eroded polished enamel surface is displayed as a colour-coded 

surface. Colours act as a function of 𝑍 heights where the eroded enamel is displayed as a dark blue 

valley and non-eroded flat enamel as a grey flat background topography. The valley of eroded 

enamel is detected using the threshold settings to distinguish surface heights below the mean plane 

based on the histogram of the surface heights distribution (light blue colour) and the Abbot-

Firestone curve (red). The vertical axis represents the depth of the surface heights while the 

horizontal axis represents the bearing ratio which is the cumulative sum of all the surface depths 

(DigitalSurf, 2022a).   
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Figure 1-13 – Threshold detection method to distinguish surface loss on a flat polished enamel surface. 

1.3.5.3.2 Watershed segmentation 

The term “motif” in surface metrology originated in the 1980s in the French automotive industry 

when a new method for characterising mechanical components was developed based on a graphical 

segmentation of the profile with respect to motif shapes that were divided as shapes of hills and 

dales (Leach, 2013) such as seen in Figure 1-14. A surface point higher than its surrounding area is 

called a peak (P) and its neighbourhood is called a hill (H). All points belonging to a hill are enclosed 

by a course line. Similarly, a surface point that is lower than its surrounding area is called a pit (N) 

and its neighbouring area is called a dale (D). All points belonging to a dale are enclosed by a ridge 

line (R). The method of utilizing a segmentation algorithm to divide (segment) a surface into dale or 

hill motifs has been adopted as an international standard under the reference ISO 25178-2 

(DigitalSurf, 2022a). 
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Figure 1-14 – Illustration of hill and dale motifs on a surface defined by ISO25178-2. 
Figure adapted from R. Leach, (2013) 

The process of watershed segmentation starts from the lowest point of the surface. Using the 

analogy of water flooding, virtual water is poured over the whole surface from above, so that the 

dales are flooded progressively. At any time point, the water pouring process occupies an area 

surrounded by a contour line. As the water level increases, the contour lines move higher. When 

two adjacent dales are flooded to a level at which their contour lines come into contact, a virtual 

wall is recorded at the contact points which are the ridge lines surrounding dales. When the water 

level reaches the highest point on the surface, the watershed segmentation is complete, and all 

dales are segmented by ridge lines. This process of surface division can lead to over-segmentation 

i.e., thousands of small and insignificant dales, therefore an additional processing step in the 

algorithm may be required, such as user-selected filtering, thresholding or using pruning criteria to 

merge small dales into larger ones and only retain the significant dales of interest (DigitalSurf, 

2022a; Leach, 2014, 2013).  

1.3.5.3.3 Edge detection 

This method can be used to detect dispersed features on a surface with a wavy or uneven 

background or when features have different heights. It can also be used if these features are 
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connected, i.e., not clearly separated. A derivative of the surface (gradient filter) is used to aggregate 

hills and dales that in the end is coincident to the feature of interest and calculate the outline of the 

detected motifs. For example, a groove can be imagined as a large elongated dale and therefore 

further processing can lead to the merging of smaller individual dales (originated from the 

irregularities in the internal regions of the groove) into a large one. The challenge is the identification 

of appropriate combination techniques and threshold values, which currently requires trial and 

error (DigitalSurf, 2022a; Leach, 2013).   

1.3.5.3.4 Circle detection 

This method is used for detecting round or spherical features which are difficult to detect or 

separate using the other methods described above, either because these features are adjacent or 

overlapping, or have a weak imaging contrast. This method works best when the features have 

similar sizes as the calculation time increases with the range of circle diameters (DigitalSurf, 2022a). 

1.3.6 The use of metrology software 

There are several commercial and open-source software designed for surface alignment and 

metrology applications. Each of these come with unique functionalities and purposes, so operators 

must choose carefully a software depending on their intentions of use. Although primarily used in 

engineering, scholars have adopted such software for dental research. The software allows them to 

use virtual reconstructions of dental surfaces produced by optical devices at each evaluation 

timepoint and perform surface loss quantification through subtraction and superimposition 

technique, statistical analysis, and produce coloured-scaled 3D images (Wulfman et al., 2018). The 

use of subtraction and superimposition techniques for wear quantification are described in Sections 

1.3.5.2.1 and 1.3.5.2.2, respectively. It must be noted that not all software or their different versions 

are capable of superimposition of virtual surface reconstruction. Mountains® (DigitalSurf, Besançon, 
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France) (previously named as MountainsMap®) is a software dedicated for surface imaging such as 

2D & 3D profilometry with a focus on surface texture, topography, and form analysis and is 

extensively used throughout this thesis. However, only after the release of version 8, was it able to 

perform 3D manipulation and analysis on freeform surfaces from files such as Standard Tessellation 

Language (STL), Wavefront (OBJ), and Polygon File Format (PLY) files (DigitalSurf, 2022b). On the 

other hand, surface matching software capable of superimposing virtual surfaces, such as Geomagic 

Control (v2014, 3D Systems, Morrisville, NC, USA), are designed to achieve accurate digital 3D 

models and CAD assemblies of physical objects for design engineering and manufacturing and have 

been primarily adopted in dental research for surface form wear quantification (3D systems, 2022). 

Furthermore, although most surface-matching software are capable of 2D analysis once two 

surfaces are aligned, 3D analysis is only possible with some (Wulfman et al., 2018).  

There is a wealth of physical artefact standards that are used to calibrate surface measuring 

instruments through ISO 10360-2:2009, but such artefacts do not offer validation or demonstrate 

the accuracy of the software aspect of the measuring workflow (Leach et al., 2006). Indeed, there is 

lack of information in dental research determining the degree of accuracy of different software and 

algorithms used for measuring surface change. Instead, most studies have focussed on determining 

a global workflow accuracy, i.e., accuracy accredited to the use of both the hardware scanner and 

software analysis technique, which is reported to be approximately ±15 μm by digitising and 

superimposing replica casts of dentitions using high accuracy laser scanners (Wulfman et al., 2018).  

International standards ISO 5436-2: 2012 introduced the concept of software measurement 

standards or softgauges for testing the numerical correctness of the software and therefore their 

validation. Using reference softgauges (data) describes a Type F1 measurement standard whilst 

using reference software (traceable computer) describes Type F2 measurement standard (Chiboub 
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et al., 2021). Softgauges are in fact restricted to surface texture measuring software, but according 

to Arezki et al., (2018), the principle of softgauge use can be extended to any measurement 

software. The method of using a softgauge is shown in Figure 1-15. A softgauge would consist of 

reference data with known measurand parameter values. This is loaded to the software under test 

and the resulting value is compared to the reference measurand value. The software would be 

validated if the error is within the maximum permissible margins (Arezki et al., 2018). 

 

Figure 1-15 – Software validation using reference softgauge (type F1) (Arezki et al., 2018). 

Several National Metrology Institutes, such as, National Physics Laboratory (NPL, UK), 

Physikalisch-Technische Bundesanstal (PTB, Germany) and National Institute of Standards and 

Technology (NIST, USA) have set up a number of platforms that provide generated softgauges with 

known surface texture parameters. NIST is the only one that provides type F1 and Type F2 standards 

for both 2D (profiles) and 3D surfaces; whilst the other two only work for 2D profiles. An example 

of the concept of softgauges is a study by O’Toole et al., (2019a) in which the authors used datasets 

of lower molars obtained by a dental model scanner and mathematically created a virtual defect of 
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300 μm on the occlusal surface to investigate the accuracy of commonly used superimposition 

techniques described in more detail in Section 1.3.5.2.2, on page 57.  

1.4 Intraoral scanners 

Intraoral scanners (IOSs) are unquestionably a significant chapter of the digital revolution that has 

radically transformed dentistry in the last decades. These devices are able to capture direct optical 

impressions of oral surfaces which in turn can be displayed and converted to files for virtual 

restoration design and subsequent construction of the respective restoration.  The first intraoral 

scanning system, CEREC® (Sirona Dental Systems LLC, Charlotte, NC, USA) was introduced in 1987 

(Brandestini and Moermann, 1989), and since then IOSs have become increasingly more common 

within clinical practice (Logozzo et al., 2014). There are several IOSs in the current market, each 

utilizing different imaging technologies and optical phenomena to capture the 3D geometry of oral 

surfaces. In 2021, 13 latest-generation IOSs were featured at the International Dental Show, whilst 

their older versions or other older scanners from different manufacturers are still available on the 

market (Al-Hassiny, 2022). 

IOSs consist of a wand (camera), a computer, and a proprietary software. The wand is designed to 

be as small, light, and ergonomic as possible for ease of access to the oral cavity, as well as having 

the space for their proprietary hardware technology. The computer and software process the 

captured images to register the 3D geometry of oral surfaces (Mangano et al., 2017; Richert et al., 

2017).  

1.4.1 From conventional to digital workflows 

An accurate impression technique is key for the successful replication of the dentition and 

fabrication of dental prostheses. The well-established conventional workflow involves an analogue 
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impression of the prepared dentition using elastomeric impression material, its transfer to a dental 

laboratory for fabricating a stone model, waxing-up, investing and producing the restoration 

through the lost-wax technique (Heshmati et al., 2002; Sim et al., 2019). The development of 

computer-aided design and manufacturing (CAD/CAM) technology and the use of IOSs have allowed 

an alternative, fully digital workflow for the fabrication of casts and dental prosthesis (Keul and 

Güth, 2020). Using IOSs, the dentition can be directly scanned, and its topography captured, 

eliminating the need for impression materials and model fabrication (Sim et al., 2019). The digital 

files produced by IOSs are then sent to either a chairside unit or a dental laboratory for the 

fabrication of the planned prosthesis using additive (3D printing) or subtractive (milling) 

manufacturing techniques (Haddadi et al., 2021). In cases where a physical model would be 

required, as with certain types of restorations or when the restoration–antagonist occlusal 

relationship needs to be established, this can be created in the same fashion, based on the dataset 

produced by the IOS. IOSs have brought many advantages to dentistry which are discussed in detail 

below.  

1.4.2 Patient experience  

Optical impressions and their ability for immediate chairside assessment are powerful tools for 

patient communication and marketing as patients can feel involved in their treatment planning and 

a more effective communication can be established (Mangano et al., 2017). The ability to directly 

capture optically all 3D information of the patient’s dentition using IOSs, without the physical 

contact of analogue physical impression materials is a major advantage. Physical impressions can 

cause momentary discomfort. Children, or patients with strong gag reflex, often appear not to 

tolerate the traditional procedure. Therefore, replacing the use of these materials with minimally-

contacting optical techniques would make the procedure more appealing (Ahlholm et al., 2018). 
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Several studies have indicated that optical impressions using IOSs were faster and more comfortable 

than conventional impression techniques (Burhardt et al., 2016; Gjelvold et al., 2016). A more recent 

study showed that intraoral digital impressions performed better in terms of comfort and gag reflex 

compared to traditional impression techniques whilst also having shorter chairside and processing 

times (Sfondrini et al., 2018). Similarly, patients preferred the use of intraoral digital impressions 

instead of conventional irreversible hydrocolloid (alginate) impressions in terms of comfort, 

vomiting reflex, and breathing during impression taking; however, the conventional impressions 

required slightly less time (Mangano et al., 2018). A different study demonstrated that two different 

types of IOSs required longer impression times than the conventional method, but the overall 

patient satisfaction was high regardless (Burzynski et al., 2018). 

1.4.3 Clinical efficiency 

Optical impressions have been shown to result in reduced working times when compared to 

conventional impressions and therefore are generally considered more time-efficient (Burhardt et 

al., 2016; Goracci et al., 2016). The major differences observed in time efficiency for optical 

impressions do not appear to arise from the impression procedure itself (relatively small chair-time 

differences between optical and conventional impressions may not necessarily be clinically 

significant), but rather from the time saved during all subsequent steps (Mangano et al., 2017). The 

3D models from IOSs can be sent via email or cloud-based systems directly to the dental laboratory 

which is much faster than delivery via courier/mail. Additionally, there is no need to pour stone 

casts to obtain plaster models, a vital step for the conventional impression workflow. This not only 

translates to lower consumable costs but also reduces the need for storage (Zimmermann et al., 

2015). Furthermore, the clinician would be able to get real-time advice from the technician and if 

there are any concerns with the quality of the impression, this can be repeated immediately 
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preventing a second appointment and loss of clinical time (Mangano et al., 2017).  Eliminating these 

steps result in saving considerable amount of time and costs during the working year. Dental clinics 

equipped with integrated CAD-CAM units can offer same-day fabrication of restorations (Aragón et 

al., 2016; Imburgia et al., 2017). In complex cases, where multiple implants or severe undercuts 

render a conventional impression problematic, IOSs may offer a simplified means of recording these 

geometries (Abduo and Elseyoufi, 2018). Moreover, if part of the impression is not deemed 

satisfactory, that area can be deleted and recaptured without having to repeat the entire procedure 

(Mangano et al., 2017).  

As each scanner utilises a specific technology, different ergonomics and software, the learning curve 

can be initially slow. Indeed, a study investigating experience curves of two IOSs (TRIOS and iTero) 

using confocal technology showed that scanning time decreased with training, though the use of 

TRIOS always resulted in shorter average scanning time than iTero (Kim et al., 2016).  

Depending on the model, the purchasing cost of an IOS can range between 15,000 to 35,000 € 

(Mangano et al., 2017). This high cost may be a major drawback that currently limits the use of IOSs 

in clinical practice.  

1.4.4 3D Surface Reconstruction 

For the 3D reconstruction of the object, distances between different pictures can be estimated using 

an accelerometer integrated on the camera, but more often a similarity calculation of the images is 

performed. The latter uses algorithms to detect coincident points of measurement on different 

images, most notably on transition areas such as strong curvatures, physical limits and edges, or 

differences of grey intensity (silhouette shadowing) (Aubreton et al., 2013; Cheung et al., 2005; 

Richert et al., 2017). After the similarity between the images is evaluated via methods such as 

rotation and homothety, a transformation matrix is calculated that stitches the images together 
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producing a point cloud file with each point having cartesian coordinates (𝑋, 𝑌, 𝑍) (Richert et al., 

2017). A polygonal mesh can be interpolated from this cloud of points, representing the scanned 

object (Imburgia et al., 2017). An optical impression of the maxillary and mandibular dento-gingival 

tissues as well as their occlusal registration would result in a pair of 3D surface models which can be 

used as the ‘virtual’ alternative to traditional plaster casts (Mangano et al., 2017).  

1.4.5 Mesh quality 

Generated 3D datasets amongst different IOSs, may consist of different point cloud densities and 

subsequently, different mesh polygon densities (Nedelcu et al., 2018), such as seen in Figure 

1-16Figure 1-16A. On relatively flat surfaces, a routine mesh may be created whilst a denser mesh 

may be constructed for surfaces with complex morphology such as incisal edges, fissures, or gingival 

sulci (Richert et al., 2017). IOSs producing high density point clouds can be converted more easily 

into an accurate virtual model of the real surface (as long as the accuracy of each point is high), 

while those with low density may produce ‘chord errors’ due to the lack of digital information 

between them which can cause smoother topographies, dimensional defects, non-existent 

curvatures, or discontinuity in the digital image (Figure 1-16Figure 1-16B) (Medina-Sotomayor et al., 

2018; Tapie et al., 2015). The resolution of different clouds has been reported to range between 

34.20 to 79.82 points/mm2 (Medina-Sotomayor et al., 2018). 
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Figure 1-16 – Interpolation of point clouds into meshes.  
Different IOSs produce point clouds of different densities (A). A high-density point cloud is interpolated into a more 
accurate profile than a low density point cloud (B) (Adapted from Jeong et al., 2016); Medina-Sotomayor et al., 2018). 

1.4.6 Optical principles of IOSs 

Irrespective of the type of imaging technologies used to record the 3D geometry of oral surfaces, all 

IOS cameras require the projection of light, which is then captured as separate images or video, and 

stitched together by the software by recognising overlapping points of measurements (Richert et 

al., 2017).  

There are two ways light is projected and captured: passive or active. Passive techniques use 

available ambient light that illuminates the oral tissues and rely to some extent on surface texture, 
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while active techniques project structured lights onto the object and are less reliant on surface 

texture for reconstruction (Logozzo et al., 2014). Each point recorded would have three coordinates: 

𝑋 and 𝑌 are determined by the captured image, while 𝑍 is calculated based on the object-to-camera 

distance, by the proprietary technology of the device. The working principles of some of the most 

popular IOSs include confocal microscopy (TRIOS 3Shape, iTero Align Technology, and ZFX 

IntraScan), active wavefront sampling (TrueDefinition 3M), and active triangulation (Cerec Omnicam 

Dentsply Sirona, and CS3600 Carestream Dental, DWIO Dental Wings) (Kim et al., 2021; Zhang et al., 

2021). 

1.4.6.1 Optical Triangulation  

Triangulation technique is described in detail in Section 1.3.3.2.1, above. It is based on the principle 

that the position of a point on an object can be calculated based on the known positions and angles 

of two points of view. These two points of view may be captured by two separate detectors, a single 

detector using a prism, or captured at two different times (Richert et al., 2017). In the case of IOSs, 

where space for the optics (seen in Figure 1-4Figure 1-4 above) is restricted, mirrors are used to 

deflect the light beam on to the target surface. Both passive and active triangulation methods may 

be used with IOSs. In active triangulation, the device projects light onto the surface and its reflection 

is captured to calculate the position of the target object whilst in passive triangulation there is no 

emission of light and the capturing of the surface is based on the detection of reflected ambient 

light (Logozzo et al., 2014).  Furthermore, unlike profilometers that use a single point sensor to scan 

the entire area of a large surface, which can be time consuming; active triangulation IOSs can be 

more practical as they use laser strips (2D), or a projected light image with a known structure or 

pattern (3D) which speeds up the acquisition process (Leach, 2014; Logozzo et al., 2014). 

Commercial scanners that utilise this optical principle include CS3600 (Carestream Dental, 
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Stevenage, UK), DWIO (Dental Wings, Straumann, Basel, Switzerland), CEREC BlueCam and 

Omnicam (Sirona Dental Systems, Bensheim, Germany) (Kim et al., 2021; Logozzo et al., 2014). 

1.4.6.2 Stereophotogrammetry 

This technique is a form of passive triangulation. 𝑋, 𝑌, 𝑍 coordinates are calculated using 

photogrammetric algorithms processing numerous images taken by different cameras, whose 

respective positions and angulations are known, based on their configuration within the optical 

system. A line of sight can be constructed from each camera location to the point on the object. This 

forms a triangulation that determines the 3D location of the point (Gangapurwala, 2021). Points 

with corresponding features on the different images, captured by these cameras, are identified to 

apply triangulation calculations, with respect to the same corresponding points on the epipolar line 

(Logozzo et al., 2014). The epipolar line of one camera is the straight line in its image plane that 

interacts with the epipolar plane. As this technique relies on passive projection of ambient light 

rather than having a light source, the IOS camera is relatively small and cheaper (Richert et al., 2017). 

However, only high contrast targets and well defined edges can be measured with high accuracy 

whilst featureless surfaces may not be measured at all (Logozzo et al., 2014).  

1.4.6.3 Parallel Confocal Imaging 

This technique is based on similar principles as confocal profilometry described in Section 1.3.3.2.2 

above. It uses successive focused and defocused images from selected depths and different angles 

and aperture levels to infer the distance to the object which is determined by the focal length of the 

lens. It is sensitive to motion blur; hence the wand needs to be held steadily by the operator 

(Mangano et al., 2017). 

A light beam passes through a pinhole on a focal filter and penetrates the target tissue. The position 

of the receptor sensor unit lies confocal to the target. A minute aperture is positioned in front of 
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the focal filter to prevent any light astray. As the focused light (good data) reflects back on the target 

tissue, through the wand lens, it re-enters the pinhole, to reach the sensor, whilst all out-of-focussed 

light (bad data) is eliminated.  A 3D scan of the target is obtained by stitching tomographic slices 

(Figure 1-17Figure 1-17)  (Sehrawat et al., 2022). Some commercial scanners that utilise this optical 

technique are CEREC Omnicam and Primescan (Sirona Dental Systems, Bensheim, Germany), Trios 

(3Shape, Copenhagen, Denmark), Planscan (Planmeca, Richardson, Texas, United States) and iTero 

Element® (Align Technologies, San Jose, California, USA) (Abduo and Elseyoufi, 2018; Braian and 

Wennerberg, 2019a). 

 
 
Figure 1-17 – Parallel Confocal Imaging. 
This technique uses the focal length of the lens and focused and defocused images to determine distance to the object 
(adapted from Richert et al., 2017; Sehrawat et al., 2022). 

1.4.6.4 Accordion Fringe Interferometry 

Accordion Fringe Interferometry (AFI) is an imaging technology that uses two different light sources 

to project light through channels to produce different patterns of parallel bands, namely fringe 

patterns (Figure 1-18). When this pattern falls on the target object, it splits and reframes to take up 

a new pattern due to the unique topography of the scanned surface. A camera is used to record the 

curvature of the fringes i.e., the distortion in the original pattern on the object subjected to AFI. The 

degree of the apparent fringe curvature, coupled with the known geometries between the camera 

and laser source, enable the AFI algorithms to digitise the surface of the target object (Bloss, 2008; 
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Logozzo et al., 2014; Sehrawat et al., 2022). Dimensional Photonics International, Inc (DPI) has been 

developing an intraoral scanner based in these optical principles; however, it is still not available on 

the market (Logozzo et al., 2014).   

 

Figure 1-18 – Accordion Fringe Interferometry (Sehrawat et al., 2022). 

1.4.6.5 Optical Coherence Tomography 

Optical Coherence Tomography (OCT) is a high-resolution technique, based on the principle of light 

interferometry using broadband light, that produces cross-sectional sub-surface images. OCT works 

in a similar way to ultrasound but uses high frequency light instead of high frequency sound. The 

optical system focuses a near-infrared laser beam (820 nm) onto the target surface and detects 

backscattered light back to the interferometer, analysing its magnitude and echo time delay (Attin 

and Wegehaupt, 2014; Joshi et al., 2016; Sehrawat et al., 2022). Due to its high frequency, projected 

light can penetrate significantly deeper into the subsurface of tissues of up to 100 μm thick (Logozzo 

et al., 2014). Hence, OCT images can show light scattering intensity from different layers of hard and 

soft tissues. This technique is commonly used in specialised branches of medicine such as cardiology 

and ophthalmology. However, its use has also been reported in dental research to characterise the 

surface and subsurface of enamel and dentine to provide information such as enamel thickness, 

morphology, porosity, reflectivity and absorbance, which can be associated with the degree of 
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mineral loss (Attin and Wegehaupt, 2014; Joshi et al., 2016). In the case of IOSs, the spectral range 

of blue and ultraviolet light wavelengths would be used, as the mean scattering length of photos in 

tissue at these spectral regions is very short which makes it ideal to analyse the surface of the target 

tissue (Logozzo et al., 2014). Example of commercial scanners that utilise this optical principle is E4D 

(E4D, Technologies, USA) and Planscan (Planmeca Oy, Helsinki, Finland) (Logozzo et al., 2014; 

Wulfman et al., 2020). 

1.4.6.6 Active Wavefront Sampling  

This surface imaging technique refers to reconstructing 3D information from a single camera 

imaging system and an Active Wavefront Sampling (AWS) module by measuring depth based on the 

defocus of the primary optical system (Figure 1-19Figure 1-19). In its simplest form, an AWS module 

requires an off-axis aperture which rotates on a circular path around the optical axis. This movement 

produces the rotation of quasi-focused target points on a circle on the image plane (assuming the 

realisation of ideal non-aberrated conditions). The target point’s depth information (camera-to-

object distance) can be encoded from the diameter of the rotating point pattern produced by each 

point. A target point located on the in-focus plane will have a rotating pattern with zero diameter 

and thus will remain constant, whereas target points located at increasing distances from the 

in-focus plane will rotate along circles with increasing defocused blur-spot diameters (Heber, 2010). 

In principle, the AWS imaging technique allows any system with a digital camera to acquire 3D 

geometries, requiring only one optical path and thus eliminating the need for multiple cameras. 

Aside from a rotating off-axis aperture, there are other possible paths that can be used with AWS, 

such as simple translations along horizontal, vertical, or diagonal lines, or in more general any path 

following any arbitrary closed loop. In theory, the depth can be calculated as long as the aperture 
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path is known. However, a simple circular aperture path is advantageous due to its relatively simple 

mathematical implementations. 

 

Figure 1-19 – Active Wavefront Sampling (AWS).  
AWS produces rotation of points of measurement through an off-axis aperture moving on a circular path around the 
optical axis of the camera (Figure created with BioRender.com). 

A big advantage of the AWS technique is the possibility to adjust the system with respect to accuracy 

and processing speed. For high-speed imaging applications where some measurement accuracy can 

be sacrificed, the sampling positions can be reduced to a minimum of two, whilst for high-accuracy 

applications, where speed can be sacrificed, a higher number of target points can be sampled for 

the calculation.  

Two intraoral scanners utilising the active wavefront sampling principle are Lava COS (3M ESPE, 

St.Paul, Minnessota, USA) and its successor True Definition® scanner (Midmark Corp., Ohio, USA); 

the latter has been widely used throughout this thesis and is described in more detail in Chapter 2 

on page 102 below.  
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1.4.7 Powdering  

Certain IOSs require the use of a ∼20 - 40 μm light powder coating, prior to the digitising process, 

applied with proprietary spraying devices (Richert et al., 2017). The coating serves two purposes. 

Firstly, it acts as an opacifier reducing the high reflectivity often seen on oral surfaces such as 

polished enamel and saliva-covered teeth and mucosa, which can affect the accuracy of IOSs. 

Secondly, the applied powder particles act as a stochastic pattern on the target surface during image 

stitching and 3D acquisition process (Güth et al., 2017a). Theoretically, the reproducibility of powder 

thickness could vary between procedures and operators which could reduce the overall quality of 

the scan, however, software of IOSs are capable of taking an average thickness into account (Richert 

et al., 2017). Furthermore, powdering can be less comfortable for patients and an inconvenience 

for the clinician, adding extra scanning time to the procedure, especially when contaminated with 

saliva as this requires cleaning and reapplication of the powder (Richert et al., 2017). Ideally, a 

scanner that would allow a clinician to work without the use of powder should be preferred and 

latest-generation devices typically use other techniques such as polarizing filters integrated to 

minimise light exposure from reflective surfaces (Mangano et al., 2017; Richert et al., 2017).  

Several studies have previously shown that powder-based impressions are accurate for partial 

impressions (Güth et al., 2017a; Hack and Patzelt, 2015). An in vitro study using powder-based IOSs 

to scan a single-unit reference model suggested that excessive coating did not negatively affect the 

accuracy of scans (Nedelcu and Persson, 2014a). A different study reported that titanium trioxide 

powder application resulted in an improved vertical fit and volumetric 3D internal fit values of the 

luting space of crowns using a non-powder based IOS (Prudente et al., 2018). Greater homogeneity 

and thinner coatings 43.10 ± 14.09 μm were reported with experienced clinicians when compared 

to an inexperienced group (Dehurtevent et al., 2015).  



Polyvios Charalambous        Chapter 1 

82 
 

1.4.8 Scanning strategy 

Scanning strategy refers to a specific movement pattern in which an IOS must be used according to 

its manufacturer’s instructions to increase the accuracy of the virtual model when a hemi or full-

arch needs to be scanned. One such strategy is the occlusal-palatal-lingual path where the arch is 

scanned in a linear movement on all occlusal-palatal surfaces around the arch followed by the buccal 

surfaces. Another strategy is the zig-zag technique which involves making an ‘S’ sweep on buccal, 

occlusal, and palatal of each tooth successively. Two other scanning paths include the circular and 

the merging halves (Zhang et al., 2021). 

Several studies have shown the influence of the scanning strategy on the accuracy of the IOS. An 

in vitro study using a TRIOS (3Shape, Copenhagen, Denmark) confocal IOS showed no statistically 

significant differences in trueness or precision between three different scan strategies (Müller et al., 

2016). Mandelli et al., (2018) suggested that scanning separate halves and stitching them together 

showed better accuracy (44 μm) than continuously scanning from side to side (56 μm). A more 

recent study investigated four different scanning patterns using four different IOSs. They 

demonstrated that the stitching halves technique showed the highest overall trueness (60 μm) and 

precision (18 μm); however, not all scanners performed best with this technique (Latham et al., 

2020). On the other hand, an in vitro study showed significant differences between three different 

scanning techniques using TRIOS IOS; however, the scanned models were completely edentulous 

(Zarone et al., 2020).  

Depending on the scanners and their technologies, the camera should be held within a range of 5 – 

30 mm of the scanned surface (Richert et al., 2017; Zimmermann et al., 2015). During the scanning 

process, tracking could be lost if the distance to the object or movement is too fast or too jerky. 

Some manufacturers include real-time guides that help the operator stay within the device range of 
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focus. The movement during scanning must be fluid at a steady distance and the target surface in 

the centre of the field of view (Richert et al., 2017). When tracking is lost, software algorithms have 

been developed that allow operators to continue scanning. This is done mainly by rematching saved 

topography, given that, prior to the loss of tracking, the scanner was able to save a meaningful area 

with enough information (Richert et al., 2017; Yuan et al., 2010). Gómez-Polo et al., (2021) 

concluded that presence of mesh holes requiring rescanning to complete the digital model 

decreased the accuracy of the IOS; furthermore, the number and dimensions of these negatively 

influenced accuracy (Gómez-Polo et al., 2021). 

1.4.9 Dataset formats 

The most widely used format of datasets produced by the IOSs after scanning is open-source 

Standard Tessellation Language (STL) or a locked proprietary STL-like file, with the latter being 

compatible only with ‘closed’ systems of the device’s manufacturer (Richert et al., 2017). There are 

two main types of STL files: binary and ASCII. Binary STL files use binary encoding and are generally 

smaller and better for 3D printing than ASCII files. ASCII STL files use ASCII encoding and are generally 

larger than binary files, but easier to manually inspect and debug (Autodesk, 2022). Other file 

formats have been developed, such as Wavefront OBJ. and Polygon File Format (PLY) which aside 

from surface geometry, they contain additional information such as colour, transparency and 

texture of the oral tissues (Corbett, 2021; Mangano et al., 2017; Richert et al., 2017).   

1.4.10 In vivo conditions 

In vivo conditions may compromise the accuracy of IOSs. Patient and soft tissue mobility, limited 

space, presence of saliva and oral humidity, gingival-crevicular fluid, and blood make the scanning 

process more challenging and can lead to an increase of acquisition errors (Camardella et al., 2017a; 

Renne et al., 2017; Richert et al., 2017). Furthermore, in comparison to other scanning techniques, 
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neither the patient, nor the IOS are stationary during scanning (Richert et al., 2017). Flügge et al., 

(2013) showed that in vivo intraoral scanning of a patient was less precise (mean deviations of 50 

μm) compared to ex vivo scanning of the patient’s plaster model (mean deviations of 25 μm) using 

the same protocol and IOS (iTero). The more-recently introduced IOSs can capture colour and 

texture which can increase perception of clinical situations such as the capturing of preparation 

margins (Daly et al., 2021).  

1.4.11  Accuracy of IOSs  

Accuracy is the combination of trueness and precision. This is explained in more detail in Section 

1.3.1 above. In respect to digital scanning, trueness refers to the measurement deviation of the 

virtual geometry from the true geometry, whereas precision describes the deviation between 

measurements from repeated scans (Ender et al., 2016a).  

Clinical studies investigating the accuracy of IOSs are limited. This is primarily because, unlike in vitro 

studies that can utilize highly accurate desktop scanners, the ‘true’ geometry of the oral tissues 

cannot be measured directly in vivo and therefore no comparison can be conducted against the 

tested IOSs. In vitro, the use of plaster models, scanned by extraoral scanning technologies such as 

profilometers (Hartkamp et al., 2017b) or desktop laboratory scanners (Jeong et al., 2016), are 

currently considered the gold standard to provide reference models for comparison. However, it is 

difficult to compare these results with IOS data that was acquired in vivo, as the construction of the 

reference model would rely on the indirect physicochemical impression that is likely to contain 

inaccuracies (Jeong et al., 2016).   

The accuracy of IOSs has been evaluated using different methodologies. This increases 

heterogeneity between studies and makes it more difficult to compare results. Overall, these 

methodologies consist of, but are not limited to:  
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a) Dimensional measurement – measuring the distance or angular deviations between two 

landmarks on an IOS digital model, generated either in vivo or in vitro, and comparing it to the 

distance between these landmarks on a physical model using high-resolution scanners or hand-

held devices such as callipers as the reference (Abduo and Elseyoufi, 2018; Rajshekar et al., 

2017; Rasaie et al., 2021; Zhang et al., 2021).   

b) Accuracy via superimposition – quantifying the distance deviations between two virtual models 

after superimposing (aligning) them using surface registration software. Trueness is measured 

by superimposing and comparing the digital model generated by the IOS with the reference 

digital model, i.e., the trueness measures the deviation between the IOS and the reference 

models. Precision is measured by superimposing and comparing digital models generated by 

the same IOS, and therefore reflects the repeatability of the procedure (Abduo and Elseyoufi, 

2018). The iterative closest point algorithm utilised by software to align the two datasets is 

described in Section 1.3.5.2.2 above. 

A similar approach described in several implant-focused studies involves superimposing 

reference and IOS datasets of a master model by matching standard cylinders and planes to 

them in order to obtain linear and angular deviations defining reference points and central axes 

of scan bodies (Kim et al., 2021).    

c) Qualitative evaluation – following superimposition of two digital models using surface 

registration software, a colour map is generated with the colours representing a pattern of 

positive and negative differences as a function of 𝑍 between the two models (Rasaie et al., 

2021). This type of evaluation is only semi-quantitative and is used to visualise differences 

between the digital models corroborating quantitative data.  
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1.4.11.1 Dimensional measurement accuracy 

Camardella, Breuning, & de Vasconcellos Vilella (2017) showed that linear measurements on digital 

models made intraorally by TRIOS Colour IOS showed statistically significant differences compared 

to calliper measurements on casts made by alginate impressions. Kuhr et al., (2016) using reference 

measurements with a coordinate measurement machine (CMM), observed that polyether 

conventional impressions demonstrated the smallest deviations (min: 17 ± 12 μm, max: 43 ± 30 μm) 

in measuring linear distances compared to three tested IOSs. Amongst the IOSs, TrueDefinition® 

performed best (min: 23 ± 13 mm, max: 86 ± 73 mm) which also showed the lowest angle deviations 

(0.06° ± 0.07°) without statistically significant differences to the conventional impression. As the 

actual differences were minimal, the authors concluded that the overall performances of the IOSs 

were clinically acceptable.  

On the other hand, J.-F. Güth et al., (2016) showed that mean (SD) trueness of TrueDefinition IOS, 

89 (48) μm, measuring a metal bar fixed across a model arch was not statistically significantly 

different to that of a reference CMM, 77 (36) μm. A study reported that measurements of arch 

dimensions and tooth positions using IOS virtual models were similar to alginate impressions 

(Grünheid et al., 2014). Wesemann et al., (2017) reported a mean (SD) trueness of 27 (19), 50 (39), 

and 37 (22) μm for measuring inter-canine widths, inter-molar widths, and arch lengths, 

respectively, after scanning a master model with TRIOS Color IOS. These results were comparable 

to R700 and R900 (3Shape) desktop scanners tested in the same study.   

1.4.11.2 Accuracy via superimposition  

Several studies showed that IOSs had a suitable accuracy, for single-tooth scanning. Rudolph et al., 

(2016) showed that the use of four different IOSs (Cerec Bluecam, Cadent iTero, Lava C.O.S, and 

TRIOS) in vitro resulted in trueness ranging from 6.4 μm to 14.4 μm, after superimposing their virtual 
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models with those made by a high-precision optical white light fringe projection system as the 

reference. Another study evaluating the accuracy of four IOSs (TRIOS, D700, MHT, inEos) for single-

tooth scanning reported a mean precision range of 3.35 – 12.49 μm using ten repeated scans and 

a mean (SD) trueness range of 61.89 ± 3.45 μm to 71.19 ± 1.70 μm, via superimposition using a 

micro-CT as the reference device; however, the accuracy of the micro-CT and its traceability to a 

reference device was not mentioned in the study (Yang et al., 2015). Similarly, Lee et al., (2017) and 

Rudolph et al., (2016) showed trueness and precision of 17.5 μm and 12.7 μm, respectively, for 

Cerec Bluecam IOS, and 13.8 and 12.5 μm for Cerec Omnicam IOS. R. G. Nedelcu & Persson, (2014b) 

showed that the accuracy differed between four IOSs for crown preparation scanning; a similar 

mean (SD) accuracy was found for Lava COS 12-17 (12-14) μm, Cerec Bluecam 8-14 (12-13) μm, and 

iTero 7-16 (10-19) μm, which was greater than E4D IOS, 29-40 (31-46) μm. Furthermore, the 

accuracy was shown to be influenced by the type of scanned surface substrate, where zirconia 

scanning tended to be more accurate, followed by titanium and polymethyl methacrylate (PMMA). 

A study investigating the marginal fit of crowns comparing two IOSs, a laboratory scanner, and 

conventional impressions, demonstrated comparable and clinically acceptable results with 

TrueDefinition and TRIOS scans, producing marginal gaps of 88 (95% C.I. 68-136) μm and 112 (95% 

C.I. 94-149) μm (Boeddinghaus et al., 2015). 

Regarding short-span scanning, it has been suggested that IOS systems are satisfactorily accurate 

and comparable to indirect scanning of conventional impressions by laboratory scanners (Abduo 

and Elseyoufi, 2018). For scanning of three-unit prostheses, it was reported that following 

superimposition, the mean (SD) trueness of iTero and Lava COS IOSs showed trueness of 23 (3) μm 

and 36 (19) μm, respectively, that was not statistically significant with laboratory scanning of 

conventional impressions, 44 (18) μm. However, other IOSs, Cerec Bluecam, 68 (12) μm and E4D, 

84 (4) μm showed inferior trueness (Ali, 2015). Another study showed that models produced by IOSs 
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had greater trueness than digitised casts produced by conventional impressions for four-unit bridge 

scanning (J.-F. F. Güth et al., 2013).  More recently, the same research group evaluated the accuracy 

of five IOSs and showed that TrueDefinition and CS3500 IOSs exhibited the highest overall trueness 

and precision, both performing better than indirect digitisation of an impression using a D-810 

laboratory scanner (Güth et al., 2017a). The other three IOSs (Cerec Bluecam, Zfx Intrascan, and 

Cerec Omnicam) had worse trueness than the control group. In a different study, it was shown that 

although generally IOSs showed lower trueness and precision than a D800 laboratory scanner for 

sextant scanning, the differences were marginal and therefore clinically acceptable. In fact, Planscan 

IOS showed better trueness, 51.2 μm, and very similar precision, 79.8 μm, than D800 which showed 

trueness and precision of 53.0 μm and 79.0 μm, respectively (Renne et al., 2017). An in vivo clinical 

study reported that quadrant scanning by seven IOSs had a superior mean (SD) precision to extraoral 

scanning of casts produced by partial-tray polyvinyl siloxane (PVS) impressions, 58.5 (22.8) μm; 

however, all were inferior to full-tray impressions, 18.8 (7.1) μm. True Definition IOS showed the 

highest mean (SD) precision of 21.8 (7.4) μm (Ender et al., 2016b).  

Based on whole arch studies, it is generally accepted that there is a reduction in accuracy of IOSs as 

the scanning span increases due to the propagation of errors arising during the stitching of multiple 

images (Abduo and Elseyoufi, 2018; Renne et al., 2017). Renne et al., (2017) suggested that scanning 

a whole arch resulted in less trueness and precision than sextant scanning. A clinical study reported 

that polyether impressions of four defined spheres fixed across patients’ dental arches and scanned 

by a high-precision CMM showed trueness of 15 ± 4 μm via a superimposition procedure and were 

more accurate than the tested IOSs. However, TrueDefinition and Cara Trios showed comparable 

trueness of 23 ± 9 μm and 37 ± 14 μm, respectively, whereas Cerec Omnicam showed an inferior 

trueness of 214 ± 38 μm (Kuhr et al., 2016). Ender & Mehl, (2013) showed that digital impressions 

of a reference steel model were less accurate than conventional impressions with a mean trueness 
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of 58.6 (15.8) μm and precision 32.4 (9.6) μm. Another clinical study showed that intraoral scanning 

with iTero IOS resulted in the lowest precision, 50 μm, followed by scanning a cast made from a 

conventional impression with the same IOS, 25 μm, whilst laboratory scanning of the cast was the 

most precise, 10 μm (Flügge et al., 2013). Jeong et al., (2016) showed that PVS impression scanned 

by a laboratory scanner was more precise, 78 μm, than Cerec Bluecam, 116 μm, but less than Cerec 

Omnicam IOS, 58 μm. Cerec Omnicam IOS and the scanned conventional impression showed similar 

trueness of 197 μm and 170 μm, respectively, compared to Cerec Bluecam IOS, 378 μm. Gan et al., 

2016 investigated the accuracy of Trios IOS for the maxillary dentition as well as the palatal soft 

tissues using a laboratory scanner as the gold standard. For scanning the whole maxillary dentition, 

the trueness and precision were 80.01 ± 17.78 μm and 59.52 ± 11.29 μm, respectively, whilst for the 

palatal soft tissues, were 130.54 ± 33.95 μm and 55.26 ± 11.21 μm. An in vitro study found that four 

of the five tested IOSs showed comparable levels of trueness and precision in full-arch scans than 

an industrial lab-scanner (Patzelt et al., 2014).  

For the provision of dental implants, previous studies have suggested that IOS impressions of single 

implants showed a satisfactory accuracy (Delize et al., 2019; Zhang et al., 2019). However, a recent 

systematic review concluded that its appraised studies investigating full-arch intraoral scanning 

revealed errors that were too large (trueness ranged from 7.6 to 731.7 μm and precision ranged 

from 15.2 to 204.2 μm) for clinical application (Zhang et al., 2021). Another systematic review and 

meta-analysis suggested that the reported distance and angulation errors were too great for multi-

unit prostheses (Flügge et al., 2018). In contrast, as systematic review by Wulfman et al., (2020) 

concluded that digital scanning of multiple implants in edentulous patients were similarly accurate 

as conventional impressions in vitro. In another study, TrueDefinition and CEREC Omnicam IOSs 

were significantly more accurate with less 3D-deviations than conventional impressions of five 

internal connection-implant analogues (Amin et al., 2017a).  
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1.4.12 Measuring surface wear using IOSs  

Whilst IOSs primarily designed for digital production of CAD/CAM restorations, their advancing 

technologies may provide a more suitable means of directly quantifying ETW progression in both 

clinical practice and laboratory experimentation. In recent years there has been an increase in the 

number of studies utilising IOSs for investigating wear.  Table 1-2 below shows a summary of all the 

in vivo and in vitro studies investigating surface loss/wear using IOS systems after a literature search 

was conducted. The details of the search strategy can be seen in the Appendix , page 279. Twenty-

two studies were identified of which ten were clinical in vivo studies (Aladağ et al., 2019; 

Alaraudanjoki et al., 2017; Bronkhorst et al., 2022; Esquivel-Upshaw et al., 2020; V. D.-F. García et 

al., 2022a; Hartkamp et al., 2017a; Marro et al., 2022; O’Toole et al., 2020; Schlenz et al., 2022; 

Travassos da Rosa Moreira Bastos et al., 2021a)  and twelve were in vitro (Alwadai et al., 2020; 

Charalambous et al., 2022, 2021; Hartkamp et al., 2017b; Kühne et al., 2021; Kumar et al., 2019; 

Marro et al., 2020, 2018a; Meireles et al., 2016a; Michou et al., 2020; Mitrirattanakul et al., 2022a; 

Witecy et al., 2021).  

Of the in vivo studies, none utilised a reference device for comparison with the use of IOSs 

intraorally. However, three studies used qualitative tooth wear indices during clinical examinations 

(Alaraudanjoki et al., 2017; V. D.-F. García et al., 2022a; Travassos da Rosa Moreira Bastos et al., 

2021a). Victor et al., (2022) showed that, compared to the Smith and Knight wear index, digital 

impressions taken by TrueDefinition IOS in vivo resulted in an overall 100% sensitivity and 84.95% 

specificity for measuring dental wear. Similarly, a study reported no statistically significant 

differences between qualitative wear index assessment of clinical examinations, photographic 

examinations, and virtual models of Trios Pod IOS (Travassos da Rosa Moreira Bastos et al., 2021a). 

On the other hand, Alaraudanjoki et al., (2017) suggested that ETW was recorded as more severe in 



Polyvios Charalambous        Chapter 1 

91 
 

virtual models of iTero IOS than clinical examination. The rest of the in vivo studies demonstrated a 

progression of tooth tissue loss with time suggesting that intraoral scanners would be useful as 

diagnostic tools in monitoring wear (Aladağ et al., 2019; Hartkamp et al., 2017a; O’Toole et al., 2020; 

Schlenz et al., 2022). O’Toole et al., (2020) described that wear analysis of bimaxillary digital 

intraoral scans of 30 patients over three years using TrueDefinition IOS demonstrated volumetric 

wear progression using incisors and molars as index teeth. Another clinical study investigated ETW 

of mandibular molars in young adults utilising Trios3 IOS. They suggested that following 3D 

superimposition analysis of the IOS datasets the maximum vertical tissue loss over 12 months 

ranged between 34 (95%CI 27,36) μm and 43 (38,47) μm (Schlenz et al., 2022). 

The majority of the studies that investigated surface loss using IOSs were carried out within a 

laboratory setting. Marro et al., (2018) showed that ETW changes could be detected better with 3D 

virtual models by Trios IOS than casts using the BEWE index. Another study investigated the accuracy 

of two IOSs, Trios3 and CS3600, at measuring simulated enamel wear at different levels compared 

to an optical profilometer as the gold standard. They reported that, both IOSs were able to measure 

the progression of wear from ∼15 to ∼110 μm, having good agreement with the profilometer 

regardless of the order of the tissue loss (Witecy et al., 2021). Kühne et al., (2021) investigated the 

suitability of Cerec Omnicam, Trios3, and TrueDefinition IOSs for wear measurements (221 – 417 

μm) on a zirconia cast of teeth 24-28 (FDI).  Compared to profilometry, they reported differences 

from 0% up to +19% for Cerec Omnicam, -3% up to +13% for TrueDefinition, and ±2% up to +16% 

with Trios3 for the different levels of simulated wear. Furthermore, good quantitative agreement 

was observed when comparing depth and volume measurements obtained from micro-CT and 

TrueDefinition IOS scanning of a typodont model (Esquivel-Upshaw et al., 2020). Furthermore, 

Hartkamp, Peters, et al., (2017) showed that for simulated wear depths from 73 to 96 μm the 

maximum difference between the data obtained from profilometry and Lava C.O.S IOS was 12.6%, 
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which was equal to a metrical value of 15 μm. Two studies which are part of this thesis and are 

described in more detail in Chapter 3 and Chapter 5 below showed that the depth discrimination 

threshold of TrueDefinition IOS in measuring surface change on polished enamel was 44 μm 

(Charalambous et al., 2021) and 73 μm on natural unpolished enamel samples (Charalambous et al., 

2022). 

The methodologies among the studies investigating surface loss using IOS systems varied 

considerably. The surface substrate used for scanning included polished enamel (Charalambous et 

al., 2021; Witecy et al., 2021), natural enamel (Charalambous et al., 2022; Meireles et al., 2016a), 

extracted teeth (Alwadai et al., 2020; Meireles et al., 2016a; Michou et al., 2020), phantom teeth 

(Hartkamp et al., 2017b), zirconia casts (Kühne et al., 2021), and plaster casts (Marro et al., 2020, 

2018a). The majority of studies used 3D superimposition analysis between two datasets to 

determine depth of volumetric analysis; whilst one relied on step height analysis on single scans 

(Charalambous et al., 2021). Furthermore, the majority of the studies have utilised external 

engineering or metrology software for the analysis of the IOS’s datasets; however, certain IOSs offer 

internal software functions or apps made by the same manufacturer that allow quantification of 

surface loss such as the Trios patient monitoring app (Witecy et al., 2021), and OraCheck (Dentsply 

Sirona, North Carolina, United States)  (Hartkamp et al., 2017b). 
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Table 1-2 – In vivo (grey-shaded) and in vitro (white-shaded) studies investigating surface loss/wear using IOS systems. 

Study Study 

type 

Intraoral 

scanner 

Reference 

device 

Surface 

scanned/analysed 

Study methodology Result 

Schlenz et al., 

(2022) 

In vivo 3Shape 

Trios3 

n/a Occlusal surface of 

patients’ mandibular 

teeth #36 or #46 

Baseline (T0) and second intraoral scan (T1) after 373 days 
were superimposed with 3D analysis software (GOM 
Inspect). The occlusal surface of the study tooth was divided 
into 7 areas (5 cusps, 2 ridges) and maximum vertical 
substance loss was measured between T0 and T1. 

The mesiobuccal cusps showed the greatest amount of 
wear (43, 38/47 µm; median, 95%CI) followed by 
distobuccal (36, 33/39 μm), mesiolingual (35, 26/40 µm), 
distolingual (34, 27/36 µm) and distal (31, 25/34 µm). 

García et al., 

(2022) 

In vivo 3M True 

Definition 

n/a 

 

Smith and 

Knight tooth 

wear index 

Patients’ dental 

arches. Sextants were 

used for 

superimposition. 

The scans were conducted at baseline, 6 months, and 12 
months. The baseline and subsequent scans were 
superimposed, and 3D compared using Geomagic software. 
Sensitivity and specificity were calculated using the Smith 
and Knight index as the reference method of evaluating 
wear. 

The overall sensitivity and predictive values were 100%, 

while the specificity and positive predictive values 

decreased to 84.9% and 71.0%, respectively. 

 

Bronkhorst et 

al., (2022) 

In vivo 3M True 

Definition 

 

3M ESPE 

Lava 

n/a Scanning patients’ full 

arches but comparing 

surface changes on 

single teeth 

 

Scans of 55 patients’ dentitions by an IOS were made at 
baseline, year 1, year 3, and year 5. The precision of a 3D 
wear protocol for measuring wear though maximum height 
loss (mm) and volume change (mm3) was investigated 
prospectively at 1, 3, 5 year intervals to determine rates of 
wear. 
Measurements of the two individual scanners used were 
combined together and not presented separately. 

For protocol precision, the mean difference was 0.015 

mm (-0.002; 0.032, p = 0.076) for height and -0.111 mm3 

(-0.250; 0.023, p = 0.101) for volume. The duplicate 

measurement error was 0.062 mm for height and 

0.268 mm3 for volume. The height measurements were 

precise for wear measurements after year-3 and year-5 

intervals; however, volume measurements were 

susceptible to procedural error and operator sensitivity. 

The 3D wear assessment protocol was precise enough to 

adequately measure tooth height loss after intervals of a 

minimum of 3 years or in patients with severe wear 

progression, but it is not suited to measuring volumetric 

changes.  

Marro et al., 

(2022) 

In 

vitro 

3Shape 

Trios3 

 

n/a Scanning patients’ full 

arches but comparing 

surface changes on 

first permanent 

molars and central 

upper incisors chosen 

as index teeth after 

IOS scans of 70 patients’ dentitions were made at baseline 

and after 1 year. WearCompare 3D comparison was 

performed to measure wear progression (volume loss per 

mm2). 

The mean volume loss per mm2 of dental surfaces was -

0.013 mm3 (SD: 0.009). Greater volume loss was 

observed amongst adolescents with higher baseline 

BEWE scores and those whose parents had lower 

education as well as on molar than incisor surfaces. 
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sectioning the scans 

to single teeth 

Travassos da 

Rosa Moreira 

Bastos et al., 

(2021) 

In vivo 

 

3Shape 

TRIOS Pod 

n/a 

 

Mockers et al 

modified 

tooth wear 

index 

Both arches of 

patients 

Tooth wear was qualitatively evaluated utilising a modified 

classification tooth wear index (Mockers et al) after 

conducting a clinical examination, and obtaining intraoral 

photographs, and coloured scans from the IOS. The digital 

scans were assessed using OrthoAnalyzer™ 3D software 

(OrthoAnalyzer Orthodontics, 3Shape Medical A/S, 

Copenhagen, DK). 

There was no significant difference among clinical, 

photographic exams and IOS analysis for each evaluator 

(p = 0.7343 for examiner 1 and p = 0.8007 for examiner 

2) 

O’Toole et al., 

(2020) 

In vivo 3M True 

Definition 

n/a The occlusal/incisal 

surface of each tooth 

excluding 3rd molars, 

was analysed. The 

occlusal surfaces of 

the first molars and 

the incisal surface of 

the upper central 

incisors were chosen 

as index teeth and 

wear on these 

surfaces was 

compared to the 

mean wear on all 

surfaces. 

Bimaxillary digital intraoral scans of 30 patients were taken 

at baseline and at 3 years (±10 months). 

The scans from the IOS were analysed using purpose-built 

freeware, WearCompare. An initial feature-based global 

alignment on the full arch was performed. A selective surface 

alignment protocol was then adopted using buccal and 

lingual surfaces as the reference areas to perform a refined 

iterative closest point (ICP) alignment. 

Following alignment, the volume change in mm3 over the 

occlusal surface, as determined by the software, was 

recorded in addition to the volume loss per mm2 of surface 

area. The alignment quality was noted by quantifying the 

percentage of data points within 25 microns of each other 

Per patient, mean volume loss (95%CI) was -0.91mm3 (-

1.28,-0.53) on all surfaces, -1.85mm3(-2.83,-0.86) on 

index surfaces, -2.53mm3(-3.91,-1.15) on molar surfaces 

and -0.83 mm3(-1.34,-0.31) on upper central incisal 

surfaces. Statistical differences were observed between 

analysing all surfaces and index teeth (p = 0.002) in 

addition to molar surfaces (p<0.0001). Mean volume loss 

per mm2 of surface analysed was -0.024 mm3 (-0.031,-

0.017), -0.028mm3 (-0.041,-0.014), -0.030mm3 (-0.046,-

0.013) and -0.025mm3 (-0.041,-0.010) for all surfaces, 

index surfaces, first molar surfaces and central incisor 

surfaces, respectively, with no statistical differences 

between groups. 

Esquivel-

Upshaw et al., 

(2020) 

In vivo 

(only 

IOS) 

 

and  

 

In 

vitro 

(IOS 

and 

micro-

CT) 

3M True 

Definition 

X-ray 

computed 

microtomogra

phy (micro-

CT) 

measurement

s 

Quadrants of 

patients’ teeth with a 

metal-ceramic and 

monolithic zirconia 

crowns as well as 

enamel surfaces of 

antagonists. 

 

A maxillary left first 

molar Dentoform® 

(Columbia 

Dentoform®) tooth 

was scanned in vitro 

Thirty prepared teeth of patients were randomized to 

receive a monolithic zirconia or metal-ceramic crown. After 

cementation, quadrants were scanned using an IOS. Patients 

were recalled at 6-months and 1-year for re-scanning. 

Scanned images were compared using a software (Geomagic 

Control 2014) to determine maximum vertical wear and 

volume loss (mm3) of teeth. 

 

Separately, the scanning accuracy of the IOS was compared 

with X-ray computed microtomography (micro-CT) 

measurements for scanning a maxillary first molar 

dentoform. Maximum depth and volume wear were 

analyzed based on the surface determination for 

There was no significant difference between the wear of 

enamel against polished monolithic zirconia crowns and 

enamel against enamel. 

 

Validity measurement with micro-CT - Regression 

analysis showed that dental wear values estimated by 

intraoral scanning employing the metrology software as 

a tool agree with the depth and volume wear 

quantification based on micro-CT analysis using surface 

determinations and wall thickness analysis procedures in 

VGStudio Max 3.0. Good quantitative agreement was 

observed when comparing depth (R2=0.9980) and 
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for the validation 

accuracy of IOS and 

micro-CT 

Dentoform® tooth baseline and wear tooth samples using 

VGStudio Max 3.0 (Volume Graphics, Heidelberg, Germany). 

Wear levels used from approximately 40 -300 μm 

volume measurements (R2=0.9984) obtained from micro-

CT and intraoral scanning approaches. 

Aladağ et al., 

(2019) 

In vivo Cerec 

Bluecam 

n/a Patients’ sextant 

containing a 

cemented molar 

crown, from the distal 

surface of second 

molar to the mesial 

surface of second 

premolar tooth. The 

same procedure was 

applied to the 

antagonistic jaw with 

natural first molar in 

occlusion. 

Crowns of 4 different materials: [lithium disilicate (IPS E-max 

CAD), lithium silicate and zirconia based (Vita Suprinity CAD), 

resin matrix ceramic material (Cerasmart, GC), and dual 

matrix (Vita Enamic CAD) blocks.] and the enamel surface of 

the antagonist were scanned with the IOS at baseline (24hr 

after cementation), 3 months, and 6 months. Digital 

impressions were superimposed on software (David-

Laserscanner, V3.10.4, Berlin, Germany). These 

superimposed images were then converted into digital solid 

models by using software (Siemens Unigraphics NX 10, 

Siemens PLM Software, Plano, TX, USA). Volume loss due to 

wear was calculated from baseline to follow-up periods. 

All materials including enamel showed increased volume 

loss due to wear from baseline to 6months. 

Alaraudanjoki 

et al., (2017) 

In vivo Cadent 

iTero 

n/a 

 

BEWE index 

Natural dentition full 

arches 

3D models were obtained using an iTero 3D scanner. The 3D 

models were assessed on a PC screen using 3Shape Ortho 

AnalyzerTM software. Erosive tooth wear was assessed using 

the BEWE index and the same scoring criteria as in the 

clinical examination 

Erosive tooth wear was recorded as more severe in 3D 

models than in the clinical examination, and inter-

method agreement was 0.41 for severe erosive wear 

(BEWE sum > 8). The biggest inter-method differences 

were found in upper posterior sextants 

Hartkamp, 

Lohbauer and 

Reich, (2017) 

In vivo 

 

 

3M Lava 

C.O.S. 

 

n/a 13 zirconia crowns 

cemented on 

patients’ teeth 

together with their 

respective 

neighbouring teeth 

and corresponding 

antagonists 

 

The zirconia crowns and corresponding neighbouring and 

antagonist teeth were scanned using the IOS at baseline, 12 

and 24 months after crown placement. Geomagic Qualify 

software was used to superimpose the follow-up data sets 

onto the corresponding baseline data set, identify wear sites, 

and measure maximum vertical height loss in each individual 

wear site. 

 

The maximum mean (SD) wear in the overall sample with 

a total of nine patients, 13 antagonist units, and 98 

evaluable wear sites was 86 ± 23 μm at 12 months, and 

103 ± 39 μm at 24 months. 

The maximum mean wear in the enamel antagonist sub- 

group was 87 ± 41 μm at 12 months, and 115 ± 71 μm at 

24 months; and in the ceramic antagonist subgroup 107 

± 22 μm at 12 months, and 120 ± 27 μm at 24 months 

Mitrirattanak

ul et al., 

(2022) 

In 

vitro 

Cadent 

iTero 

Element 2 

Micro 

computed 

tomography 

(micro-CT) 

20 human premolars Baseline and post wear scans by the IOS and the micro-CT 

were conducted to measure tooth surface loss in the ranges 

50-200 μm, 200-400 μm, and 400-750 μm 

The specificity, PPV, and accuracy of the IOS in 

measuring experimental tooth surface loss were 98%, 

98%, and 97%, respectively. 

Charalambous 

et al., (2022) 

In 

vitro 

3M True 

Definition 

optical 

profilometry 

Natural enamel slabs Baseline and post-wear scans were aligned using ICP 

alignment (Geomagic software) and subtracted from each 

The depth discrimination threshold of the IOS was 

approx. 70 microns. 
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other (Mountains8 software). Surface loss was measured 

using the IOS and compared to profilometry. 

Kühne et al., 

(2021) 

In 

vitro 

Cerec 

Omnicam 

 

3Shape 

Trios3 

 

3M True 

Definition 

optical 

profilometry 

Zirconia cast 

presenting the teeth 

24-28 (FDI). One 

wear-facet on FDI 26 

and FDI 27 

The scans of the zirconia cast were conducted at baseline 

(t0) and at three different stages of simulated wear (t1–t3), 

each at one wear-facet on FDI 26 and FDI 27. Profilometry 

was used as a reference method. Within each acquisition 

system, the maximum vertical wear at each facet was 

analysed by superimposing the STL data of t0 with t1–t3. 

During superimposition, ICP surface registration using 

reference areas (reference-based superimposition) 

At wear-facet FDI 27, differences from +4% t1 TD up to 

+19% t2 OC, corresponding to a metric value of 8 µm and 

45 µm, were measured. At FDI 26 deviations between 

−2% t1 Tr3, and +10% OC and Tr3, were observed. 

Witecy et al., 

(2021) 

In 

vitro 

3Shape 

Trios3 

 

Carestrea

m CS3600 

optical 

profilometry  

 

(only on 

polished 

enamel) 

Polished enamel  

 

Natural enamel (no 

profilometric data) 

The polished enamel samples were scanned using the two 

IOSs and profilometry at increasing depths (µm) (approx. 18-

110 µm).  The natural enamel samples were scanned using 

the two IOSs without a profilometer. IOS datasets (T0 to T8) 

were analyzed with an external 3-D measurement software 

(TRIe and CARe) as well as with the internal software using 

measuring tools of the IOS (TRIi and CARi). Best-fit ICP 

alignment was used to measure vertical tissue loss. 

 

 

Profilometry revealed a mean (±SD) tissue loss of 17.1 ± 

4.7 µm after 30-s etching steps and 10.1 ± 5.1 µm after 

the 15-s etching steps. IOSs and software types were 

able to detect the progression of tissue loss after each 

etching step (p ≤ 0.001 each); Bland- Altmann plots 

revealed good agreement with PRO regardless of the 

order of tissue loss, and no systematic difference was 

found. Increasing cupped lesion depths were detected by 

all IOSs, with no significant differences between IOSs and 

analysis methods. IOSs were able to detect small 

amounts of tissue loss under simulated clinical 

conditions and seem to be a promising tool for 

monitoring even initial erosive tooth wear. 

Charalambous 

et al., (2021) 

In 

vitro 

3M True 

Definition 

optical 

profilometry 

Polished enamel slabs The enamel samples were scanned using the IOS and 

profilometer at increasing enamel loss step height depths 

(µm) (1.87-86.46 µm) and quantified according to ISO:5436-

1.  Mountains8 surface metrology software was used. Step-

height analysis was corroborated by Gaussian skewness (Ssk) 

and kurtosis (Sku) analysis, to assess the minimum step 

height measured on each enamel sample. 

On polished enamel, the automated minimum 

detectable step height measurable on each sample was 

44 μm. No statistically significantly different step-height 

enamel lesion measurements were observed between 

NCLP and IOS above this threshold (p>0.05). 

Alwadai et al., 

(2020) 

In 

vitro 

3M True 

Definition 

cross-

polarization 

optical 

coherence 

tomography 

(CP-OCT) and 

micro-

Occlusal surfaces of 

premolars 

Ten sound extracted human premolars were selected and 

submitted to four occlusal tooth wear simulation levels in 

0.5-mm steps (0/0.5/1.0/1.5 mm). 

The occlusal surface of each premolar was scanned at each 

step using an IOS, followed by morphological 

characterization using standard topography attributes 

(Slope, Relief, RFI, OPCr). Differences were assessed in 

Using the IOS, topography parameters were shown to 

reflect surface changes between the progressive wear 

stages of each cast Slope decreased consistently from 0.5 

to 1.5 mm, as did Relief and RFI. OPCr demonstrated a 

positive association with wear levels, since more worn 

casts had higher patch counts and respective OPCr 

values 
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computed 

tomography 

(μ-CT) were 

also used to 

measure 

enamel 

thickness 

simulated wear levels for the μ-CT and CP-OCT data as well 

as the topography values. Correlations were also calculated 

between the μ-CT/CP-OCT and topography data. Meshlab 

and Geomagic Wrap were used for analysis. These edited 

scans were then imported into RStudio software (RStudio, 

Inc., Boston, MA, USA) to produce the four topography 

parameters of interest 

 

Michou et al., 

(2020) 

In 

vitro 

3Shape 

Trios 

 

n/a Two shortened dental 

arches of assembled 

extracted permanent 

teeth. Twelve (N=12) 

sound human teeth 

(anterior and 

posterior) were used. 

 

The two shortened artificial dental arches and scanned at 

different intervals with an IOS before and after an 

erosion/abrasion protocol to obtain 3D models at different 

time points. Median profile difference (IQR) [mm] as tooth 

surface loss was measured 

 

 

The overall median surface profile difference between 

the baseline models and those obtained following 

erosive-abrasive challenge gradually increased from 

0.01mm (IQR=0.02) to 0.18mm (IQR=0.03) after 6 h and, 

for the first dental semi-arch, up to 0.32mm (IQR=0.04) 

after 24 h. The first significant surface profile difference 

considering the median from both models was 0.11mm 

(IQR = 0.02, p=0.038). 

Mean surface profile difference when assessing the 

alignment of identical 3D models was 0.00mm (SD=0.00); 

this value after alignment of non-identical 3D models of 

the same dental semi-arch was 0.00mm (SD = 0.01 mm). 

Marro et al., 

(2020) 

In 

vitro 

 

 

3Shape 

Trios 

 

n/a Pre- and post-

orthodontic casts 

(29.5 months apart) 

Occlusal surfaces of 

first molars were 

analysed. 

3D models were superimposed using an initial global ICP 

alignment with a more refined ICP alignment on non-worn 

areas. WearCompare software was used for the analysis. The 

measured outputs were volume change (mm3), volume 

change/ mm2 (mm3), maximum point loss (μm) and mean 

profile loss (μm). 

42 teeth showed no wear progression whilst 54 teeth 

showed progression The progression group was -2.19 

mm3 (IQR -3.65, -0.91) and non-progression was -0.37 

mm3 (IQR-1.02, 0.16), (p < 0.001). 

Overall, the volume loss (in mm3) differed significantly 

between groups, whereas the maximum point loss and 

mean profile loss did not. 

Kumar et al., 

(2018) 

In 

vitro 

3M True 

Definition 

n/a Buccal surfaces of 

natural enamel (n=8) 

Baseline and post-wear scans were superimposed with ICP-

alignment using Geomagic Control. Maximum profile loss, 

average profile loss, and volume change were measured. 

Wear correlated with increasing acid exposure for both 

maximum profile loss wear (r=0.877 p < 0.001) and 

average profile loss (r=0.663 p=0.019) respectively. 

Volume measurements were inconsistent at this level of 

wear. After the first 10-minute immersion volume 

change (mm3) was 

-0.45 mm3 (±2.59) which increased to -1.31 (±3.78) mm3. 

Large standard deviations were noted and a poor 

correlation (r=0.074) with 

Marro et al., 

(2018) 

In 

vitro 

3Shape 

Trios 

n/a 

 

Orthodontic casts 

(n=240) 

A total of 480 pre-treatment and 2-year post-treatment 

orthodontic models (n=240 cast models and n=240 3D image 

A strong significant correlation (τb: 0.74; p < 0.001) was 

shown between both methods However, 3D image-
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 BEWE index 

on models 

replicas) from 120 adolescents treated. 3D image replicas 

from the cast models at baseline and follow-up 

were obtained from the IOS and were transferred to the 

software Preview 8.1 which allowed the zooming in, rotation 

and inclination of the images during examination of the 

models. Qualitative assessment was carried out using BEWE 

index on casts and 3D models. 

BEWE index combination showed a higher probability for 

detecting initial surface changes and scored significantly 

higher than casts (p < 0.001). 

Hartkamp et 

al., (2017) 

In 

vitro 

3M Lava 

C.O.S 

optical 

profilometry 

Cobalt chromium 

alloy phantom tooth 

sandblasted with 50 

μm alumina oxide 

The phantom tooth was scanned 6 times at 4 different wear 

points [baseline, wear 1, wear 2, wear 3]. The 3D models 

were superimposed (best-fit algorithm) against the baseline 

with and without excluding the lesion area using Geomagic 

Qualify. Aside from Geomagic Qualify, Oracheck wear 

analysis application was used to measure mean maximum 

vertical height loss. 

Apart from one outlier of 16% difference between the 

data obtained from profilometry and IOS, the maximum 

difference was 12.6%, which was equal to a metrical 

value of 15 μm. For the corresponding values, which 

were calculated with Geomagic Qualify and Oracheck at 

identical wear facets, maximum differences between 

+7% and -6.7% were obtained. 

Meireles et 

al., (2016) 

In 

vitro 

 

3M Lava 

C.O.S 

n/a Extracted teeth Scanning with IOS at 4 different levels of wear [baseline, 1 

min, 5 mins, 10 mins of phosphoric acid erosion. 

Superimposition (ICP algorithm) was applied with baseline 

datasets to measure volume loss in mm3 

Volume loss median for the three exposure times: 0.88 

(1 min), 4.12 (5 min), and 9.19 mm3 (10 min). p-values of 

0.000 show a significant difference for the exposure 

times. 
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1.5 Overall aims and objectives  

1.5.1 Methodology outline 

A series of distinct experiments were systematically conducted to investigate factors related to 

intraoral scanning, measuring surface roughness and form changes, and developing dedicated 

software analysis workflows for flat and freeform surfaces. Chapter 2 investigated IOS-TD’s accuracy 

using two different handling techniques (handheld Vs jig-guided scanning) as well as different 

surface-to-camera distances. Furthermore, its titanium dioxide (TiO2) scanning powder required for 

scanning was characterised. Chapter 3 investigated the IOS-TD accuracy to measure roughness on 

flat textured surfaces as well as its threshold for measuring grooves of different depths on polished 

human enamel. Chapter 4 focused solely on profilometric data to compare two bi-scan analyses 

namely, surface-subtraction and surface-registration analyses. Both were also compared the gold 

standard single-scan analysis technique. Chapter 5 investigated further the measurement errors of 

four different bi-scan analyses using mathematically-created craters of known depths on freeform 

softgauges. These consisted of two analyses involving surface-registration alone, with best-fit or 

reference-based alignment, and two combining surface-registration and surface-subtraction, with best-

fit or reference-based alignment.  Consequently, using the combination of referenced-based surface-

registration and surface-subtraction, the IOS-TD threshold to measure craters of different depths 

on natural human enamel was determined by comparing its measurements to profilometry. Finally, 

Chapter 6 investigated the effect of different scan sizes (cusp/tooth/sextant/quadrant/full-arch) on 

the accuracy of the IOS-TD for measuring different crater depths.  

1.5.2 Aims 

The overall aim of this thesis were to:  
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1. Determine the depth measurement threshold and accuracy of a clinical IOS to detect and 

quantify surface loss. 

1.5.3 Objectives  

1. To investigate the factors of scanner handling technique and surface-to-camera distance on 

the accuracy of the IOS and characterise the powdering layer required for scanning.  

2. To determine the depth measurement threshold of the IOS for measuring grooves on 

polished human enamel surfaces, using NCLP as the gold standard to compare step height 

and area data, as well as compare surface roughness data on textured surfaces. 

3. To compare surface loss measurements of polished enamel grooves using a single scan 

analysis, a bi-scan surface-subtraction analysis, and a bi-scan surface-registration analysis. 

4. To develop and validate a surface analysis technique using metrology software and 

sequential scans from the IOS and NCLP to quantify surface loss on freeform surfaces such 

as seen in natural enamel. 

5. To determine the depth measurement threshold of IOS on natural human enamel surfaces, 

using the gold standard NCLP for comparison of step height measurements of enamel 

craters. 

6. To investigate the effect of crater diameter on the accuracy of IOS for measuring surface 

change  

1.6 To investigate the effect of different scan sizes, ranging from a cusp to a full-arch scan, on the 

accuracy of the IOS in measuring surface change of different depths.Overall null hypotheses  

1. The scanner handling technique would not affect the accuracy of the IOS for measuring 

surface loss. 
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2. The IOS measurements of surface roughness on different textured surfaces would be the 

same as the NCLP. 

3. The IOS step height measurements would be the same as the NCLP for measuring grooves 

of different depths on polished enamel using a single scan technique. 

4. There would be no differences between single-scan, bi-scan surface-subtraction, and bi-scan 

surface-registration analyses for measuring crater depths on polished enamel surfaces using 

profilometry. 

5. There would be no differences in the accuracy of four different bi-scan analysis techniques 

for measuring mathematically-simulated crater depths on freeform softgauges. 

6. The accuracy of the IOS (compared to the NCLP measurements), would be the same for 

measuring surface loss (craters of different depths) on natural enamel surfaces. 

7. The accuracy of the IOS (compared to the NCLP measurements) would be the same for 

measuring surface loss (craters) of different diameters on natural enamel surfaces. 

8. The accuracy of IOS for measuring surface loss (craters) would be the same using scans of 

increasing size, from cusp to full-arch. 
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Chapter 2 Investigating the effect of handling technique and surface-

to-camera distance on IOS accuracy 

2.1 Introduction  

IOSs are designed to be held by hand during the scanning of patients’ dentition; however, little is 

known whether this leads to more measurement errors. Furthermore, depending on the optical 

technology utilised by an IOS, the camera on the wand should be held within its focus range, which 

is usually between 5 – 30 mm (Richert et al., 2017; Zimmermann et al., 2015) and the movement of 

the wand should be fluid at a steady distance from the target surface (Richert et al., 2017). Very few 

studies have compared whether the distance of the wand from the surface scanned (surface-to-

camera distance) has an effect on the accuracy of IOSs (Kim et al., 2019). Additionally, certain IOSs 

require the use of light powder coating (∼20 – 40 μm) on the target surface for capturing surface 

topography (Richert et al., 2017), which is commonly known as ‘scanning spray’. This scanning spray 

applies an optically active coating which acts as an opacifier reducing surface reflectivity as well as 

providing randomly distributed landmarks assisting in the image stitching process for the creation 

of a 3D model (Güth et al., 2017a). Until now, there is scarcity in the literature of studies reporting 

particle size distributions of these powders and their effect on roughness and form measurements 

after surface application.  

With the aim of better understanding and determining the capabilities of intraoral scanning for 

measuring surface change, in vitro experimental investigations were designed and conducted 

pertaining to the handling technique and the surface-to-camera distance during scanning as well as 

characterising the required scanning spray powder.  
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This Chapter also describes general methods and materials used for these investigations, some of 

which are used throughout this thesis such as enamel sample and acidic solution preparation, and 

the methodology utilised for software analysis. 

2.1.1 Aims  

The aims of this Chapter were to: 

1. Investigate the influence of the scanner handling technique (handheld Vs. jig-guided 

scanning) on the accuracy of an IOS for measuring surface loss in the form of 3D step heights 

(μm). 

2. Investigate the influence of surface-to-camera distance on the accuracy of the IOS for 

measuring surface loss in the form of 3D step heights (μm). 

3. Determine the effect of scanning spray powdering on flat surfaces by measuring surface 

roughness (μm) and step heights (μm) using profilometry.  

2.1.2 Objectives 

The objectives of this Chapter were to: 

1.  Create a groove of an adequate depth on a polished human enamel sample and measure it 

in the form of step height measurements using an IOS (tested device) and gold standard 

profilometry as the reference for comparison.  

2. Determine the accuracy of the IOS in measuring the depth of the enamel groove in the form 

of step height (μm) by holding the IOS’s wand by hand (handheld technique) or mounted on 

a jig (jig-guided technique) during scanning. 

3. Investigate the accuracy of the IOS in measuring the depth of the enamel groove as step 

heights at different surface-to-camera distances. 
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4. Characterise the powdering layer applied on a flat surface by measuring the difference in Sq 

roughness and height between powdered and non-powdered surfaces on a glass slide using 

profilometry. 

2.1.3 Null hypotheses:  

1. The accuracy of the IOS for measuring the depth of a surface groove on polished enamel 

would be the same between handheld and jig-guided scanning. 

2. The accuracy of the IOS in measuring the depth of a surface groove on polished enamel 

would be the same between different surface-to-camera distances. 

3. The measurements of surface roughness and heights between powdered and non-powdered 

sites on a flat surface would be the same.  

2.2 Materials and methods  

2.2.1 Enamel sample preparation 

Extracted caries-free human molars were sourced from the oral surgery department of Guy’s 

Hospital after obtaining informed consent from patients (REC ref:18/WM/0351). The teeth were 

disinfected in domestic bleach (Sodium hypochlorite, <5%, 1:10 with deionised water) for three 

days, and kept in deionised water thereafter. The molars were sectioned along the cemento-enamel 

junction, mesio-distally, and bucco-lingually, using a water-cooled diamond blade (XL 12205, 

Benetec Ltd., London, UK) on a cutting machine (Labcut 1010, Agar Scientific Limited), to produce 

enamel slabs (Figure 2-1Figure 2-1).   
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Figure 2-1 – Sectioning of teeth across the cemento-enamel junction, mesiodistally and buccolingually to create enamel 
specimens using a cutting machine (Labcut1010, Agar Scientific Limited).  

A single slab of enamel was embedded in self-cured bis-acryl material (Protemp™4, 3M ESPE, 

Seefeld, Germany) of dimensions 5.0 x 25 x 20 mm, using a custom-made silicone mould. The sample 

was polished using a water-cooled polishing machine (LaboPol-30, Struers ApS, Ballerup, Denmark) 

with silica-carbide discs (Versocit, Struers A/S, Copenhagen, Denmark) of successively finer grits 

(500, 1200, 2000, 4000 grit), for 5s, 25s, 30s, and 60s, respectively, at 150 rpm, achieving flatness 

tolerance ±0.4 μm (Austin, 2011). Fiducial markers were geometrically placed in a ‘cross’ shape on 

the bis-acrylic surrounding the enamel slab, using round diamond burs Hi-Di 520 and 522 (Dentsply 

Sirona, USA) of diameters 1.3mm and 0.5mm, respectively. The fiducial markers were designed to 

facilitate the localisation of the groove during analysis. The polished sample was ultrasonicated (GP-

70, Nusonics, Lakewood, USA) in 100 ml deionised water for 15 mins and air-dried for 24 hours at 

room temperature (Mistry et al., 2015). A 1 mm wide precision masking tape (Model Craft 

Collection, Shesto Ltd, Watford, UK) was firstly placed over the centre of the enamel sample (i.e. 

where the groove was to be created) and prior its removal, polyvinyl chloride (PVC) tape was used 

on either side of the masking tape to create two protected reference zones and a 1 mm window of 

tooth

blade
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exposed enamel (Figure 2-2Figure 2-2), based on a previously published protocol (Mistry et al., 

2015).  

 

Figure 2-2 – Enamel sample creation and taping. 
A custom-made silicone mould (A) used to embed the enamel slab into bis-acryl material prior to polishing. The sample 
were taped using a 1 mm wide precision masking tape to create a window of exposed enamel and two reference zones 
(B). A microscope image (5x/0.15) showing a 1.0 mm wide window of exposed enamel between the PVC tapes (C). 

2.2.2 Creating a groove on enamel  

A 0.3% citric acid solution with a pH 2.7 was prepared using 3 g anhydrous citric acid powder 

(Thermo Fisher Scientific, Geel, Belgium) dissolved in 1 L deionised water. Its titratable acidity was 

10.2 ml, defined as the amount of 0.1 M sodium hydroxide required to neutralise 20 mL of the 

PVC tape 

1 mm wide 
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enamel

PVC tape PVC tape 

Enamel 
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solution to pH 7.0. An erosive groove of 44.8 μm depth was created on the enamel sample after it 

was exposed to 5-minute immersion cycles, in 100 ml of the citric acid solution (pH 2.7) and agitated 

using an orbital shaker (62.5 rpm) for a total of 75 mins. The depth of the groove was measured by 

a gold standard profilometer which is described in more detail in Section 2.2.3 below. Between each 

5-min immersion cycle, the enamel sample was washed in deionised water for 2 minutes and after 

the final cycle, it was washed and left to air-dry for 24 hours before the tape was carefully removed. 

 

Figure 2-3 – Groove on the polished enamel sample following citric acid erosion. 

2.2.3 Profilometry 

Profilometric scanning was conducted using a non-contacting laser profilometer (NCLP) (TaiCaan 

Technologies™, XYRIS 2000CL, UK) with a laser confocal displacement scanner sensor (LT-9010 M, 

Keyence Corporation, Japan), employing a red 655 nm-wavelength laser with spot diameter Ø2 μm, 

600 μm vertical gauge and 10 nm vertical resolution (Figure 2-4). The NCLP sensor and motion 

control system were connected to a personal computer running Microsoft® WindowsXP® and an 

Groove

Fiducial 
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Intel Pentium® 3GHz processor. The personal computer controlled the NCLP measurement process 

using the proprietary measurement software, STAGES™ (TaiCaan Technologies Ltd., Southampton, 

England). 

The surface of the sample was brought into the gauge range and an areal measurement was carried 

out by moving the 𝑋𝑌 stage over a specified measurement area. The sample was moved line by line 

in a raster pattern from left to right along the 𝑋 axis, whilst individual data points were allocated a 

𝑧 co-ordinate (according to the sensor output) and 𝑋𝑌 co-ordinates (according to the motion 

controller output) in rectilinear grid spacing of 10 μm 𝑋, 𝑌 intervals, resulting in a ‘point cloud’ of 

individual data points, each 10 μm apart from each other, according to previously published 

protocols for surface form and roughness measurements (Mistry et al., 2015; F. Mullan et al., 2018). 

An area of 4 × 4 mm was chosen for scanning the enamel surface containing the groove. The datasets 

collected from the profilometer were saved in the ASCII format (.tai extension) which were then 

converted to a text file (.txt extension) for compatibility with the analysis software. 

 

Figure 2-4 – Non-contacting confocal laser profilometer 

Z stage sensor head

sample mounting block XY stage 
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Prior to using the NCLP as the reference device for in vitro enamel surface form measurements, a 

pilot investigation was conducted to determine its accuracy in measuring a Taylor-Hobson 2.64 μm 

step height reference standard (Figure 2-5) for validation. After scanning the 2.64 μm step height 

standard ten times using a 10 x 10 μm 𝑋𝑌 measurement spacing, the NCLP produced a mean (SD) 

step height measurement of 2.63 (0.01) μm, i.e., the NCLP showed a trueness (precision) of 

10 (10) nm. 

 

Figure 2-5 – Taylor Hobson calibration standard used to assess the accuracy of the NCLP in measuring a 2.64 μm step 
height reference standard.   

2.2.4 IOS scanning  

The intraoral scanning system investigated in this study and used throughout the thesis was the 

True Definition® intraoral scanner (IOS-TD) (Midmark Corp., Ohio, USA). It was originally 

manufactured and introduced to the market by 3M™ ESPE (St. Paul, USA) in 2012. In 2019, 3M 

announced the sale of assets related to 3M™ True Definition IOS platform to Midmark Corporation, 
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a manufacturer and supplier of equipment in the dental market (3M ESPE, 2019). The scanner can 

be currently purchased in two different options: the cart or the mobile system; however, both utilise 

the same wand and software to capture digital impressions and offer the same scanning experience. 

The original option, the cart system, consists of a mobile cart housing a computer and a 21.5-inch 

touch-screen monitor. The mobile system was introduced in the market in 2016 which can be 

operated solely on a tablet in a more compact design that allows more freedom of movement 

between dental surgeries (3M, 2016). The wand connects to the computer/tablet via a heavy-duty 

universal serial bus (USB) cable. 

IOS-TD uses a pulsating structured visible blue light and utilizes active-wavefront-sampling (AWS) 

video technology which is described in detail in 1.4.6.6, on page 79 above. Its wand has a pen-grasp 

design, weighing 233 g, with sensor dimensions of 254 mm length, 16.2 mm width at the tip, 14.4 

mm height, and 24.3 mm maximum diameter. The sensor has a field of view 10 mm x 13 mm, 

working depth up to 17 mm, and captures 60 frames per second during scanning (V. D.-F. García et 

al., 2022a; Wong et al., 2018).  

Unlike other IOSs, it requires application of a light coating of titanium dioxide (TiO2) powder on the 

target surface to be scanned. The TiO2 particles act as randomly distributed landmarks, dispersing 

the light uniformly to enhance the accuracy of the scan (Imburgia et al., 2017). During scanning, 

monochrome images are captured via a video sequence acquisition method and displayed on the 

computer screen. On completion of the scan a digital 3D model is produced that can be manipulated 

by the operator and then finally exported as an STL data file which can be downloaded from a cloud-

based platform (Midmark Connection Centre). 

Prior to using IOS-TD in this study, the eroded enamel sample was sprayed with a light coating of 

titanium dioxide (TiO2) (3M® High-resolution scanning spray, St. Paul, USA) using a powdering 
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sprayer (3M® High-resolution Sprayer, St. Paul, USA) in a circular motion with its tip held 

approximately 2.5 cm from the sample to ensure an even light coating of spray, as per 

manufacturer’s instructions (Figure 2-6Figure 2-6).  

 

Figure 2-6 – Powdering of the enamel sample  

Table 2-1 below shows the composition of the scanning spray consisting of three main ingredients 

whilst its Material Safety Data sheet can be found in the Appendix, page277279 below. The spraying 

was conducted in a cabinet with constant airflow to simulate the presence of a high-volume dental 

suction and avoid inhalation of the powder. The requirement of scanning spray for IOS-TD scanning 

meant that profilometric scanning was always conducted prior to the application of the spray. 

Table 2-1 – Ingredients of 3M® High-resolution scanning spray 

Ingredients Percentage (%) by Weight 

Titanium dioxide 50-60 

Zirconium oxide 30-40 

Zinc stearate 5 -10 
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Scanning of the enamel groove using IOS-TD was carried out using two different techniques defined 

by the way the IOS wand was handled during scanning: handheld or jig-guided. For handheld 

scanning, the sample was positioned on a flat surface and scanned by a single operator holding the 

wand in their hands at an optimal distance (∼3 – 7 mm), guided by the depth and rotation indicators 

on the computer screen (Figure 2-7).   

 

Figure 2-7 – Handheld scanning of the enamel sample and 3D data produced on the computer screen of IOS-TD. 

For jig-guided scanning, the wand of IOS-TD was mounted on a geometry-stabilising unit which 

comprised of a mounting platform for securing the wand in place, a sample holder ensuring the 

sample remained static during scanning, and a lever system which allowed the movement of the 

wand’s camera in the 𝑋 and 𝑌 axes in a controlled manner, following a previously published protocol 

(Austin et al., 2017). The platform of the sample holder could be adjusted in the 𝑍 axis using two 

knobs on either side controlling the surface-to-camera distance (Figure 2-8Figure 2-8).  

Repeated measurements (n=10) of the eroded enamel sample were undertaken using the handheld 

technique, as well as the jig-guided technique at different surface-to-camera distances of 3, 4, 5, 

and 7 mm. The number of repetitions was chosen based on a previously published study (Kim et al., 

2019). Each time the surface-to-camera distance was adjusted on the geometry-stabilising jig, a 
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small spirit level was used to ensure the platform was horizontal to the ground. To optimise the scan 

quality of all IOS scans (handheld or jig-mounted), the datasets were exported using the option of 

maximal resolution (i.e., ∼60 μm point-spacing) and downloaded as STL files from the scanner’s 

cloud-based platform. 

 

Figure 2-8 – Geometry-stabilising jig comprising of a wand holder, a height-adjustable sample holder, and a lever system 
which allowed the movement of the wand’s camera in the X and Y axes in a controlled manner.  

2.2.5 Characterising the TiO2 powder coating 

Glass slides (Academy™ Science, UK) (n=10) were covered on one side using PVC tape and a light 

TiO2 coating applied on their un-taped sides in the same manner as described above. The tapes were 

then removed, resulting in ten glass slides with a powdered half on one side and a clean 

non-powdered half on the other (Figure 2-9 below).  

The powdered and non-powdered sides of each glass slide, as well as the intersection area in the 

middle, were scanned once by the NCLP, using scanning areas of 4 × 4 mm to represent each site. 

This resulted in 10 scans for each of the powdered, non-powdered, and intersection areas. Within 
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the scanned areas from the powdered and non-powdered sites, five smaller areas of 1 × 1 mm were 

conveniently selected which were used for roughness analysis according to a previously published 

protocol (F. Mullan et al., 2018); whilst the entirety of the scanned areas at the intersection were 

used for step height analysis (Figure 2-9). This resulted in 50 roughness measurements for the 

powdered and 50 for the non-powdered sites, and ten step height measurements at the 

intersection. 

 

Figure 2-9 – Example of sites scanned on each glass slide using the NCLP at the powdered, intersection, and non-
powdered sites.  

2.2.6 Analysis  

2.2.6.1 Depth measurement of enamel groove  

The analysis of the datasets from the NCLP and IOS-TD was conducted using a surface metrology 

software (MountainsMap7®, Digitalsurf, Besançon, France). Each dataset consisting of a Cartesian 

point-cloud, were loaded into the software. Outliers were removed and a surface levelling operator 
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utilising a linear least-squares plane best fit was applied, excluding the area of the groove on the 

enamel surface. The groove depth was determined as a 3D step height (μm), defined by ISO 5436-1 

standard, according to previous published protocols (Mylonas et al., 2018). This was calculated by 

converting a 3 x 1 mm region of interest containing the groove in the middle, into a series of profiles 

along the 𝑋 axis of the scan and using the calculated average profile to provide an automatic 

software calculation of the 3D step height (μm) (Figure 2-10). The absolute errors of the IOS-TD 

measurements against the NCLP (44.8 μm) were used for statistical analysis defined by the 

equation: 𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑒𝑟𝑟𝑜𝑟 = |𝐼𝑂𝑆 − 𝑁𝐶𝐿𝑃|. 
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Figure 2-10 – NCLP and IOS-TD datasets and the analysis workflow for step height calculation using MountainsMap7® 
metrology software.  
The colour-coded datasets show different colours as a function of 𝑍 measurements. The profile analysis shown for the 
step height calculation is a representative example from the IOS-TD generated dataset. 

2.2.6.2 TiO2 powder measurement 

The difference in surface heights between the powdered and non-powdered sites at their 

intersection was determined as a 3D step height, in the same manner as described above. 

Additionally, a 25 μm Gaussian filter was applied on the datasets of the powdered and non-

powdered scanned areas, to isolate roughness data, outliers were removed, and the surface levelled 
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using a linear least-squares best-fit plane according to a previous published protocol (F. Mullan et 

al., 2017; Francesca Mullan et al., 2017). The mean (SD) Sq surface roughness (root-mean-square 

3D surface roughness) of the powdered and unpowdered sites was calculated. 

In addition, images were taken using a digital microscope (Keyence VHX-7000, Japan) VHX-7000 with 

×700 magnification and a mix co-axial light with full ring lighting for quantitative analysis of the TiO2 

particles. The ‘grain particle analysis’ function of the digital microscope was used to measure the 

mean (SD) maximum and the mean (SD) minimum diameter (μm) of the TiO2 particles identified on 

the glass slide.  

2.2.7 Statistical analysis  

Statistical analysis was conducted using GraphPad Prism 9 (GraphPad Software Inc, California, USA). 

Data were assessed for normal distribution using four normality tests: D'Agostino & Pearson, 

Anderson-Darling, Kolmogorov-Smirnov and Shapiro-Wilk tests, and visually assessed using QQ 

plots. All the data were found to be normally distributed, and therefore mean and standard 

deviation was reported. Inter-group analysis between the different IOS measurement techniques 

was conducted using one-way ANOVA with post-hoc Tukey test for multiple comparisons. An 

unpaired t-test was used to compare Sq roughness measurements between powdered and non-

powdered sites on the glass slides. 

2.3 Results 

2.3.1 Handheld Vs. Jig-guided IOS scanning 

The NCLP depth measurement of the erosive groove was 44.8 μm which was used as the accepted 

reference value. The mean (SD) IOS-TD depth measurements were 42.9 (1.8) μm for the handheld 
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technique, and 42.5 (2.0), 42.5 (1.8), 43.2 (1.5) and 43. (1.9) μm for the jig-guided technique at 3-, 

4-, 5- and 7-mm surface-to-camera distances, respectively.  

Figure 2-11 shows the – Mean (SD) absolute error (μm) of IOS-TD measurements (against the NCLP 

measurement of 44.8 μm) using the handheld and the jig-mounted scanning techniques at different 

surface-to-camera distances (3, 4, 5, 7 mm).– Mean (SD) absolute error (μm) of IOS-TD 

measurements (against the NCLP measurement of 44.8 μm) using the handheld and the jig-mounted 

scanning techniques at different surface-to-camera distances (3, 4, 5, 7 mm). The mean (SD) 

absolute error for handheld scanning was 2.0 (1.6) μm and 2.6 (1.5), 2.4 (1.6), 1.8 (1.3), and 2.0 (1.7) 

μm for jig-guided scanning at 3-, 4-, 5-, and 7-mm surface-to-camera distances, respectively. 

 

Figure 2-11 – Mean (SD) absolute error (μm) of IOS-TD measurements (against the NCLP measurement of 44.8 μm) using 
the handheld and the jig-mounted scanning techniques at different surface-to-camera distances (3, 4, 5, 7 mm). 

No statistically significant differences were observed among means of the different scanning groups 

(p=0.7354). No statistically significant differences were observed between the handheld and any of 

the jig-mounted measurements (p=0.8946-0.9999). Additionally, no statistically significant 
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differences were observed between the jig-guided measurements at different surface-to-camera 

distances (p=0.7379-0.9969). The smallest absolute error was observed by jig-guided scanning 5 mm 

surface-to-camera distance, followed closely by handheld scanning and jig-guided scanning at 7mm.  

2.3.2 TiO2 powder measurement 

The mean (SD) Sq roughness for the non-powdered sites was 0.17 (0.02) μm, whilst there was a 

statistically significant increase to 3.96 (0.59) μm (p<0.0001) for the TiO2 powdered sites. The 

mean (SD) step height at the intersection between the powdered and non-powdered surfaces of 

the glass slides was 0.88 (0.09) μm. The grain particle analysis on the digital microscope based on 

automatic threshold segmentation by its internal software revealed a mean (SD) maximum diameter 

of 30 (16) μm and minimum diameter of 22 (12) μm for the TiO2 particles on the surface (Figure 

2-12). An increased particle density was observed at the intersection where the tape used to be on 

the microscopy slide which is believed to be as a result of residual adhesive on the surface. 
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Figure 2-12 – Digital microscopy image (lens 100x100) at the intersection between powdered and non-powdered sides 
of the glass slide (above) and grain particle analysis measuring the diameter of the TiO2 particles (below).  

Non-powdered sidePowdered side
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2.4 Discussion 

This study assessed the influence of factors on the accuracy of an intraoral scanner in measuring a 

standard depth of a 44.8 μm polished enamel groove, (as measured by the gold standard NCLP), 

according to the scanner handling technique (i.e., handheld Vs. jig-guided IOS scanning) and surface-

to-camera distance. Four different surface-to-camera distances were investigated ranging from 3 – 

7 mm based on the depth indicators on the computer screen within which IOS-TD would start 

automatically capturing the surface of the sample. 

The results of this study demonstrated that the accuracy of the IOS-TD in measuring the depth of 

the enamel groove, evaluated as the absolute difference between the NCLP and IOS-TD 

measurements, did not statistically significantly differ between handheld and jig-guided scanning. 

Therefore, the first hypothesis stating that the accuracy of the IOS-TD for measuring the depth of a 

surface groove on polished enamel would be the same between handheld and jig-guided scanning, 

could not be rejected . This reinforced the intent of carrying out handheld scanning using the IOS-

TD throughout the rest of the thesis, as originally intended by its manufacturers. In addition, no 

statistically significant differences were observed between the different surface-to-camera 

distances, which suggests that the accuracy of the IOS-TD remained the same no matter the distance 

of the wand camera from the sample, as long as it was within the tested scanning range (3–7 mm) 

indicated by the depth guides on the computer screen. Therefore, the second hypothesis stating 

that, the accuracy of the IOS in measuring the depth of a surface groove on polished enamel would 

be the same between different surface-to-camera distances, could not be rejected based on these 

findings. 

The accuracy of surface profilometry has already been established and validated in the literature, 

with a combined uncertainty in measurement of ±0.28 μm and maximum vertical linearity errors of 
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40 nm (F. Mullan et al., 2017) and precision of 5 nm measuring wear on polished enamel and 23 nm 

on natural enamel (F. Mullan et al., 2018). Prior to using the NCLP for this study, its accuracy was 

tested against a calibration 2.64 μm step height standard which demonstrated a high trueness 

(precision) of 10 (10) nm; therefore, a single NCLP measurement of the enamel groove was thought 

to suffice as the accepted ‘true’ value for comparison against the different IOS-TD scanning 

techniques investigated in this present study.  

The accuracy of IOS-TD measuring the 44.8 μm groove using the handheld method was 1.6 (1.0) μm, 

whilst its accuracy when mounted on the jig ranged between 1.5 (1.1) μm and 2.1 (1.1) μm which 

could be considered acceptable for both clinical monitoring and erosive tooth wear experimental 

measurements. Although non-statistically significant, these results implied that the optimal surface-

to-camera distance for IOS-TD is at ∼5 mm. The accuracy was the lowest at 3- and 4-mm surface-

to-camera distance which might be attributed to insufficient depth of field for the IOS-TD to obtain 

an accurate image. Since IOS-TD operates on the AWS principle by measuring depth based on the 

defocus of the primary optical system, challenging its depth of field (which controls the in-focus area 

within an image) can affect the accuracy of the scan due to increased noise and image blur (Kim et 

al., 2019).  

To the authors’ knowledge, this is the first study that investigated whether surface-to-camera 

distance affects the accuracy of an intraoral scanner for measuring the depth of an erosive groove 

on enamel and the first to compare handheld to jig-guided scanning. A recent study that also 

investigated the effect of surface-to-camera distances of 0 mm, 2.5 mm, 5.0 mm, 7.5 mm in the 

scanning accuracy of three intraoral scanners (TRIOS, CS 3500, and PlanScan), compared 2D 

measurement parameters of linear distances across a digitised stone model as well as 3D 

root-mean-square differences between a reference dataset made by a high-accuracy laboratory 
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scanner and the IOS datasets after superimposition (Kim et al., 2019). Due to several methodological 

differences between the two studies such as the type of IOS and measurement outputs used, any 

comparisons should be done with caution. The authors reported mixed findings, with no significant 

differences observed in some 2D linear distances whilst statistically differences were observed in 

others, depending on the intraoral scanner used. The accuracy was the highest for both 2D and 3D 

measurements at 2.5- and 5.0-mm surface-to-camera distances (Kim et al., 2019).  

Characterisation of the TiO2 powder layer, which is an essential requirement prior to the use of the 

IOS-TD, revealed that its application on a flat glass slide surface resulted in a significantly rougher 

surface compared to an equivalent non-powdered surface; therefore, the third null hypothesis was 

rejected. This should be taken into consideration if future experimental studies intend to use IOSs 

for surface roughness measurements, and perhaps scanners that do not require surface powder 

application should be selected for such purposes. Indeed, it would be interesting to investigate 

whether the intraoral scanner itself can measure differences in surface roughness which is 

something investigated in the next Chapter of this Thesis. Grain particle analysis using microscopic 

images demonstrated that the mean diameter of TiO2 particles ranged in the order of ∼20 - 30 μm, 

which is comparable to what is reported in the literature (Ochsmann et al., 2020; Richert et al., 

2017). Interestingly, a recent study has identified presence of ultrafine particles in the nanometre 

scale in dental spray-powders which could lead to inhalation exposures and work-related health 

problems; therefore, the use of high-volume suction must always be used near the tip of the sprayer 

gun when applying the powder. Nevertheless, the deposited fraction of hazardous particles in the 

lung of employees in dental practices seems to be small (15%) during this dental procedure 

(Ochsmann et al., 2020).  
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Following step height profile analysis between the powdered and non-powdered glass slide surface, 

the powder layer resulted in an overall increase in surface heights of less than one micron. This may 

be attributed to the fact that although the powder particles can have a diameter of a few microns, 

especially after coalescing, they only cover a very small proportion of the wider scanned surface. 

This suggests that the use of IOSs requiring the application of powder on the target surface would 

be unlikely to influence surface form measurements in the order of tens of microns. Indeed, the 

powder might be advantageous as it provides landmarks which could lead to a better image-

stitching procedure of the single point clouds during the scanning process. Ender et al., (2016) 

suggested that the powder provided a more consistent reflection of the scanners’ projected light 

which is helpful as different oral surfaces such as enamel, dentine and gingiva have different light 

reflecting properties. In addition, Prudente et al., (2018) reported that powder application prior to 

IOS scanning improved the vertical fit of crowns and reduced their volumetric 3D internal fit 

compared to scanning without powder application using the same scanner. Furthermore, the very 

low standard deviation of step height measurements between the powdered and non-powdered 

surfaces also suggests a high reproducibility of powder layer thickness.   

A depth of 44.8 μm for the erosive groove was considered adequate for the purposes of this study. 

This was based on a previous published study which also used the IOS-TD for measuring erosive 

tooth wear ranging between 33 to 72.8 μm (Kumar et al., 2018). Unlike Kumar et al., (2018), a flat 

polished enamel was used in this study, which as discussed in Section 1.3.5.1.1 above, its planar 

surface allows surface loss measurements in the form of step heights using a single post-wear scan. 

Kumar et al., (2018) used natural enamel which presents a freeform surface of higher complexity 

requiring the need of superimposition between the pre- and post-wear scans which may have led 

to further measurement errors as seen with higher standard deviations in their study compared to 

this. A strength of this present study is that a reference NCLP measurement of the enamel groove 
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was taken which allowed the evaluation of the accuracy of IOS-TD whereas Kumar et al., (2018) did 

not utilise a reference device and therefore could only assess precision. Another study compared 

IOS surface loss measurements on a cobalt chromium alloy phantom tooth to profilometry. They 

reported a comparable accuracy to this present study, ranging between 0 – 15 μm difference for 

measuring wear depths ranging between 66 to 174 μm, even though they used what is considered 

the predecessor intraoral scanner (Lava C.O.S) to IOS-TD (Hartkamp et al., 2017b).  

For the purposes of the study only one groove depth was used to compare the different scanning 

techniques in order to know how the scanning should be conducted in the studies of the thesis 

thereafter. Following these experiments an obvious question was raised as to what is the minimum 

groove depth that IOS-TD can detect and measure accurately and this is investigated and reported 

in the subsequent Chapters. 

During pilot experimentation, scans were attempted at 0- and 10-mm surface-to-scanning distances 

with IOS-TD; however, at such distances the device was not initiating the capturing of the surface 

and therefore these options were excluded from the study. The manufacturers of IOS-TD claim a 

scanning depth of up to 17 mm, and although a live image presents on the screen of the computer 

within this range, the capturing starts only when the surface-to-camera distance was below 10 mm 

depth. Interestingly, other scanners in the market, such as Trios3, have been tested and reported to 

be able to scan at a distance of >10 mm (Kim et al., 2019).  

Addressing the limitations of the present study, this was conducted in in vitro conditions which can 

be considerably different than the actual oral environment. Presence of saliva, blood, and body 

movement can all decrease scan accuracy (Richert et al., 2017).  
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2.5 Conclusions 

This chapter evaluated the effects of handling technique and surface-to-camera distance on the 

scan accuracy of a clinical intraoral scanner (IOS-TD) for measuring a groove depth on polished 

enamel. No significant differences were observed between the handheld and jig-guided scanning 

techniques. Furthermore, no significant differences were observed between the different surface-

to-camera distances tested in this study using the jig. The presence of a scanning powder coating 

on a flat surface resulted in increased roughness measurements but caused only a sub-micron 

increase of surface heights that should be considered acceptable for surface form measurements. 

Further research is required to determine the lowest threshold of IOS-TD for measuring surface 

change and investigations in the subsequent chapters are focused on answering this question.  
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Chapter 3 The depth measurement threshold of the IOS-TD in 

measuring surface loss on polished human enamel 

3.1 Introduction 

Profilometry has been extensively utilised and validated for distinguishing and measuring short 

wavelength (high frequency) surface components, such as seen in the analysis of surface texture 

and roughness (Hara et al., 2016; F. Mullan et al., 2018, 2017); however, it is not clear whether IOSs 

are capable of such a task. 

Additionally, in Chapter 2, the accuracy of the IOS-TD for measuring a groove with a 44.8 μm depth 

on a polished enamel surface was demonstrated to be within 2.0 - 2.6 μm of gold standard 

profilometry; this may be considered satisfactory for clinical monitoring of oral surface changes such 

as seen in tooth wear in vivo, and in vitro (Michou et al., 2020; Mitrirattanakul et al., 2022b). Yet, 

the depth threshold of IOSs for measuring surface change has not been determined, i.e., what is the 

smallest depth that IOSs can detect, localise, and reliably measure. Whether the IOSs can measure 

surface phenomena with a sensitivity relevant to pathologies such as erosive tooth wear in the 

sub-50 μm range (Lambrechts et al., 1989) has yet to be elucidated.  

This chapter explores the limits of the IOS-TD for measuring changes in surface roughness and form 

and is split into two interconnected investigations. Firstly, it investigates the scanning performance 

of the IOS-TD in distinguishing changes in roughness on flat textured surfaces. Secondly, it develops 

a new in vitro workflow for automated detection and measurement of surface loss and focuses on 

determining the depth measurement threshold of the IOS-TD on polished human enamel samples.   
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3.2 Aims, Objectives, and Hypotheses 

3.2.1 Aims 

The aims of this study were to:  

1. Determine the ability of the IOS-TD to discriminate surface roughness change on bespoke 

flat textured surfaces of different roughness. 

2. Determine the depth measurement threshold of the IOS-TD in measuring the depth of 

grooves made on human polished enamel in vitro. 

3.2.2 Objectives 

The objectives were to: 

1. Scan and measure Sq surface roughness on bespoke flat textured surfaces of different 

roughness using the IOS-TD and compare the measurements to a gold standard NCLP. 

2. Scan and analyse grooves of different depths created on polished enamel using the IOS-TD 

and compare measurements to the gold standard NCLP to determine its depth measurement 

threshold and noise floor.  

3. Develop an automated detection and analysis workflow of grooves on polished human 

enamel for measuring their depth in the form of 3D step heights, their 𝑋𝑌 area, as well as 

the surface skewness and kurtosis.  

3.2.3 Null Hypotheses 

1. The IOS-TD will not be able to distinguish changes on bespoke flat textured surfaces with 

increasing surface roughness. 

2. There will be no differences in depth and 𝑋𝑌 area measurements between the IOS-TD and 

the NCLP for grooves of increasing depths on polished human enamel. 
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3.3 Materials and Methods 

3.3.1 Study design 

Bespoke flat textured surfaces (n=7) consisting of different surface roughness were created and 

each scanned five times by the NCLP and IOS-TD to calculate and compare surface roughness 

measurements between the two scanners. Additionally, grooves of different depths were created 

on polished human enamel samples (n=80, one groove per sample). Each sample was scanned once 

by the gold standard NCLP as the reference device and the IOS-TD as the investigated device, and 

their measurements compared.  

3.3.2 Creation of flat textured surfaces  

Flat surfaces (n=7) with controlled texture characteristics and optical properties were created. 

Firstly, a smooth flat surface, used as the control, was prepared by applying a coating of gloss-black 

cellulose spray paint (Holts® Minimix, Manchester, UK) to a microscopy glass slide, to create a 

smooth surface, optimised for optical scanning. Additionally, silicon carbide grinding papers 

(Versocit, Struers A/S, Copenhagen, Denmark) with increasing roughness consisting of grit grades 

P800, P500, P320, P220, P120, and P60 and hence increasing average silicon carbide particle size of 

21.8, 30.2, 46.2, 68.0, 125.0, and 269.0 μm, respectively, as determined by ISO:6344-2/3, were 

bonded with cyanoacrylate resin (UHU super glue, GmbH & Co., Bühl, Germany) to microscopy slides 

(Figure 3-1 below). The painted microscopy slide, and the grinding papers were scanned five times 

each, by the NCLP and IOS-TD. The number of scan repetitions was based on a power calculation by 

means of GPower 3.1.9 using an unpaired t-test of triplicate pilot measurements by the NCLP 

between the painted microscopy slide surface (smoothest), 1.5 (0.9) μm, and the P60 grinding paper 

surface (roughest), 48.1 (3.6) μm, indicating 4 repetitions per textured surface, yielding 95% power. 
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Figure 3-1 – Microscopy glass slide painted with gloss-black cellulose spray paint (left) and examples of grinding papers 
consisting of different surface roughness glued on a microscopy slide (right). 

3.3.3 Enamel sample creation 

Extracted sound permanent human molars were obtained after gaining informed consent from 

patients (REC ref:12/LO/1836) in the Oral Surgery department of Guy’s Hospital. The molars were 

sectioned and prepared to produce polished enamel samples (n=80) following the method 

described in detail in Section 2.2.1 above achieving flatness tolerance of ±0.6 μm, following a 

previously published protocol (Mylonas et al., 2018).  

3.3.4 Creating grooves on polished enamel  

Following enamel sample preparation, a 1 mm-wide window of exposed enamel was created using 

modelling tape (Model Craft, Shesto Ltd, UK) to provide reference zones surrounding the created 

groove following the method described in Section 2.2.2 above. The samples were randomised into 

eight groups (n=10/group). The number of samples per group was determined based on previous 

pilot data of a single polished sample scanned three times by the NCLP and IOS-TD and using 

GPower 3.1.9 using paired t-test between two means (SD) of 11.0 (1.3) μm for the NCLP and 7.9 

(2.1) μm for the IOS-TD, indicating a total sample size of 8 per group, yielding 95% power. Erosive 

grooves were created by immersing each group to 5-min cycles of 100 ml citric acid solution (0.3%, 

pH 2.7, titratable acidity 10.2 mL) at eight different total immersion times (0, 5, 10, 15, 20, 25, 75, 

and 150 min), under 62.5 rpm orbital agitation (Stuart mini-Orbital Shaker SST1, Bibby Scientific, 

England). The total immersion times selected for this study were based on previous pilot data that 
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estimated the depth of enamel grooves after repeated 5 min citric acid exposures between 

0 – 150 min. The samples were washed and left to air-dry for 24 hours before tape removal, and 

then scanned and analysed, in randomised order so that the operator was blinded to the depth.  

3.3.5 Scanning  

Profilometric scans of the enamel samples as well as the textured surfaces created on the 

microscopy slides were conducted using the NCLP following the method described in Chapter 2 

Section 2.2.3 above2.2.4, and previously published protocols (Mylonas et al., 2018).  

IOS-TD scanning (True Definition™, Midmark Corp., USA) was conducted following the 

manufacturer’s instructions and the handheld scanning method described in Chapter 2 Section 2.2.4 

above. The datasets were exported with maximal resolution to optimise scan quality and 

downloaded as STL files from the scanner’s cloud-based platform.  

Prior to IOS-TD scanning, the samples were lightly coated with titanium dioxide scanning spray (True 

Definition™ High-resolution scanning spray, Midmark Corp., USA), via a powder gun (True 

Definition™ powder gun, Midmark Corp., USA), following manufacturer’s instructions. As powdering 

was an essential step prior to IOS-TD scanning, profilometric scans of the enamel samples as well as 

of the flat textured surfaces were conducted beforehand.  

3.3.5.1 Baseline scanning of polished enamel samples 

Prior to acid exposure, baseline scanning of each polished enamel sample was conducted using the 

NCLP and IOS-TD producing 80 datasets. These datasets were used to determine the measurement 

noise floor of the IOS-TD and NCLP when scanning flat polished enamel before surface loss has 

occurred. 
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3.3.6 Analysis  

Analysis of the datasets, generated from the NCLP and IOS-TD scanning of the enamel samples as 

well as the textured surfaces, was carried out using the MountainsMap7® surface metrology 

software. 

3.3.6.1 Analysis of roughness on the flat textured surfaces  

Using the datasets from the NCLP and IOS-TD, the mean (SD) Sq surface roughness was calculated 

for each of the flat textured surfaces on the microscopy slides (Figure 3-2). The calculation was 

conducted over a 4 × 4 mm area within each dataset, after applying a 25 μm Gaussian filter to isolate 

the roughness data, removing outliers (i.e., erroneous spikes on flat surfaces), and levelling the 

surface using a linear least-squares best-fit plane, according to a previous published protocol (F. 

Mullan et al., 2017). This was repeated five times for each textured surface based on previous 

surface roughness studies (F. Mullan et al., 2017). As the gloss-black painted microscope slide 

constituted the smoothest out of all the textured surfaces, and therefore, as the control, its Sq 

surface roughness was compared to the grinding papers of increasing silicon carbide particle size 

and hence increasing roughness. 
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Figure 3-2 – Sq surface roughness calculation of a grinding paper (P500, 30.2 μm silica carbide grain size) on microscopy 
slides. 

3.3.6.2 Noise floor measurement on polished enamel samples 

Baseline NCLP and IOS-TD datasets were loaded into the surface-metrology software and a 3 × 1 mm 

area of scanned polished enamel was extracted. Using these 3 × 1 mm areas, the mean (SD) Sq 

surface roughness was calculated as described in Section 3.3.6.1 above. To quantify the noise floor 

measurement of the IOS-TD and NCLP the following formula was used: 𝑚𝑒𝑎𝑛 +  (3 × 𝑆𝐷), 

according to bioanalytical analysis guidelines (Attin et al., 2009; Mylonas et al., 2019).   

3.3.6.3 Depth, area, skewness and kurtosis measurements of grooves on polished enamel 

A bespoke analysis workflow was developed for polished enamel to 1. measure groove depths as 

3D surface step-heights, 2. automatically localise and measure the 𝑋𝑌 groove area (mm2) and 

3. analyse the surface skewness and kurtosis of each dataset. This workflow was applied to 3 × 1 mm 

areas of polished enamel from each dataset, with the 1 mm-wide groove in the centre, following 

removal of outliers and levelling, excluding the central 1/3rd of the area corresponding to the groove 

from the levelling process (Figure 3-3Figure 3-3A, below).  
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Figure 3-3 – Analysis workflow on 3 x 1 mm areas of interest with the enamel groove in the middle (A) to calculate the 
depth of the groove in the form of a 3D surface step height (B), detect and measure its XY area (C), and determine the 
skewness and kurtosis (D). 

Firstly, the 3D step-height (μm) of the 1 mm-wide central groove was calculated using predefined 

selection of the central 1/3rd of the groove compared to the uneroded reference areas of polished 

enamel, as shown in Figure 3-3Figure 3-3B above. The average height difference between these 

areas were then used to calculate the 3D step-height, based on ISO:5436-1. These predefined areas 

were programmed to automatically have the same size and location within each 3 × 1 mm dataset 

from the NCLP and IOS-TD, eliminating operator bias.  
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Secondly, an automated detection algorithm was used to determine the measurement threshold of 

the IOS-TD by localising and measuring the 𝑋𝑌 groove area (mm2), as seen in Figure 3-3Figure 3-3C. 

This consisted of utilising a ‘particle analysis’ software function based on the threshold 

segmentation algorithm that is described in detail in Chapter 1 Section 1.3.5.3.1 on page 63. The 

algorithm was set to distinguish surface points of measurement (POMs) with 𝑍 heights below the 

mean plane of all the surface heights within the 3 x 1 mm dataset, according to the histogram of the 

surface heights distribution and the Abbot-Firestone curve. The 𝑍 heights of a recessive surface 

feature, such as the enamel grooves in this study, would have a lower value than the mean plane of 

surface heights in an otherwise planar surface, resulting in the detection of the feature.  

The surface area (mm2) of the groove consisting of these surface points was calculated for each 

IOS-TD scan and was compared to the gold standard NCLP. Based on the standard deviation 

(0.09 mm2) of the groove area (mm2) measurements by the NCLP for all samples, a <0.18 mm2 area 

difference cut-off (i.e., 2 × SD) between the IOS-TD and NCLP area measurements was selected as 

an acceptable margin of error, following metrology good practice guidelines (JCGM, 2012). 

Therefore, grooves with an area measured on an IOS-TD scan > 0.18 mm2 Vs. the NCLP would be 

considered as a cut off determining failure to correctly detect the groove shape. The detection 

threshold of the IOS-TD was thus defined as the minimum groove depth that the IOS-TD did not 

statistically significantly differ from the NCLP and could achieve ≥ 90% groove area detection based 

on the <0.18 mm2 margin of error described above (i.e., the IOS-TD would correctly measure the 𝑋𝑌 

surface area of nine out of ten samples of a specific depth compared to the NCLP measurements). 

Finally, surface height distribution on each 3 × 1 mm dataset was analysed by calculating the surface 

skewness (Ssk) and kurtosis (Sku) parameters (Figure 3-3Figure 3-3D) in order to determine whether 

the surface height distribution was Gaussian/non-Gaussian. As described in Chapter 1 Section 1.3.4 
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above, the surface distribution curve of a nominally flat surface superimposed with a random 

roughness has a Gaussian distribution symmetrical about the height of the nominal plane which is 

quantified by Ssk equal to zero and Sku equal to three i.e., no groove is present. In contrast, a surface 

with a detectable central recessive feature such as the grooves on the enamel samples, consisting 

of surface heights below the mean plane, will display a non-gaussian distribution of surface heights 

with negative skewness (i.e., below zero) and kurtosis of less than three (Meireles et al., 2015). 

3.3.7 Statistical analysis 

Statistical analysis was conducted using Prism9 (GraphPad Software Inc, California, USA). All data 

were assessed for normal distribution using four normality tests: D'Agostino & Pearson, 

Anderson-Darling, Kolmogorov-Smirnov and Shapiro-Wilk tests, and visually assessed using QQ 

plots. A paired t-test was conducted to compare the noise floor measurements between NCLP and 

IOS-TD. Paired two-way ANOVAs with post-hoc Sidak’s tests were conducted for enamel groove 

depth (μm), area (mm2), skewness and kurtosis data to compare measurements between the NCLP 

and IOS-TD. Furthermore, a paired two-way ANOVA was conducted for roughness measurements 

(μm) between the NCLP and IOS-TD for the flat textured surfaces on the microscopy slides. Statistical 

significance was set as p < 0.05 in all tests.   
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3.4 Results 

3.4.1 Roughness measurement of textured surfaces 

Table 3-1 shows the mean (SD) Sq surface roughness (µm) for the textured surfaces measured by 

the NLCP and IOS-TD. The NCLP demonstrated a 1.2 (0.2) μm Sq surface roughness for the gloss-

painted slide (control), whilst for the grinding papers with silicon carbide particle sizes of 21.8, 30.2, 

46.2, 68.0, 125.0, 269 μm, it measured 5.9 (0.1), 8.1 (0.1), 11.0 (0.3), 13.9 (0.1), 30.8 (0.5) and 49.1 

(2.1) μm, respectively. The IOS-TD demonstrated a 4.1 (0.5) μm Sq surface roughness for the gloss-

painted slide (control), whilst for the grinding papers with silicon carbide particle sizes of 21.8, 30.2, 

46.2, 68.0, 125.0, 269 μm, it measured 3.3 (0.3), 3.0 (0.3), 3.7 (0.9), 5.4 (0.6), 7.9 (0.3) and 14.4 (0.8) 

μm, respectively.  

Statistically significant differences were observed between the NCLP and IOS-TD for each textured 

surface (p<0.0001). The NCLP showed consistently statistically significant differences in mean (SD) 

surface roughness for all grit sizes compared to the control painted slide (p<0.0001). In contrast, the 

IOS-TD scans showed statistical differences between the control slide and the sandpaper above 

68.0 µm particle size (p≤0.02). This highlighted the inferior resolution and limitation of IOS in 

distinguishing short-wavelength (i.e., below ≈70 µm) surface features such as roughness. 
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Table 3-1 – Mean (SD) Sq surface roughness (μm) for the gloss-black painted microscopy glass slide (control) and silicon 
carbide grinding surfaces of increasing particle size (21.8–269.0 μm), scanned with NCLP and IOS-TD. 
Within each column, statistical significance (* = p < 0.05 and ** p < 0.001) is demonstrated compared to the control. 

Flat textured surfaces 

Mean (SD) Sq Roughness (µm) 

NCLP IOS-TD 

Gloss-black painted glass slide 
(control) 

1.2 
(0.2) 

 

4.1 
(0.5) 

Silicon carbide 
grinding paper 

particle size (µm) 

21.8 
5.9 

(0.1) 

** 

3.3 
(0.3) 

30.2 
8.1 

(0.1) 

** 

3.0 
(0.3) 

46.2 
11.0 
(0.3) 

** 

3.7 
(0.9) 

68.0 
13.9 
(0.1) 

** 

5.4 
(0.6) 

125.0 
30.8 
(0.5) 

** 

7.9 
(0.3) 

** 

269.0 
49.1 
(2.1) 

** 

14.4 
(0.8) 

** 
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3.4.2 Noise floor measurement of polished enamel 

Profilometric NCLP baseline scans of polished enamel demonstrated a mean (SD) Sq roughness of 

0.1 (0.1) μm, whereas the IOS-TD data was significantly greater at 1.5 (0.8) μm (p<0.0001). 

Therefore, the noise floor measurement of the IOS-TD, when measuring a highly polished flat 

enamel surface, was 3.8 μm, in comparison to 0.5 μm for the NCLP.  

3.4.3 Enamel groove measurements  

Figure 3-4 shows representative datasets of polished enamel for groups of increasing groove depths 

of 7.2, 16.0, 44.0, and 86.5 µm, together with the automated groove detection analysis and the 

corresponding POMs/mm2 produced by each device. The NCLP was able to localise and define all 

the grooves with sharp margins. In contrast, the IOS-TD scans displayed grooves with irregular and 

unclear margins and regions of positive or negative outliers, within and outside the groove 

boundaries. At increased groove depths, as seen in the examples of 44.0 μm and 86.5 µm, grooves 

were displayed more clearly; however, the transition between the groove margin and reference 

surface was less distinct than the NCLP scans. The IOS-TD datasets consisted of far fewer POMs/mm2 

ranging between 114 – 164 POMs/mm2 compared to the NCLP which consistently produced 

10,201 POMs/mm2. Therefore, IOS-TD had approximately ×70 lower spatial resolution than the 

NCLP.  
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Figure 3-4 – Representative pseudo-colour NCLP and IOS-TD scans of enamel grooves of increasing depth (7.2-86.5 µm) with the number of points-of-measurement per mm2 
(POMs/mm2) for each corresponding surface (3×1 mm) using surface-metrology software MountainsMap7®.  
The digital scans show different colours as a function of 𝑍-measurements. The NCLP produced more defined grooves with straight margins. In contrast, the IOS-TD often 
produced grooves with atypical shapes and unclear boundaries. The IOS-TD produced less POMs/mm2 than the NCLP.  
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Table 3-2 shows the mean (SD) step-height measurements (µm) at increasing groove depth 

measured by the NCLP and IOS-TD, along with the 𝑋𝑌 area measurements (mm2) and automated 

detection (%). The mean groove depth at baseline (0 mins of erosion) for the NCLP was 0.0 µm, and 

this increased from 1.9 µm to 86.5 µm. Based on the automated detection, the IOS-TD could not 

automatically identify the location and correctly measure surface area of any grooves shallower 

than 16.0 μm, while it could detect 20% of the grooves in the 18.8 μm group, 90% of grooves in the 

44.0 μm group and 100% of grooves in the 86.5 μm group. Therefore, the measurement threshold 

of IOS-TD was determined to be 44.0 μm as at that depth level there were no statistically significant 

differences in depth or area measurements and a 90% of groove detection was achieved.  

Table 3-2 – Mean (SD) groove depth (µm) and 𝑋𝑌 area (mm2) measured by the NCLP and IOS-TD, with the percent of 
successful automated detection (%).  
Statistically significant differences in depth and area measurements between NCLP (reference) and IOS-TD are shown 
(* = p < 0.05, ** p < 0.01, *** = p ≤ 0.001 and **** p ≤ 0.0001). Groove depth measurements are correct to one decimal 
place.  

Mean (SD) enamel groove 
depth (μm) 

Mean (SD) enamel 
𝒙𝒚 groove area (mm2) 

Automated 
detection of 

IOS (%) 
NCLP IOS NCLP IOS 

0.0 
(0.1) 

1.3 
(2.0) 

0.02 
(0.03) 

0.34 
(0.15) 

*** 

0 

1.9 
(1.0) 

-0.3 
(3.4) 

0.93 
(0.06) 

0.36 
(0.34) 
**** 

0 

7.2 
(1.2) 

5.6 
(2.7) 

1.07 
(0.04) 

1.20 
(0.46) 

0 

11.0 
(1.1) 

7.3 
(2.9) 

1.09 
(0.07) 

1.35 
(0.26) 

* 

0 

16.0 
(1.5) 

16.0 
(3.9) 

1.11 
(0.06) 

1.29 
(0.13) 

0 

18.8 
(1.8) 

18.0 
(5.8) 

1.10 
(0.08) 

1.33 
(0.17) 

* 

20 

44.0 
(4.8) 

42.2 
(6.2) 

1.01 
(0.08) 

1.13 
(0.09) 

90 

86.5 
(5.0) 

88.0 
(7.2) 

1.07 
(0.09) 

1.13 
(0.08) 

100 
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Figure 3-5 shows the mean (SD) skewness (Ssk) and kurtosis (Sku) of the NCLP and IOS-TD scans for 

the increasing groove-depth groups. At baseline (0.0 μm group, 0 mins of erosion), both the NCLP 

and IOS-TD scans produced surface amplitudes which conformed to a Gaussian distribution, 

representing flat and featureless surfaces, only the NCLP displayed statistically significant reductions 

in skewness and kurtosis vs. baseline, from the 1.9 μm depth group onwards (p<0.0001). On the 

contrary, the IOS-TD did not show any statistically significant reductions vs. baseline until the 

11.0 μm groove-depth group for skewness (p=0.0005) and the 16.0 μm groove-depth group for 

kurtosis (p=0.0014). 
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Figure 3-5 – Mean (SD) Skewness (Ssk) and Kurtosis (Sku) of the NCLP and IOS-TD scans for increasing groove depth groups.  
Horizontal green lines of skewness (Ssk) equal to zero and kurtosis (Sku) equal to three equate to a Gaussian distribution of the surface heights.  
Statistically significant differences are shown compared to the 0.0 μm mean grove depth (* = p < 0.05, ** p < 0.01, *** = p ≤ 0.001 and **** p ≤ 0.0001).
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3.5 Discussion 

This Chapter explored the limits of the IOS-TD for measuring changes in surface roughness on 

bespoke textured surfaces as well as changes in surface form on polished enamel. Measuring the 

roughness of textured surfaces using the IOS-TD demonstrated that the scanner was not able to 

discriminate changes in roughness until the 125.0 μm-particle grinding paper was measured; whilst 

the NCLP could discriminate all increases in roughness. Therefore, the first null hypothesis was 

rejected.  

This is the first study to quantify the measurement threshold of a commonly reported IOS for 

measurement of surface loss on polished human enamel surfaces, based on a standardised protocol. 

It revealed that 90% of groove depths at 44.0 μm could be measured using automated detection 

and by implication depths greater than this could be confidently detected by the IOS-TD. Significant 

differences in 𝑋𝑌 area measurements and lower automated detection was observed below 44.0 

μm; therefore, the second hypothesis was rejected. 

An NCLP with a previously reported ±40 nm accuracy (F. Mullan et al., 2017) and ∼5 nm precision 

(F. Mullan et al., 2018) was used in this study as a gold standard, and its measurements were used 

as the accepted ‘true’ measurements of the enamel grooves. This instrument has nanometre-level 

accuracy and represents instruments of the highest resolution; similar NCLPs have reported 

comparable accuracies in the order of ∼30 nm, measuring V-shaped groove artefacts with 0.24, 

0.75, 2.4, 7.5, 24 and 75 μm depths while using the same surface metrology software as this study 

(Nouira et al., 2014).  

For the purposes of the investigation a single IOS was sampled. This might be considered a limitation 

as the resolution of different IOSs varies. However, the choice of IOS-TD (True Definition™, Midmark 

Corp., USA) was deemed suitable as it has been extensively investigated previously and is considered 
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amongst the best performing intraoral scanners in terms of resolution and accuracy (Boeddinghaus 

et al., 2015; Medina-Sotomayor et al., 2019a, 2018).   

The spatial resolution of IOS-TD was scrutinised by measuring surface roughness on flat textured 

surfaces (gloss-paint and grinding papers on microscopy slides). IOS-TD demonstrated significant 

differences in Sq roughness measurements compared to the NCLP and could detect change in 

surface roughness only when the grinding paper with a silicon carbide particle size of 68 μm and Sq 

roughness of 30.8 μm was measured. This suggests that the IOS-TD may not be suitable for 

measuring short wavelength surface components, such as seen in texture and roughness analyses; 

instead, it would be more optimised for surface form measurements. Additionally, the IOS-TD scans 

of polished enamel consisted of approximately 114 – 164 POMs/mm2 in contrast to 10,201 

POMs/mm2 for the NCLP scans. IOS-TD had approximately ×70 lower spatial resolution than the 

NCLP which resulted in an overall smoother topography of the enamel grooves.  

The noise floor measurement of the IOS-TD, when measuring highly polished enamel, was 3.8 μm, 

in comparison to 0.5 μm for the NCLP. This suggests that readings and differences of the IOS-TD 

below 3.8 μm would not be distinguishable from “zero” and therefore would be below its detection 

limit (Attin et al., 2009).  

Utilising the ISO:5436-1 step-height measurement technique, no significant differences were 

observed between the two devices for mean groove depths of 1.9- 86.5 μm. This is probably 

reflective of the larger standard deviations demonstrated from the IOS-TD, something that was also 

reported by (Kumar et al., 2019). Groove measurements were carried out based on a priori 

knowledge of their location on the sample and therefore potentially lead to the false assumption 

that IOSs can measure surface change of ≥1.9 μm. For IOSs to be useful in measuring features such 
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as depth, area and volume of enamel loss, the surface data needs to be amenable to automated 

surface loss localisation prior to measurement.  

In addition to the low automated detection and significant differences in 𝑋𝑌 area measurements 

compared to the NCLP, the IOS-TD also demonstrated skewness and kurtosis measurements 

conforming to normal distribution below 11.0 μm groove depth for skewness and 16.0 μm groove 

depth for kurtosis and therefore it did not begin detecting a groove until these depths were reached, 

indicating limitations in detecting features of such depths on a flat surface. On the contrary, the 

NCLP datasets indicated consistent detection of the enamel grooves at all depths. These limitations 

can be explained by IOS-TD’s lower point-cloud density compared to NCLP. The scanner’s data-point 

interpolation between 𝑋𝑌 lateral measurements during surface formation, results in a polygon-

mesh, which has a smoothing effect and results in larger triangles and smoother topography, which 

further limits its resolution. This smoothing effect may not have an impact on the scanner accuracy 

for grooves with larger surfaces but can be apparent when evaluating groove boundary distinctness, 

leading to poor depiction of the undulating transition area of the ‘step’ in a step-height or discrete 

ETW and hence false groove topography.  

Nonetheless, the use of IOSs should be balanced against its speed of acquisition, higher automation, 

clinical application, and cost-effectiveness. This study suggests that using intraoral scanners could 

be a valid technique which may have advantages over profilometry for studies measuring wear 

≥44.0 μm, including direct intra-oral measurement. This threshold is comparable to the reported 

mean annual vertical wear on molars, 38 μm (Lambrechts et al., 1989), showing promise for IOSs as 

diagnostic and monitoring tools of erosive tooth wear in vivo. 

Previous studies have used wear modelling protocols involving 37% phosphoric acid (Meireles et al., 

2016a) or drilling on a metal tooth (Hartkamp et al., 2017b), while only a few utilised a reference 
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device such as profilometry, in which the simulated wear depths were in the order of ≥17 μm 

(Witecy et al., 2021), ≥ 68 μm (Hartkamp et al., 2017b), or ≥ 221 μm (Kühne et al., 2021). Indeed, 

the study by Witecy et al., (2021) was the only other study that measured surface loss on polished 

enamel using IOSs. They demonstrated a lower agreement (approximately 10-20 μm IOS depth 

underestimation) in polished enamel loss measurements between the IOSs and profilometry than 

this present study. This may be because their study, together with all the other studies that used 

profilometry for comparison against the tested IOSs, measured surface loss by comparing sequential 

scans using iterative-contact-point (ICP) superimposition; a method which is described in Chapter 1 

Section 1.3.5.2.2 above and is investigated in the subsequent chapters of this thesis. Although, this 

workflow might be more clinically relevant and commonly reported (Becker et al., 2018a; O’Toole 

et al., 2019a), as it allows wear measurements on natural enamel, its analysis performance is more 

prone to errors as each time-point scan and dataset alignment process introduce an individual set 

of errors (Ahmed et al., 2016). The quality of ICP-alignment for an optimal fit of two datasets, which 

is itself dependant on the scanner’s accuracy and resolution, affects the accuracy of the 

measurement (DeLong, 2006). The analysis workflow in this Chapter was highly controlled and 

standardised. Polished enamel samples were used which consisted of flat planar surfaces optimised 

for step height measurements using a single scan, only after surface loss has occurred, therefore 

avoiding introduction of alignment errors. This ‘single-scan analysis’ is a commonly reported method 

and is considered to be the gold standard for in vitro erosion studies (Young and Tenuta, 2011). 

Nevertheless, since teeth consist of freeform surfaces, further research is necessary to develop and 

optimise methods for measuring change on such surfaces.  

A key strength of this study was the use of automated algorithms on the 3 × 1 mm datasets, thus 

minimising operator bias regarding a priori knowledge of where the groove is located, which is 

crucial when discriminating topography changes in the order of microns. The analysis was not 
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restricted to only measuring vertical tissue loss; instead, additional surface metrology parameters 

were investigated as the depth increased, namely, automated measurement of the groove area as 

well as changes in skewness and kurtosis. Indeed, if a measurement process cannot automatically 

localise the groove, the groove would be unmeasurable. Therefore, studies purely relying on 3D 

step-height data measured based on predefined locations using reference or fiducial markers, must 

be interpreted with caution. To the author’s knowledge, this is the first study that the threshold 

detection (also known as threshold segmentation) method was used to automatically localise and 

analyse the area of the grooves which is a recognised surface-feature detection method in 

metrology optimised when the background topography is flat and horizontal such as seen in 

polished enamel. 

The dimensions of the artificial grooves on enamel were 1 mm wide and long whereas only a few 

microns deep, in an otherwise highly polished surface. These dimensions were designed to 

overcome the significant handicap of IOS-TD inferior spatial resolution; however, they represent a 

limitation of this present study. It is possible that smaller lateral dimensions on naturally complex 

native tooth surfaces may display a depth detection threshold even greater than 44 µm. Established 

protocols using relatively small flat surfaces are optimised for NCLP step-height measurement. This 

represents a specific measurement challenge for IOSs, as they operate using optical principles which 

are optimised for freeform shapes. Newer protocols, using complex more biologically appropriate 

samples, may reduce the disparity in measurements observed between the NCLP and IOS. 

In summary, the combination of IOS-TD scanning and bespoke automated algorithms for surface 

loss detection and measurement on polished human enamel resulted in a depth measurement 

threshold of 44.0 μm. Above this, there were no significant differences between the NCLP and IOS-

TD step-heights nor area measurements, suggesting that surface loss can be consistently quantified 
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using IOSs to a level of accuracy that maybe acceptable for clinical monitoring of material or tooth 

wear. However, caution needs to be applied as the study highlighted fundamental limitations of 

IOSs, necessitating further research.  

3.6 Conclusions 

This study reports on the limitations of the IOS-TD for measuring changes in surface roughness and 

form. Using novel optimised imaging algorithms, it was demonstrated for the first time that grooves 

on polished enamel can be reliably quantified using automated detection in the order of sub-50 μm 

depth, showing promise as a suitable tool for experimental laboratory-based studies investigating 

surface change or wear. Additionally, it revealed that IOS scanning is not suitable for surface 

roughness measurements and is more optimised for measuring surface form. The limitations of IOS-

TD resolution revealed a pressing requirement for further research and technological advancements 

to optimise the performance of IOSs systems for measuring tooth surfaces, especially if below the 

sub-50 μm detection threshold. 
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Chapter 4 Comparison between two bi-scan analyses for measuring 

surface change 

4.1 Introduction  

Step heights can be calculated in different ways. A single profile across the middle of the sample, 

known as mid-point step height (O’Toole et al., 2015) is the simplest, followed by measuring the 

average from multiple profile lines, for example five (Mistry et al., 2015) or ten profiles (Mutahar et 

al., 2017). However, for more complex surface features, such as seen in erosive tooth wear, the use 

of a single profile or the average from a number of profiles may not necessarily be representative 

of the 3D complexity of the lesion topography. Whether there are differences in measurements 

between step heights calculated based on different number of profiles remains to be elucidated. 

In contrast to polished enamel, measuring change on natural enamel surfaces requires more 

advanced surface metrology. This is because such surfaces consist of non-uniform geometrical 

features and freeform curved topographies (Savio et al., 2007) which are therefore not optimised 

for step height calculations using a single scan of a surface after change has occurred (single-scan 

analysis). To overcome this, quantitative bi-scan techniques have been proposed which allow for 

alignment and comparison of two sequential scans taken at different epochs (before and after 

surface change), to measure relative surface loss/gain over the intervening time between the two 

scans. Previous studies have quantified oral surface change via surface registration 

(superimposition) techniques using iterative-closest-point (ICP) algorithms (Kühne et al., 2021; J.M. 

Rodriguez et al., 2012) or via surface subtraction techniques (Holme et al., 2005; Mylonas et al., 

2019; Stenhagen et al., 2011); though, each method suffers from inherent limitations which are 

described in detail in Chapter 1 Section 1.3.5.2 above. There is sparsity in the literature of studies 
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which compare the surface registration and the surface subtraction techniques for measuring 

topographical change of sequential scans of surfaces undergoing change.  

Therefore, this current Chapter describes an investigation into polished enamel analysis, which 

firstly compares three different step height techniques, based on the number of profiles used during 

their calculation and secondly investigates two bi-scan analysis techniques, namely, surface-

subtraction and surface-registration vs. the single-scan analysis described in the previous Chapter. 

As explained below, for the purpose of these investigations, the single-scan analysis is considered 

as the ‘gold standard’ reference method in comparison to the more complex bi-scan analyses 

techniques. Sequential scans of surfaces undergoing change will be referred to in the remainder of 

this thesis as bi-scans.  

4.2 Aims and Null Hypotheses 

4.2.1 Aims  

The aims of this study were to:  

1. Investigate differences in step height measurements on polished enamel using 

single-midline step height (Single-SH), ten-line step height (Ten-SH), and total 3D step height 

(Total-SH). 

2. Investigate and determine the agreement between two bi-scan techniques: surface-

registration and the surface-subtraction analyses; and compare them to a single-scan 

analysis for measuring groove depths on polished enamel.  

4.2.2 Null Hypotheses  

1. There will be no differences in step height measurements between the single-SH, the ten-

SH, and the total-SH for measuring the depths of enamel grooves.  
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2. There will be no differences in groove depth measurements between the single-scan 

analysis, the bi-scan surface-registration, and the bi-scan surface-subtraction analyses. 

4.3 Materials and methods  

4.3.1 Enamel samples  

Following previous sample size calculations, five groups of eroded polished enamel samples (n=50, 

10 samples per group), were selected from the previous study in Chapter 3; each exhibiting a 

1 mm-wide groove surrounded by fiducial markers on the acrylic embedding the enamel. The five 

enamel groups consisted of those that had undergone citric acid immersion (0.3%, pH 2.7, titratable 

acidity 10.2 mL) for a total of 5, 10, 15, 20, and 25 mins, respectively, to generate mean (SD) depths 

of 1.87 (0.50), 7.21 (1.19), 10.99 (1.06), 15.99 (1.49), 18.79 (1.80) μm, measured by the NCLP 

following a single-scan 3D step height analysis, described in Section 3.3.6.3 above, on page 133.  For 

convenience, these five groups were labelled by their respective average depth to the nearest 

micron, i.e., 2 μm, 7 μm, 11 μm, 16 μm, and 19 μm. These depths were used in each analysis 

protocol. 

4.3.2 Scanning  

Profilometric scans of the eroded enamel samples (n=50) were carried out using the NCLP in 

rectilinear grid spacing of 10 μm 𝑋, 𝑌 intervals, resulting in ‘point clouds’ of individual data points, 

each 10 μm apart from each other, following the method described in Section 2.2.3 above on page 

107, and according to previously published protocols (Mistry et al., 2015; F. Mullan et al., 2018; 

Mylonas et al., 2018). The datasets were saved in ASCII format as .tai filename which were then 

converted to a .txt file extension for compatibility with the analysis software. Baseline scanning 
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datasets (prior to eroding the samples) were already available from the study described in 

Chapter 3. 

4.3.3 Depth analysis of enamel grooves 

Two bi-scan analyses: surface-registration and surface-subtraction, were used to quantify depths of 

enamel grooves by a single blinded operator, by comparing respective baseline and post-exposure 

datasets of each sample. 

4.3.3.1 Bi-scan surface-subtraction analysis  

Figure 4-1Figure 4-1 shows the workflow of the bi-scan surface-subtraction technique. Baseline and 

post-exposure (following acid immersion) datasets for each sample, consisting of cartesian point 

clouds, were loaded into MountainsMap7® surface-metrology software. Using the function ‘series 

of surfaces’, a pair of baseline and respective post-exposure datasets were selected for alignment. 

The two datasets were manually aligned by pin-pointing the same two fiducial markers placed on 

the acrylic material surrounding the enamel (Figure 4-1Figure 4-1A), (Mylonas et al., 2019).  

Following manual alignment, the post-exposure dataset was subtracted from its respective baseline, 

to yield a residual or ‘difference’ dataset (Figure 4-1Figure 4-1B). The accuracy of the 𝑋𝑌 

correspondence between the two subtracted surfaces was quantitatively inspected by looking at 

the root-mean-square (RMS) error value (µm) between the two datasets calculated by the software 

(i.e., the smaller the RMS value of the residual surface, the better the surfaces were aligned), as well 

as qualitatively by the colour-coded display of the residual surface with colours acting as a function 

of 𝑍 heights. Within the residual dataset, a 3 x 1 mm area of interest was extracted containing the 

groove in the middle third (Figure 4-1Figure 4-1C). Outliers, such as erroneous spikes, were manually 

removed from the 3 x 1 mm residual dataset and the surface levelled, using a linear least-squares 

place of best fit method, excluding the 1 mm-wide central lesion.  
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The depth of the enamel grooves was determined using three different types of step height 

calculations (μm), based on the ISO 5436-1 standard, which measures the height difference 

between the mid-third region of a groove (step) and two reference regions on either side (de Groot 

and Fitzgerald, 2017; Leach, 2015). The three techniques measuring the 2 μm, 7 μm, 11 μm, 16 μm, 

and 19 μm step heights consisted of the following (Figure 4-1Figure 4-1D): 

1. Single-midline step height (single-SH) – calculated from a single profile across the groove 

(O’Toole et al., 2015) 

2. Ten-line step height (ten-SH) – calculated as a mean from 10 profiles of the step height taken 

at manually selected regions across the groove (Mutahar et al., 2017)  

3. Total 3D step height (Total-SH) – calculated as a mean profile automatically created by the 

software from all the profiles across the groove within the analysed area (Mylonas, 2017; 

Rodriguez and Bartlett, 2010); i.e., 101 horizontal profiles from the 3 x 1 mm area. 
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Figure 4-1 – Workflow of bi-scan surface-subtraction analysis. 
The baseline and post-exposure datasets were manually aligned (A) before subtracted from each other to produce a 
residual/difference dataset (B). A 3 x 1 mm area was extracted from within the residual surface containing the groove 
in the middle third (C), prior to calculating the depth of the groove using three different step height techniques (D). 

4.3.3.2 Bi-scan surface-registration analysis 

Figure 4-2 shows the workflow of the bi-scan surface-registration technique for the same groove 

depths (2 μm, 7 μm, 11 μm, 16 μm, and 19 μm). The baseline and post-exposure NCLP datasets from 
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each sample, were loaded into a different software, a reverse-engineering software package 

(Geomagic Control 2014, Geomagic Inc, North Carolina, USA). The point clouds of each dataset were 

transformed into 3D polygon meshes.  

After setting the baseline dataset as the ‘reference’ and the post-exposure dataset as the ‘test’, the 

fiducial markers on each dataset were highlighted and used as reference regions to facilitate the 

superimposition (registration) process (Figure 4-2A). An initial best-fit alignment based on an ICP 

algorithm was conducted using 300 iterative pairs of points, before a more precise fine-

superimposition was performed using 1500 pairs of points (Figure 4-2B). The registration between 

the 3D meshes was inspected by the operator prior to conducting a 3D comparison which displayed 

a colour-coded heatmap to represent the distance deviations between the pair of datasets (Figure 

4-2C). Surface change between the aligned datasets was measured by calculating the mean 

deviations in 𝑍 (μm) of five areas of 0.4 mm radius, conveniently spaced vertically apart inside the 

groove.  

4.3.3.3 Reproducibility 

The workflows for each bi-scan analysis, the surface-subtraction (using the Total-SH output) and the 

surface-registration, were repeated three times (Repeat 1, Repeat 2, and Repeat 3) on different 

days for all 50 samples, to investigate their reproducibility.  
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Figure 4-2 – Workflow of bi-scan surface-registration technique. 
Baseline and post-exposure datasets were transformed into 3D polygon meshes and fiducial markers were selected (A) 
prior to conducting ICP surface-registration (superimposition) (B). A 3D comparison was then carried out displaying a 
colour-coded heatmap to represent distance deviations between the pair of datasets (C). Surface change between 
aligned datasets was measured as the mean deviation in 𝑍 (μm) of five areas of 0.4 mm radius inside the groove. 

4.3.4 Statistical analysis 

Statistical analyses were conducted using Prism9 (GraphPad Software Inc, California, USA). All data 

were assessed for normality using the Kolmogorov-Smirnov test and visually assessed using QQ 
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plots. A paired two-way ANOVA with post-hoc Sidak’s tests were conducted to compare depth 

measurements between each step height technique following bi-scan surface-subtraction analysis. 

A paired two-way ANOVA with post-hoc Sidak’s tests were also conducted to compare groove depth 

measurements between the reference single-scan analysis (acquired in Chapter 3), the bi-scan 

surface-subtraction (using the Total-SH output) and the bi-scan surface-registration analyses. 

Additionally, a Bland-Altman analysis was conducted to calculate the bias and 95% limits of 

agreement (LOA) between the surface-subtraction and surface-registration analyses. Pearson’s 

correlations and Bland-Altman analyses were conducted to assess the reproducibility between 

repeated measurements (Repeats 1, 2, and 3). Statistical significance was set as p ≤ 0.05 in all tests. 
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4.4 Result 

Table 4-1 shows the mean (SD) NCLP groove depth measurements of the enamel groups using the 

reference single-scan analysis, the bi-scan surface-subtraction analysis using three different step 

height techniques (Single-SH, the Ten-SH, and the Total-SH), and finally the bi-scan surface-

registration analysis. The mean (SD) groove depth measurements of the five enamel groups using 

the reference single-scan analysis were acquired from Chapter 3 and were 1.87 (0.50), 7.21 (1.19), 

10.99 (1.06), 15.99 (1.49), 18.79 (1.80) μm, respectively. 

4.4.1 Comparison between three types of step height techniques 

Following bi-scan surface-subtraction analysis, the mean (SD) groove depths of the five enamel 

groups using the single-SH technique were 2.34 (0.47), 7.24 (1.30), 11.46 (1.11), 16.06 (2.39), and 

19.05 (1.93) μm, respectively. For the ten-SH technique, the mean (SD) groove depths of the five 

different groups were 2.35 (0.62), 7.17 (1.17), 11.50 (1.13), 16.07 (2.28), and 19.04 (1.87) μm; and 

for the Total-SH technique, these were 2.31 (0.53), 7.16 (1.16), 11.46 (1.15), 16.12 (2.32), and 19.07 

(1.87) μm. No statistically significant differences were observed between any of the three 

investigated step height techniques of the bi-scan surface-subtraction analysis, at any of the five 

enamel groups (p>0.05), nor when compared to the reference single-scan analysis (p=0.3627). 
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Table 4-1 – Measurements of the polished enamel groove depths from NCLP datasets using the reference Single-scan analysis, the Bi-scan surface-subtraction analysis with 
the three different step height techniques: Single-SH, Ten-SH, and Total-SH, and finally the Bi-scan surface-registration analysis with its deviation in 𝑍 output. 
 

 

Name of 

enamel group  

(based on 

average depth) 

Number of 

samples per 

group 

Acid immersion 

time (min) 

Single-scan 

analysis 

(Reference 

method) 

Bi-scan 

surface-subtraction analysis 

Bi-scan 

surface-registration analysis 

Mean (SD) 

Total-SH 

(μm) 

Mean (SD) 

Single-SH 

(μm) 

Mean (SD) 

Ten-SH  

(μm) 

Mean (SD) 

Total-SH 

(μm) 

Mean (SD)  

Deviation in 𝑧  

(μm) 

2 μm 10 5 1.87 (0.50) 2.34 (0.56) 2.35 (0.62) 2.31 (0.53) 1.99 (1.24) 

7 μm 10 10 7.21 (1.19) 7.24 (1.30) 7.17 (1.17) 7.16 (1.16) 11.34 (4.80) 

11 μm 10 15 10.99 (1.06) 11.46 (1.11) 11.50 (1.13) 11.46 (1.15) 15.06 (2.60) 

16 μm 10 20 15.99 (1.49) 16.06 (2.39) 16.07 (2.28) 16.12 (2.32) 19.17 (4.48) 

19 μm 10 25 18.79 (1.80) 19.05 (1.93) 19.04 (1.87) 19.07 (1.87) 24.22 (4.85) 
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4.4.2 Comparison between the single-scan, bi-scan surface-subtraction, and bi-scan 

surface-registration techniques  

Figure 4-3 shows the mean (SD) groove depth (μm) measurements using the single-scan, the bi-scan 

surface-subtraction and the bi-scan surface-registration analyses for the five different enamel group 

depths. The mean (SD) groove depths of the five enamel groups using the single-scan analysis and 

bi-scan surface-subtraction technique (with the Total-SH output) were described above. The mean 

(SD) groove depths of different enamel groups using the surface-registration technique were 1.99 

(1.24), 11.34 (4.80), 15.06 (2.60), 19.17 (4.48), and 24.22 (4.85) μm. No statistically significant 

differences were observed between the single-scan analysis and the bi-scan surface-subtraction 

analysis for any of the enamel groups. Statistically significant differences were observed between 

the single-scan analysis and the bi-scan surface-registration analysis for the 7 μm (p= 0.0002), 11 μm 

(p=0.0002), 16 μm (p=0.0050) and 19 μm (p<0.0001) enamel groups (Figure 4-3). The measurements 

of the bi-scan surface registration analysis were statistically significantly higher than those of the bi-

scan surface-subtraction analysis at the 7 μm (p=0.0002), 11 μm (p=0.0024), 16 μm (p=0.0119), and 

19 μm (p<0.0001) enamel groups.  



Polyvios Charalambous        Chapter 4 
 

162 
 

2 7 11 16 19

0

5

10

15

20

25

30

35

40

45

50

1
.9

9

1
1

.3
4

1
5

.0
6 1

9
.1

7 2
4

.2
2

2
.3

9 7
.3

0 1
1

.6
7 1
6

.2
8

1
9

.3
2

1
.8

7

7
.2

1 1
0

.9
9 1
6

.0
0

1
8

.7
9

Enamel group (based on average depth (μm))

M
e

a
n

 (
S

D
) 

g
ro

o
v

e
 d

e
p

th
 (
μ

m
)

single-scan analysis
(Mountains8 software)

bi-scan surface-subtraction
analysis (Mountains8 software)

bi-scan surface-registration
analysis (Geomagic software)

✱✱✱

✱✱✱

✱✱✱

✱✱

✱✱

✱

✱✱✱✱

✱✱✱✱

 

Figure 4-3 – Mean (SD) groove depth (μm) measurements using the single-scan, the bi-scan surface-subtraction and the 
bi-scan surface-registration techniques for the five different enamel group depths.  
Statistical significance is denoted by * (p<0.05), ** (p<0.01), *** (p<0.005), and ****(p<0.0001). 

Bland-Altman plot analysis shown in Figure 4-4 revealed a bias of 3.05 μm between the surface-

subtraction technique and the surface-registration with 95% LOA of - 4.91, 11.01 μm. The 

differences between the two techniques were smallest at the 2 μm reference group groove depth 

(μm), whilst no particular trend was observed for any of the other groups.  
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Figure 4-4 – Bland-Altman plot of differences between Bi-scan surface-subtraction and surface-registration techniques 
for measuring groove depths. The overall bias (green line) was 3.05 μm with 95% Limits of Agreement (LOA) (black lines) 
of - 4.91, 11.01 μm. 

4.4.3 Reproducibility  

4.4.3.1 Bi-scan surface-subtraction analysis  

Bland-Altman analyses between repeated total-SH measurements of the bi-scan 

surface-subtraction analysis revealed biases (95% LOA) close to zero [Repeat 1 Vs 2: -0.42 (+2.39/-

3.22) μm; Repeat 1 Vs 3: -0.09 (+1.79/-1.97) μm; Repeat 2 Vs 3: -0.32 (+2.34/-1.70) μm] (Figure 4-5). 

Pearson’s correlation analysis showed strong positive correlations between repeats 1, 2, and 3 of 

Total-SH measurements of the bi-scan surface-subtraction analysis (Repeat 1 Vs 2: R2 = 0.9500, n = 

50, p<0.0001; Repeat 1 Vs 3: R2 = 0.9766, n = 50, p<0.0001; Repeat 2 Vs 3: R2 = 0.9743, n = 50, 

p<0.0001) (Figure 4-5). 

10 20 30

-10

-5

0

5

10

15

Surface-subtraction Vs Surface-registration

Average (μm)

D
if

fe
re

n
c

e
 (
μ

m
)

2 μm 7 μm 11 μm 16 μm 19 μm

Enamel sample group (based on average depth)



Polyvios Charalambous        Chapter 4 
 

164 
 

 

Figure 4-5 – Bland-Altman and Pearson’s correlations of repeated measurements (Repeat 1, 2, and 3) of Bi-scan 
surface-subtraction analysis.  

4.4.3.2 Bi-scan surface-registration analysis 

Bland-Altman analyses between repeated deviation in Z (μm) measurements of the bi-scan surface-

registration analysis also revealed biases (95% LOA) nearing zero [Repeat 1 Vs 2: 2.79 (+9.88/-4.30) 

μm; Repeat 1 Vs 3: 2.23 (+9.19/-4.72) μm; Repeat 2 Vs 3: -0.55 (+2.84/-3.94) μm]. Pearson’s 

correlation analysis showed strong positive correlations between repeated measurements of the bi-

scan surface-subtraction analysis (Repeat 1 Vs 2: R2=0.8420, n=50, p<0.0001; Repeat 1 Vs 3: 

R2=0.8330, n=50, p < 0.0001; Repeat 2 Vs 3: R2=0.9390, n = 50, p < 0.0001).  
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Figure 4-6 – Bland-Altman and Pearson’s correlations of repeated measurements (Repeat 1, 2, and 3) of Bi-scan Surface-
registration analysis. 
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4.5 Discussion  

Measuring surface change on teeth using bi-scan techniques such as the surface-subtraction or the 

surface-registration analyses has been previously reported in the literature (Mylonas et al., 2019); 

however, there is lack of studies comparing the two together. In this chapter, measurements of 

enamel groove depths using the surface-registration in the form of three different step height 

outputs namely, single-SH, ten-SH, and total-SH revealed no significant differences between them 

and therefore the first null hypothesis, stating that the different step height techniques would result 

in similar measurements, could not be rejected. When the surface-subtraction technique (using the 

total-SH measurement output) was compared against the surface-registration technique (using the 

deviation in 𝑍 output) for measuring enamel groove depths revealed statistically significant 

differences between the two at most depth groups; therefore, the second null hypothesis was 

rejected.   

To the author’s knowledge the number of studies comparing different types of step heights based 

on the number of profiles used during the calculation is sparse. In this present study, no differences 

were observed between the three different step height techniques, single-SH, ten-SH, and total-SH 

using NCLP datasets; therefore, a uniform enamel loss within the created grooves was assumed. For 

the single-SH and ten-SH techniques, the operator manually selects the profiles across the groove 

to record the step height and hence may be prone to bias. However, a groove with less homogenous 

tomography (i.e., without a uniform floor) may not necessarily be truly represented by a single or a 

small number of profiles; therefore, a 3D analysis which includes all datapoints/profiles should be 

utilised if the metrology software used offers this option. Nevertheless, the high level of agreement 

between all three step height calculations demonstrated that they are all regarded as viable 

methods of step height measurement. Similar to this study, a thesis by Almohefer (2021), also 
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demonstrated no statistically significant differences between a mid-point profile and a means of 

five profiles for measuring step height on polished dentine samples at multiple immersion times 

using citric acid solutions of pH 2.6 and 3.2. 

Scanning datasets were generated using a NCLP which is characterised by a high level of accuracy 

that had already been established in the literature, exhibiting a combined measurement uncertainty 

of ±0.28 μm (F. Mullan et al., 2017) and precision of 5 nm (polished enamel) and 23 nm (natural 

enamel) (F. Mullan et al., 2018). The fact that the NCLP is so accurate may also explain why step 

height analysis using a single profile resulted in similar measurements than when ten profiles or all 

available profiles were used. Perhaps using datasets from scanners of lower accuracy and resolution, 

such as IOSs, may result in significant differences between the different types of step height 

analyses.  

Polished enamel was the surface substrate of choice for scanning, both for convenience and 

simplicity. The use of an effective acid-resistant barrier protocol on natural enamel to produce an 

exposed area of enamel with corresponding areas of protected/uneroded enamel to serve as 

reference for comparison after exposure would have presented a significant challenge. This was 

relatively easy to achieve for polished enamel samples and is one reason why in vitro research 

studying dental wear has primarily used polished enamel surfaces (Attin and Wegehaupt, 2014; 

Young and Tenuta, 2011).  

The measurements using the single-scan analysis described in Chapter 3, on the same samples used 

in this present study, were adopted as the ‘gold standard’ reference analytical method as it 

represented the simplest and most standardised analysis workflow requiring a single post-exposure 

scan only, to quantify the depth of groove on enamel. Although both surface-subtraction and 

surface-registration analyses were developed for freeform surface metrology, the use of polished 
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enamel which is a non-freeform surface allowed comparison against the gold standard single-scan 

analysis, that is commonly utilised in in vitro erosive tooth wear studies (Young and Tenuta, 2011). 

 However, oral surfaces, such as teeth, consist of complex non-planar freeform geometries, and 

unlike planar flat surfaces such as polished enamel, are not ideal for single-scan step height analysis. 

Both the bi-scan surface-subtraction and the surface-registration analyses enable comparison of 

sequential datasets taken at different points of time and surface change quantification; therefore, 

are more relevant for clinical monitoring in the surgery. On the other hand, their relative analysis 

performance compared to the single-scan analysis is more prone to errors as each scan as well as 

their alignment process introduce an individual set of errors (Ahmed et al., 2016).  

The bi-scan surface-subtraction analysis demonstrated similar measurements as those of the 

reference single-scan analysis. This may be because no software algorithms were involved during 

the alignment of the pair of datasets; instead, a manual alignment was conducted by the operator 

by the use of fiducials which was scrutinised quantitatively and qualitatively by the RMS error 

between the two datasets and by the pseudo-colour residual surface displayed by the software, 

respectively. A key limitation of this technique is that it is subject to errors inherent to the way the 

two datasets are aligned, especially when freeform surfaces are being subtracted. Where there is a 

difference in slope between the two datasets; it is crucial that they are perfectly aligned in the 𝑋 

and 𝑌 axes before subtraction occurs to produce a difference measurement in the 𝑍 axis; otherwise, 

this will introduce errors in the step height measurements (DigitalSurf, 2022a). Additionally, having 

to manually align the two datasets is a less automatic and intuitive process and requires high 

operator experience. Nevertheless, this limitation was not obvious in this study. This is believed to 

be because the surfaces used were flat and therefore any errors from manual alignment would be 

of little consequence to the residual surface produced after subtraction. 
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Variations of the surface-subtraction analysis were described in several previous studies (Holme et 

al., 2005; Mylonas et al., 2019; Stenhagen et al., 2011). For the accurate subtraction between the 

baseline and post-exposure datasets, these studies used a specially designed holder or jig which 

allowed reproducible repositioning of the samples prior to scanning; therefore, the baseline and 

post-exposure datasets appeared in the same Cartesian location when loaded on to their software. 

In this present study, such jigs were not used. Instead, fiducial markers were created on the acrylic 

surrounding the enamel surface on the samples as reference pin-points for manually aligning each 

pair of datasets using software functionalities. Although, this introduces operator error in the 

analysis workflow, it better simulated in vivo conditions as the use of a physical repositioning jigs 

would not be practical for translation to direct in vivo scanning of oral surfaces due to the movement 

of the patient and oral surfaces/teeth.  

The bi-scan surface-registration analysis demonstrated significantly higher measurements 

compared to the reference single-scan analysis as well as the bi-scan surface-subtraction analysis 

with a bias (95% LOA) between the two investigated bi-scan analyses of 3.05 (- 4.91, 11.01) μm.  It 

also demonstrated higher standard deviations and slightly lower reproducibility than the bi-scan 

surface-registration analysis based on the Bland-Altman and Pearson’s correlation tests between 

repeated measurements. This may be explained by the fact that, although the surface-registration 

analysis required two sets of scans (similar to the surface-subtraction analysis), it utilised software 

automated ICP algorithms for alignment whose mathematical complexities are often hidden from 

the operator. An automated workflow combining the two techniques together i.e., an initial surface-

registration followed by surface-subtraction may offer improvements for freeform metrology of 

more complex surfaces, such as those seen intra-orally. 
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Although offering a more automated alignment process, the quality of the ICP-based registration 

for an optimal fit of two datasets affects the accuracy of the measurement output (Becker et al., 

2018a; DeLong, 2006). ICP algorithms have been reported to introduce errors due to their nature to 

minimise the distance and spread the error across the entire area of the two surfaces (O’Toole et 

al., 2020, 2019a). If the algorithm ‘decides’ that the absolute error between two surfaces is optimally 

minimised by causing a positive deviation in one area to counteract a large negative deviation (such 

as seen with surface loss) in another, it will align the two scans in this way, regardless of the clinical 

outcome.  

Surface registration procedures are yet to be standardised. O’Toole et al., (2019a) investigated the 

accuracy of different types of ICP-based surface registrations (alignments), suggesting that 

reference-based alignment resulted in a significantly more accurate alignment (22 μm translation-

error), followed by best-fit alignment (130 μm), and landmark-based alignment (139 μm). Therefore, 

in this present study the ICP algorithm during the surface-registration technique was restricted to 

the fiducial markers as reference landmarks. Similar to this present study, Mylonas et al., (2019) 

demonstrated increased groove depth measurements using the surface-registration analysis than 

their respective subtractive technique. O’Toole et al., (2019) argued that indiscriminate use of ICP-

based surface alignments result in underestimations of surface change. Conducting a best-fit 

alignment (including the area of surface change during alignment) pulls the ‘worn’ dataset 

excessively towards the ‘unworn’ baseline dataset to minimise the inter-surface distances across 

the entire surface giving an erroneous underestimate of the amount of surface loss and in some 

cases when surface change is minimal, reporting surface gain. However, when the same authors 

conducted alignment that was restricted to landmarks (landmark-based registration) this resulted 

in an overestimation of surface loss (O’Toole et al., 2019a), which is comparable to this present 

study.   
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The increased depth measurements shown by the surface-registration analysis in this present study 

may be because the alignment process was restricted to four fiducial markers only which represent 

a relatively small area compared to the total area of the scanned surfaces. By manually highlighting 

these fiducials, the alignment algorithms were restricted on areas that remained uneroded; 

however, this may have introduced bias to a certain degree. Additionally, the concave shape of the 

fiducials may have challenged the angular tolerance of the NCLP resulting in measurement spikes in 

those regions affecting the overall alignment and subsequently overestimating surface changes. 

Another possible explanation is that the concave nature of the fiducials made it difficult to keep 

them free of any dust particles which if present during scanning may have interfered with the 

alignment process more than the manual pin-point alignment used for the surface subtraction 

analysis. Nevertheless, the use of larger reference areas if available that are less likely to have 

occurred changes would have perhaps resulted in similar findings to (O’Toole et al., 2019a). The use 

of softgauges (software measurement standards) as digital surfaces with mathematically created 

features would allow to test the numerical correctness of these bi-scan analyses without the errors 

introduced from scanning.  

Alignment of digital impressions of oral surfaces is challenging requiring stable anatomical 

landmarks. O’Toole et al., (2019) suggested using the smooth buccal and palatal surfaces of molars 

as they are least likely to undergo changes. On the other hand, Becker et al., (2018) suggested using 

palatal rugae and concluded that reliable superimposition of dental models is possible if ten 

carefully selected areas with deviations below 0.5 mm are used for landmark-based registration. 

Due to the lack of reference features on the polished enamel samples, four fiducial-markers were 

used in this study, which is a methodological compromise to the clinical situation. Finding such 

reference areas, which have not undergone any wear, within a clinical setting continues to remain 
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an unresolved challenge and requires further in vivo research which is out with the scope of this 

present investigation. 

4.6 Conclusions 

This study demonstrated no significant differences in groove depth measurements using three 

different types of step height calculations (Single-SH, Ten-SH, and Total-SH) via the bi-scan surface 

subtraction analysis. Additionally, it demonstrated that the bi-scan surface-registration analysis, 

although more automated, resulted in significantly increased groove depths than the reference 

single-scan analysis and the bi-scan surface-subtraction analysis using fiducial markers as reference 

areas to aid in the alignment. This is believed to be primarily because of the use of ICP-based 

algorithms restricted to relatively small areas (fiducials) as reference regions for alignment. Both bi-

scan techniques investigated in this study have limitations inherent to the way their alignment 

process works therefore further research is required to minimise errors and make the workflows 

more automated. 
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Chapter 5 The threshold of the IOS-TD for measuring crater depths on 

natural enamel combining the surface-registration and 

surface-subtraction techniques 

5.1 Introduction 

Traditionally, quantification of change on dental surfaces using 3D digital scans has been made 

possible by extra-oral digitisation of replicas (silicone impression or resulting dental stone casts) 

using high-resolution profilometers (S. O’Toole et al., 2018; J M Rodriguez et al., 2012) or laboratory 

scanners, which are lower resolution than profilometers, but have the advantage of being able to 

capture undercut areas (Ahmed et al., 2016; Gkantidis et al., 2020). More recently the use of IOSs 

has been proposed as a means of directly capturing the 3D geometry of teeth  (Kühne et al., 2021; 

Zimmermann et al., 2015), thus removing the need for intermediate steps such as impressions or 

cast production. Chapter 3 demonstrated a depth measurement threshold of 44 μm for a clinical 

intraoral scanner (IOS-TD) on polished enamel (Charalambous et al., 2021). However, to date, no 

study has described an analogous threshold of intraoral scanning systems for measuring change on 

unpolished natural surfaces which consist of a more complex freeform topography. 

This Chapter focuses primarily on the quantification of surface change on natural unpolished 

enamel. It is split into three interconnected investigations. These investigations explore the 

validation of a novel workflow which combines the techniques of surface-registration and surface-

subtraction described in the previous chapter (Chapter 4), before proceeding to explore the 

measurement threshold and limitations of the IOS-TD for discriminating surface loss on natural 

unpolished enamel. 
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5.2 Aims, Objectives and Null Hypotheses 

5.2.1 Aims 

The aims of this study were to:  

1. Determine the accuracy of the combination of surface-registration and surface-subtraction 

compared to surface-registration alone; with or without using reference areas during the 

alignment process. 

2. Determine the threshold of the IOS-TD for measuring crater depths on natural unpolished 

enamel. 

3. Determine the effect of increasing crater diameter on the sensitivity of the IOS-TD to 

measure depth. 

5.2.2 Objectives 

The objectives were to: 

1. Mathematically create softgauges of known depths to investigate the accuracy of four 

bi-scan analysis workflows:  

a. Best-fit surface-registration (BF-Reg),  

b. Reference-based surface-registration (Ref-Reg),  

c. Best-fit surface-registration and surface-subtraction (BF-Sub), and 

d. Reference-based surface-registration and surface-subtraction (Ref-Sub). 

2. Determine the depth measurement threshold of the IOS-TD on freeform enamel surfaces 

using the optimal analysis technique by creating, scanning, and analysing different crater 

depths on natural enamel vs. gold standard NCLP. 
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3. Determine the effect of diameter on the sensitivity of the IOS-TD by creating, scanning, and 

analysing different crater diameters vs. NCLP. 

5.2.3 Null hypotheses  

1. There would be no differences in the accuracy of the four bi-scan analysis workflows 

investigated in this study for measuring simulated crater depths on softgauges.  

2. The accuracy of the IOS-TD compared to the NCLP measurements, would be the same for 

measuring craters of different depths on natural enamel surfaces. 

3. The accuracy of the IOS-TD compared to the NCLP measurements would be the same for 

measuring craters of different diameters on natural enamel surfaces. 

5.3 Materials and Methods   

5.3.1 Study design 

This study was split into three investigations. The first investigation assessed the accuracy of four 

bi-scan analysis techniques for measuring digitally simulated craters of known depths on softgauges:  

a) Best-fit surface-registration (BF-Reg),  

b) Reference-based surface-registration (Ref-Reg),  

c) Best-fit surface-registration and surface-subtraction (BF-Sub), and  

d) Reference-based surface-registration and surface-subtraction (Ref-Sub).  

For the second investigation, after having established the optimal bi-scan technique, craters with 

increasing depths were created on natural unpolished human enamel samples and scanned by the 

IOS-TD and the gold standard NCLP to determine the depth measurement threshold of IOS-TD. 
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The third and final investigation assessed the effect of increasing diameter on the accuracy of IOS-TD 

in measuring crater depths on natural enamel.  

5.3.2 Investigation 1 – Validation of combined surface-registration and surface-

subtraction using softgauges  

5.3.2.1 Creation of softgauges 

As described in Chapter 1, Section 1.3.6, page 66, a softgauge is a digital measurement standard for 

testing the numerical correctness of surface metrology software (Chiboub et al., 2021), which can 

be either mathematically generated de novo or generated in a scan which has previously been 

measured by an instrument (DigitalSurf, 2022c). For the purposes of this present study, a sound 

natural enamel sample from the buccal surface of a human molar was conveniently selected and 

scanned using the NCLP in order to obtain a point-cloud dataset comprising of 𝑋, 𝑌, 𝑍 cartesian 

coordinates, into which profiles were mathematically-created as described below.  

Firstly, the baseline dataset were converted into a text file (.txt extension) and loaded into 

Mountains®8 surface metrology software where a surface of 3 mm diameter encompassing the 

zenith of the enamel surface was extracted and saved again as a text file. Figure 5-1 illustrates how 

the data appeared as a text file, consisting of the scan settings in the first 15 lines and further below, 

of the first 18 lines of the 𝑋, 𝑌, 𝑍 coordinates of the digital surface. 
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Figure 5-1 – Appearance of a dataset in the text file format, consisting of the scanning settings (first 15 lines) and the 
XYZ coordinates per measurement point (first 18 lines).  

As shown in Figure 5-1 above, the 𝑋, 𝑌, 𝑍 coordinate values of the 3 mm dataset appeared as three 

separate columns. These were copied into a spreadsheet software (Excel® Microsoft®, version 2008) 

and the 𝑍 column was manipulated to digitally create softgauges with known depths of 20, 40, 60, 

80, and 160 μm and a consistent diameter of 1.5 mm at its centre (Figure 5-2).  

 

coordinates coordinates coordinates

Scan settings

Coordinate values of digital surface

...

...

...
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Figure 5-2 – Schematic diagram depicting the methodology of digitally simulated craters of known depth on a natural 
enamel surface (top), together with representative images of the baseline NCLP dataset of a sound natural enamel (left) 
and an example of a softgauge with a central crater (right).  
𝑧 – coordinate value, ℎ – a selected value within the top inter-quartile range of Z coordinates representing an imaginary 
plane that intersects the curved surface horizontally and dictating the sought diameter of the crater, 𝑑 – the depth of 
the sought crater (µm). 

In order to create this soft gauge with profiles of the correct dimensions, this manipulation involved 

calculating the range of the 𝑧 coordinates of the point-cloud and using the following excel function: 

𝐼𝐹 (𝑧 ≥ ℎ, 𝑧 − 𝑑, 𝑧), where 𝑧 is the 𝑧 coordinate value, ℎ is a selected value within the top inter-

quartile range of the 𝑧 coordinates representing an imaginary plane that intersects the curved 

surface horizontally and dictating the diameter, and 𝑑 is the crater depth. This function was 

translated as follows: ‘if 𝑧 is above ℎ, subtract 𝑑 from 𝑧, otherwise keep z value the same’. 

coordinates 
range

if subtract

Softgauge with a digitally simulated crater depth 
(i.e., 20, 40, 60, 80, 160 μm)

Baseline NCLP dataset of sound natural enamel
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Therefore, to create a softgauge with a 20 μm crater depth, the value of 20 was subtracted from all 

the 𝑧 values above or equal to the chosen base-height (ℎ) of the crater.  

The datasets of the baseline surface and the softgauges featuring the different known depths of 20, 

40, 60, 80, and 160 μm were saved as STL files using Mountains®8 software and then loaded into 

Geomagic Control 2014 reverse-engineering software for analysis. 

5.3.2.2 Comparison of bi-scan analysis techniques 

Each individual bi-scan technique can be used separately or in combination, however when used in 

combination, surface-registration must be performed before surface-subtraction and not vice versa. 

This is because the result of surface-subtraction is to end up with a residual dataset which is a single 

surface, which cannot be registered to another scan, whereas in contrast the result of surface-

registration is two scans which still exist independently but have been aligned.  

Therefore, in the present study, best-fit surface-registration (BF-Reg) and reference-based surface-

registration (Ref-Reg) were first individually tested, following which best-fit surface-registration 

combined with surface-subtraction (BF-Sub) was tested and finally, reference-based surface-

registration combined with surface-subtraction (Ref-Sub) was tested. Each technique was repeated 

ten times for simulated crater depths of 20, 40, 60, 80, and 160 μm, based on a priori sample size 

calculation from previous pilot data measuring the 80 μm simulated depth, using GPower freeware, 

version 3.1.9 (Heinrich Heine, Dusseldorf, Germany), and based on paired t-tests between two 

means (SD) of 76.80 (2.40) μm for the BF-Reg and 79.90 (0.03) μm for the Ref-Sub (α error = 0.05, 

power = 0.80, effect size 1.30), indicating a total sample size of ≥ 9 per group.  

Figure 5-3 shows the outline of the workflows of the four bi-scan analysis techniques (BF-Reg, Ref-

Reg, BF-Sub, Ref-Sub) to calculate the percentage error (%) in measuring the different crater depths 

from 20 to 160 μm on the softgauges. For the BF-Reg technique, an initial best-fit alignment using 
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300 randomly software-selected data points were conducted before a ‘fine’ alignment using 1500 

data points to align the two meshes. For the Ref-Reg technique, after an initial alignment using 300 

followed by 1500 randomly software-selected data points, the surface-registration was repeated, 

restricted to selected unchanged reference regions. For the BF-Sub and Ref-Sub techniques, the 

now registered (aligned) surfaces (following the BF-Reg and Ref-Reg techniques, respectively) were 

loaded into a different software package, Mountains®8, and subtracted to produce a residual 

surface representing the difference between the two surfaces. Then a levelling process, utilising a 

best-fit-linear-least-squares plane, excluding the central crater area was applied. The accuracy of 

the 𝑋𝑌 correspondence between the two subtracted surfaces was quantitatively inspected by 

looking at the root-mean-square (RMS) error value (µm) between the two datasets calculated by 

the software (i.e., the smaller the RMS value between the two surfaces to be subtracted, the better 

the surfaces were aligned), as well as qualitatively by the colour-coded display of the residual 

surface with colours acting as a function of 𝑍 heights.  

For the BF-Reg and Ref-Reg techniques, the depth of the craters were reported as the mean 

mesh-distance (deviation in 𝑍) (μm) inside the crater area between the baseline and the softgauge 

surfaces. For the BF-SS and Ref-SS techniques, crater depths were reported as step-heights (μm) 

based on ISO:5436-1. 
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Figure 5-3 – Workflow outline of the four bi-scan analyses (BF-Reg, Ref-Reg, BF-SS, Ref-SS) investigated to calculate the 
percentage error (%) in measuring the crater depths (i.e., 20 - 160 μm) that were digitally created on the softgauges.  
BF-Reg - Best-fit surface registration, Ref-Reg - Reference-based surface-registration, BF-SS - Best-fit surface-registration 
and surface-subtraction, Ref-SS - Reference-based surface-registration and surface-subtraction.  

5.3.3 Investigation 2 – The threshold of the IOS-TD measuring crater depths on natural 

enamel  

5.3.3.1 Natural enamel sample preparation 

Figure 5-4 demonstrates the methodology used for setting up natural enamel samples.  
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Figure 5-4 - Natural enamel sample preparation  

Firstly, acrylic blocks were designed to act as sample holders. To achieve this a hard-ionised 

aluminium and brass object (A) with dimensions of 25 × 22 × 8 mm (Syndicad Ingenieurbüro, 

München, Germany) was handheld-scanned using the IOS-TD to capture its geometry as an STL file. 

The dataset was loaded into Geomagic Control 2014 software and edited by adding a central 

concave hemisphere of 8 mm diameter on its flat surface to act as a well to embed the enamel 

sample (B). The final design was then 3D-milled from a polymethyl methacrylate (PMMA) disc (part 

number 10036895, shade A2, 20 mm thickness, Planmeca, Helsinki-Uisuimaa, Finland) using 

PlanMill 50, a 5-axis milling unit (Planmeca, Helsinki-Uisuimaa, Finland) (C) which had been 

calibrated using a 500 µm thickness calibration object to a tolerance of ± 30µm (Planmeca, 2022). 

Using the sample holder prototype (D), hand-mixed PMMA (Oracryl self-cured acrylic, Bracon 
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Limited, Heathfield, UK) was poured into custom made silicon moulds (E) (Gemini Two Part Silicone 

Model Duplicating Material, Bracon Limited, Heathfield, UK) to create multiple sample holder 

replicas (F). Extracted sound permanent human molars were collected following ethical approval 

(REC ref:18/WM/0351). Following disinfection, the teeth were sectioned to produce buccal/lingual 

samples (n=14) of approximate dimensions 5 × 5 mm and each embedded inside the acrylic sample 

holders. The samples were then ultrasonicated to remove contaminants and left to air-dry for 24 h 

prior to baseline scanning by a single experienced operator. 

5.3.3.2 Creation of craters of different depth on natural enamel 

An electrical polyvinylchloride adhesive tape/barrier with a 1.5 mm diameter circular hole, made 

using a punch-biopsy (BP-15F 1.5 mm KAI Medical, Seki, Japan) was placed over the zenith of the 

enamel surface to provide reference regions surrounding the central exposed enamel. The tape also 

covered the flat surface of the sample holder to prevent any acid going into the well that the enamel 

was embedded in. Each taped sample was visually assessed for air-voids/gaps at the tooth-tape 

interface using an optical coherence tomography device (OCT) which displayed live cross-sectional 

scanning images of the sample.  

Crater depths, each 1.5 mm in diameter, at 11, 18, 23, 24, 34, 40, 56, 58, 62, 70, 73, 75, 79, and 

81 μm, as measured by the NCLP as the reference device, were created on the enamel samples (one 

crater per sample) using 1% citric acid (pH 2.2, titratable acidity 31.3 mL) at different immersion 

times, ranging from 90 to 270 mins, under 62.5 rpm orbital agitation (Stuart mini-Orbital Shaker 

SST1, Bibby Scientific, England). The samples were washed and air-dried for 24 h before tape 

removal. Figure 5-5 illustrates the barrier method using PVC adhesive tape (A) to create a 1.5 mm 

diameter crater depth (B) and examples of OCT B-scans before and after erosive challenge indicating 

the direct contact between the tape and enamel surface with no evidence of an air gap present (C).  
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Figure 5-5 – Barrier method using PVC adhesive tape. 
Close up of a natural enamel sample with PVC adhesive tape and 1.5 mm hole placed on the zenith of natural enamel 
surface (A). A natural enamel sample after erosion featuring a 1.5 mm circular crater (B). Cross sectional OCT B-scans of 
a taped sample before and after erosion indicating no air gaps between the tape and tooth (C).  

5.3.3.3 Scanning  

NCLP scans of the natural enamel samples were carried out with a rectilinear grid spacing of 10 μm 

𝑋, 𝑌 intervals, resulting in point clouds, each point being 10 μm apart from each other, following 
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the method described in Chapter 2 Section 2.2.32.2.3 above, on page 107. Scanning using the IOS-

TD was conducted following manufacturer’s instructions and the handheld scanning method 

(Chapter 2 Section 2.2.4 above, page 109). The IOS-TD datasets were exported with maximal 

resolution to optimise scan quality and downloaded as STL files from the scanner’s cloud-based 

platform.  

Each natural enamel sample (n=14) was scanned five times at baseline (T0) and five times post acid-

exposure (T1) by both the NCLP and the IOS-TD to create pairs (T0 + T1). The number of repeated 

scans per sample was determined based on a priori sample size calculation using GPower freeware, 

version 3.1.9, based on a paired t-test with mean (SD) depth measurements of 143 (1) μm for NCLP 

and 149 (3) μm for IOS-TD indicating five (T0 + T1) scan pairs per depth level (80% power, α=0.05, 

effect size 2.28 µm for NCLP vs. IOS-TD). 

5.3.3.4 Quantification of crater depths    

Following determination of the optimal software technique in investigation 1, randomised pairs of 

baseline and post-exposure scans (T0 + T1) for each enamel sample, from the NCLP and IOS-TD, 

were analysed using the Ref-Sub technique (Figure 5-6) to calculate the discrimination threshold of 

the IOS-TD by comparing the data from the gold standard NCLP.  

Following surface-registration on reference enamel regions surrounding the enamel craters in the 

Geomagic software, extraneous areas of scanned acrylic from the aligned scans were trimmed, 

leaving behind data of natural enamel only, after which, the alignment was repeated to facilitate a 

greater fit. The two datasets were then subtracted from each other as described above to produce 

a residual dataset, from which surface change was measured.  
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Figure 5-6 – Outline of the quantification of natural enamel crater depths using the Ref-Sub analysis technique. 
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𝑋𝑌 crater surface area (mm2) for comparison between the NCLP and IOS-TD, following a previously 

published protocol (Charalambous et al., 2021) and described in Chapter 3, Section 3.3.6.3 above, 

on page 133, based on the ‘threshold detection’ particle analysis method available by the software 

that detects surface features on a flat or horizontal background. The depth discrimination threshold 

of the IOS-TD was determined as the smallest depth (μm) showing no statistically significant 

difference to the NCLP, as well as achieving 100% automated detection (i.e., 5 out of 5 𝑋𝑌 surface 

area, mm2, measurements using the IOS-TD scans were equivalent to the NCLP). A 10% difference 

between the IOS-TD and NCLP 𝑋𝑌 crater area measurements was selected as an acceptable margin. 

5.3.4 Investigation 3 – Assessing the effect of crater diameter on the accuracy of the 

IOS-TD 

Once the depth measurement threshold of the IOS-TD was determined in Investigation 2, three 

additional enamel samples were prepared and eroded to create a single crater on each with a 

∼83 ± 1 μm depth. These three craters differed in diameter, measuring Ø 1.0, 1.5 and 2.0 mm, using 

punch-biopsies of appropriate size (BP-10F, BP-15F, and BP-20F, KAI Medical, Seki, Japan), to 

investigate the effect of increasing 𝑋𝑌 crater area on the IOS-TD accuracy for measuring depth. The 

scanning and analyses were repeated as described in Investigation 2, Section 5.3.3 above, on page 

181.  

5.3.5 Statistical analysis  

Statistical analyses were conducted using Prism 9 statistical software package. All data were 

checked for normality using Shapiro-Wilk test. A two-way repeated-measures ANOVA with post-hoc 

Bonferroni tests was undertaken for Investigation 1 to compare measurements between the 

software bi-scan analysis techniques, and for Investigation 2 to compare data between IOS-TD and 

NCLP measurements of the enamel crater depths. Bland-Altman analysis was also used to calculate 
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the bias and 95% limits of agreement (95% LOA) between the IOS-TD and NCLP. A two-way ANOVA 

with post-hoc Bonferroni’s tests was also conducted for Investigation 3 to compare the IOS-TD and 

NCLP data of the three different crater diameters. Statistical significance was set as p ≤ 0.05.  
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5.4 Results  

5.4.1 Investigation 1  

Table 5-1 shows the mean (SD) depth measurement percentage error (%), using softgauges with 20, 

40, 60, 80 and 160 μm nominal crater depths, using the four bi-scan analysis techniques. These data 

showed that the largest errors of -29.7 to -32.5 %, were observed in BF-Reg which were reduced to 

-2.4 to -3.6 % in Ref-Reg (p < 0.0001). The combination of surface-registration and subtraction using 

BF-Sub further reduced these errors to -0.1 to -0.3 % (p < 0.0001) and finally 0.0% error with Ref-Sub 

(p < 0.0001). 

Table 5-1 – mean (SD) depth measurement percentage error (%), using softgauges with 20, 40, 60, 80 and 160 μm 
nominal depths, using the four bi-scan analysis techniques.  
Within each row, lowercase letters denote statistically significant differences (p < 0.05) between the four techniques.  
BF-Reg – Best fit surface-registration. Ref-Reg – Reference-based surface-registration. BF-Sub – Best-fit surface-
registration and surface-subtraction. Ref-Sub – Reference-based surface-registration and surface-subtraction  

 Mean (SD) depth measurement percentage error  

 

Softgauge depth 

of crater (μm) 

BF-Reg 

(%) 

Ref-Reg 

(%) 

BF-Sub 

(%) 

Ref-Sub 

(%) 

 

20 

-30.6 

(4.8) 

a, b, c 

-3.4 

(0.7) 

a, d, e 

-0.3 

(0.0) 

b, d 

0.0 

(0.0) 

c, e 

 

40 

-30.1 

(3.6) 

f, g, h 

-3.3 

(1.5) 

f, i, j 

-0.1 

(0.0) 

g, i 

0.0 

(0.0) 

h, j 

 

60 

-30.4 

(1.7) 

k, l, m 

-2.4 

(0.2) 

k 

-0.2 

(0.0) 

l 

0.0 

(0.0) 

m 

 

80 

-29.7 

(0.9) 

n, o, p 

-2.7 

(0.6) 

n, q, r 

-0.1 

(0.0) 

o, q 

0.0 

(0.0) 

p, r 

 

160 

-32.5 

(0.9) 

s, t, u 

 

-3.6 

(1.5) 

s, v, w 

-0.1 

(0.0) 

t, v 

0.0 

(0.0) 

u, w 
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5.4.2 Investigation 2 

Figure 5-7 shows representative pseudo-colour images of natural enamel with depths of 11, 23, 40, 

58, 81 μm. The NCLP was able to discriminate all depths better than the IOS-TD demonstrating a 

higher spatial resolution. In contrast, the IOS-TD scans displayed areas of smoother topography, 

with irregular and unclear margins. At increased depths (seen in the examples of 58, 73 and 81 µm 

crater depth), craters were displayed more clearly; however, the transition between the crater and 

reference enamel was less distinct than the NCLP scans.  

Table 5-2Table 5-2 shows crater depths from each of the fourteen samples, as measured by the 

reference NCLP, and the mean (SD) step height and area percentage error (%) for IOS-TD, along with 

the automated detection (%) of IOS-TD. The step heights ranged from 11 to 81 μm measured by the 

NCLP. The IOS-TD recorded the same depths and revealed mean (SD) percentage errors in depth 

measurements from -57 (14) % at the shallower depths improving to -2 (2) % in deeper craters. 

Statistically significant differences were observed between the NCLP and IOS-TD data at depths from 

18 μm (-57 (14) %, p = 0.0002) to 40 μm (-35 (9) %, p<0.0001), and 56 μm (-17 (7) %, p = 0.0005). 

The percentage errors of IOS-TD for both depth and 𝑋𝑌 area measurements dropped below 10% at 

depths ≥ 62 μm. The automated detection algorithm revealed confidence in the depth 

measurement from 73 μm. No statistically significant differences were observed between the NCLP 

and the IOS-TD depth measurements above 73 µm (p>0.05). 
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Figure 5-7 – Representative pseudo-colour NCLP and IOS-TD images of enamel craters of increasing depths (11 -81 µm) 
after using the Ref-SS analysis.  The images are colour-coded as a function of 𝑧-measurements.  
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Table 5-2 – Crater depths of each of the fourteen samples, as measured by the reference NCLP, and the mean (SD) step 
height and area percentage error (%) for IOS-TD, along with the automated detection (%) of IOS-TD.  
Statistically significant differences between the NCLP and IOS-TD step height measurements are shown (* = p < 0.05, 
** p < 0.01, *** = p ≤ 0.001 and **** p ≤ 0.0001).  

Sample 
number # 

 
Number of 
scans with 
NCLP and 

IOS-TD 

NCLP crater 
depth (μm) 
(reference) 

Mean (SD) percentage 
step height error (%) 

of IOS-TD  

Mean (SD) percentage 
area error (%) of IOS-

TD  

Automated 
detection (%) of 

IOS-TD 

1 5 11 -43 (41) 9 (51) 0 

2 5 18 
-57 (14) 

*** 
-8 (28) 

 
0 

3 5 23 
-41 (33) 

*** 
71 (35) 

 
0 

4 5 24 
-44 (22) 

**** 
25 (11) 

 
0 

5 5 34 -12 (11) 
-3 (26) 

 
0 

6 5 40 
-35 (9) 
**** 

3 (15) 
 

0 

7 5 56 
-17 (7) 

** 
8 (4) 60 

8 5 58 6 (6) 10 (6) 60 

9 5 62 -6 (5) -9 (8) 60 

10 5 69 4 (5) 5 (5) 80 

11 5 73 -5 (4) 2 (5) 100 

12 5 75 -6 (3) -5 (3) 100 

13 5 78 -2 (2) 1 (5) 100 

14 5 81 -4 (1) -4 (2) 100 

 

Crater depth measurements (μm) are correct to the nearest micron. 



Polyvios Charalambous        Chapter 5 
 

193 
 

Figure 5-8 shows a Bland-Altman plot of differences between the NCLP and IOS-TD depth (step 

height) measurements, expressed as percentage (100 x (IOS-TD – NCLP) / average). Due to the high 

percentage difference between the IOS-TD and NCLP at shallower depths, the overall bias was -27% 

with wide 95% Limits of Agreement (LOA), 56 to -109%. However, as the magnitude of the crater 

depth increased the agreement between the two scanners increased, nearing zero percent above 

70 μm depths. 
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Figure 5-8 – Bland-Altman plot of differences between NCLP and IOS depth (step height) measurements, expressed as 
percentage (%) [100 x (IOS – NCLP)/Average)].  

5.4.3 Investigation 3 

Table 5-3 shows the depths of the three craters with different diameters, as measured by the 

reference NCLP, and the mean (SD) step height and area percentage errors (%) for IOS-TD, along 

with the automated detection (%) of the IOS-TD. As the diameter of the crater increased, the mean 

(SD) percentage error of IOS-TD depth measurements, compared to NCLP, decreased from -10 (4) % 

for the Ø1.0 mm, to -7 (1) % for the Ø1.5 mm, and to 3 (2) % for the Ø2.0 mm crater diameter. The 

diameter as a factor had a statistically significant effect (p=0.0063). The IOS-TD depth measurement 
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of the Ø1.0 mm crater was statistically significantly lower than that of the NCLP (p=0.0053).  As the 

diameter of the crater increased the mean (SD) percentage error of the IOS-TD area measurements 

decreased from -2 (13) % for the Ø1.0 mm, to 2 (2) % for the Ø1.5 mm, and to -1 (2) % for the Ø2.0 

mm crater. Only two out of five area measurements by the IOS-TD of the Ø1.0 mm crater were ≤10% 

different than the NCLP and therefore the crater automated detection was 40%; whilst that of the 

Ø1.5 mm and Ø2.0 mm craters was 100%, achieving five out of five measurements within a 10% 

difference from the equivalent NCLP area measurement. 

Table 5-3 – Depths of the three diameter craters, as measured by the reference NCLP, and the mean (SD) step height 
and area percentage errors (%) for IOS-TD, along with the automated detection (%) of IOS-TD 
Statistically significant differences between NCLP and IOS-TD step height measurements are shown (* = p < 0.05, 
** p < 0.01, *** = p ≤ 0.001 and **** p ≤ 0.0001). Crater depth measurements (μm) are correct to the nearest micron. 

Sample 
number  

# 

 
Ø Diameter 

of crater 
(mm) 

 
Number of 
scans with 
NCLP and 

IOS-TD 

NCLP 
crater 
depth 
(μm) 

(reference) 

Mean (SD) 
percentage step 

height error (%) of 
IOS-TD  

Mean (SD) 
percentage area 

error (%) of IOS-TD  

Automated 
detection (%) of 

IOS-TD 

1 1.0 5 83 
-10 (4)  

** 
2 (13) 40 

2 1.5 5 82 -7 (1) 2 (2) 100 

3 2.0 5 83 3 (2) -1 (2) 100 
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5.5 Discussion 

Freeform surface metrology refers to quantifying specific features on a point-cloud mesh produced 

from optical scans of complex geometrical surfaces, such as seen on teeth. Change on non-flat, 

freeform surfaces presents challenges for measurement of 𝑍 heights using optical scanners (Chen 

et al., 2020). However, over the last few years, there have been significant advances in software and 

hardware of surface metrology which allow a pair of 3D digital scans, each taken at different epochs, 

to be aligned and compared to quantify vertical or volumetric surface changes over time (Becker et 

al., 2018b; Kuralt and Fidler, 2021; S. O’Toole et al., 2018; Vasilakos et al., 2017). However, there 

remain errors that impact on reliable quantification of change at the micron scale.  

This study demonstrated that the combination of surface-registration and surface-subtraction, with 

or without using reference areas during alignment (i.e., the BF-Sub and Ref-Sub techniques) 

significantly reduced errors for measurement of change on freeform surfaces using softgauges 

compared to the techniques involving surface-registration alone (i.e., the BF-Reg and Ref-Reg 

techniques). Therefore, the first null hypothesis was rejected.  

Additionally, significant differences were observed between the NCLP and IOS-TD measurements of 

crater depths on natural enamel utilising the Ref-SS technique, therefore the second null hypothesis 

was rejected. The discrimination threshold for the IOS-TD was 73 µm, above which there was 

confidence that any measurement was an accurate reflection of depth.  

Lastly, scanning and measuring craters of different diameters (but of similar depth), resulted in 

different measurement accuracies by the IOS-TD and therefore the third null hypothesis was also 

rejected.  

These findings, although specific to this intraoral scanner, have broader impact for assessing the 

confidence and accuracy of any scanner used to record the surface of complex oral structures. As 
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most intraoral scanners utilise similar physics to record the surface of teeth it is reasonable to 

propose that the limits around 73 µm are probable. Further work would be needed to establish 

criteria for each scanner, but a broad interpretation would be there are limits on their ability to 

distinguish varying crater depths on teeth. 

The value of using mathematically created softguages was to establish which bi-scan analysis 

workflow produced the optimum and most accurate results, without introducing sources of error 

from hardware and scanning. No significant differences were observed between the BF-Sub and 

Ref-Sub techniques suggesting that relying on reference regions during the initial step of alignment 

to reduce errors may not be necessary when a combination technique is used. This may be because 

the subtraction of two sequential surfaces, that are well-aligned in the 𝑋𝑌 plane generates a 

‘difference’ 3D profile of the same shape no matter the matching error in 𝑍, hence any step height 

measurement to quantify change on this residual surface thereafter would be the same. This 

concept is illustrated further in Figure 5-9 below.  
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Figure 5-9 – Concept of measuring surface change using surface-subtraction following good alignment (top) or incorrect 
alignment (bottom) between two surfaces during surface-registration. 

Once this concept is clarified, it is relatively straightforward to visualise registration errors in scans 

in the 𝑋𝑌 dimension, which is further elucidated when the root-mean-square (RMS) error is 

quantified once the surface-registered scans are imported into the surface-subtraction software as 

shown in Figure 5-10 below.  

Subtraction of poorly-aligned 
red and blue profiles results in a 
green profile with different Y 
values than above. 

However, a step height 
calculation would result in the 
same measurement as the 
green profile is the same.

0

-50

50 

Subtraction of well-aligned red 
and blue profiles results in a 
green profile. 

Surface change can be 
calculated in the form of a step 
height. 

100

μm

0

-50

50 

100

Red profile – Blue profile = Green profile

μm



Polyvios Charalambous        Chapter 5 
 

198 
 

 

Figure 5-10 – High (above) and low (below) root-mean-square (RMS) error between the two surfaces to be subtracted. 

The additional step of surface subtraction eliminated errors in the 𝑍 direction, which are harder to 

visualise, particularly across a large 3D scan (Stenhagen et al., 2011). Finding reference surfaces for 

High RMS error between the two surfaces to be subtracted, suggests poor
alignment, resulting in a less accurate residual surface.
The RMS error can be improved by shifting the surfaces in the XY direction.

Lower RMS error between the two surfaces to be subtracted, suggests good 
alignment resulting in a more accurate residual surface. 
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alignment which have not undergone changes in the oral cavity remains a significant barrier for 

measuring erosion (O’Toole et al., 2019a) and therefore the additional improvement with the 

surface-subtraction overcomes them. Caution should be applied though as the combination of 

surface-registration and subtraction was tested using softgauges (Paricio et al., 2015). This only 

represents differences from the software analysis aspect and does not exclude errors from the 

sources of hardware or the operator, which can be significant. 

Although best-fit surface-registration is relatively more straightforward and automated, it has been 

previously demonstrated by O’Toole et al. (2019) that restricting the alignment of two 3D surfaces 

to unchanged reference regions minimises measurement errors and improves the accuracy of 

surface change (O’Toole et al., 2019a). However, these previous investigations were limited to 

techniques involving surface-registration alone, without the additional step of surface subtraction. 

The authors reported reduced depth measurement errors using reference-based registration 

compared to best-fit registration or manual alignment of sequential surfaces (O’Toole et al., 2019a). 

This is because standardised best-fit algorithms are forced to draw 3D datasets into the closest 

mathematical proximity possible, in a way that is not biologically informed of the crater location, 

often resulting in inaccurate quantification that limits diagnostic potential. Restricting these 

algorithms to surfaces that are least likely to have undergone change means they are less 

susceptible to outliers and results in a more accurate analysis (O’Toole et al., 2019a; Ren et al., 

2012). On the other hand, Mylonas et al., (2019) investigated the use of surface-subtraction alone 

in characterising early erosion on natural enamel, however, the authors used a physical positioning 

jig to ensure repeatable placement of each enamel sample prior to scanning and analysis, which is 

less automated and cannot be easily translated in a clinical situation.  



Polyvios Charalambous        Chapter 5 
 

200 
 

Once the combination of surface registration and subtraction was validated, it was applied to 

sequential scans to show the threshold of the IOS-TD for measuring craters on unpolished enamel. 

In contrast to the intraoral scanner, the high-resolution NCLP detected all simulated crater depths. 

Craters with shallow depths were particularly challenging for the IOS-TD to measure accurately. This 

was highlighted by the wide standard deviations in depth and area measurements, poor automated 

crater detection in shallow craters, as well as the Bland-Altman plot which showed wide limits of 

agreement and a clear trend of improved percentage differences between the two devices as the 

depth increased. 

The data showed that as the depth increased, the IOS-TD percentage difference to the NCLP and 

the standard deviations reduced. The resolution of the intraoral scanner at the lower values of depth 

was insufficient to discriminate an accurate value and both the step height and the area 

measurement had variation. This was also confirmed by the automated detection which is a 

previously published method to identify the point at which the crater image seen on the scans taken 

by the intraoral scanner became clear (Charalambous et al., 2021). As the depth increased the crater 

detection improved. At 73 μm, the step height and area percentage errors had reduced to minimal 

levels and the automated detection was 100%. This showed there was high confidence that the 

intraoral scanner was able to discriminate and so measure depth. Measuring such depth on natural 

enamel by an intraoral scanner has not been previously demonstrated with accuracy as high as this 

present study. Though, the underlying constraints associated with the physics of sampling remained 

and limit the threshold. 

Unlike point-measuring high-resolution scanners, such as profilometers, which can sharply focus an 

optical beam onto a surface, intraoral scanners capture surface features and their optical 

interactions over an area simultaneously. They achieve this by oversampling and averaging multiple 
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points of measurement representing the same area (Sehrawat et al., 2022). Although intraoral 

scanners capture surface topography significantly faster than profilometers, their drawback is lower 

spatial resolution (i.e., lower point cloud density) and point measuring accuracy (DeLong, 2006). The 

impact of lower spatial resolution results in surfaces with smoother topography and poorer 

depiction of the margins of the crater (Charalambous et al., 2021). This may explain the observation 

of investigation 3 that the accuracy of the IOS-TD improved as the crater diameter increased from 

1.0 mm to 1.5 mm and finally to 2.0 mm. A feature on a surface with a bigger area would be depicted 

on the point-cloud dataset with more points of measurement than a similar feature with a smaller 

area and therefore it would be easier to be converted truthfully on the digital model to its real 

geometry (Medina-Sotomayor et al., 2018; Tapie et al., 2015).  

Several in vitro and in vivo studies utilising intraoral scanners for wear quantification have been 

published, most of which do not compare data to a gold standard (Alwadai et al., 2020; Hartkamp 

et al., 2017b; Kumar et al., 2018; Marro et al., 2020; Michou et al., 2020; O’Toole et al., 2020). 

Recently, good quantitative agreement was demonstrated between an intraoral scanner and micro-

CT volumetric and depth wear measurements (Esquivel-Upshaw et al., 2020). Hartkamp et al. (2017) 

were the first to use a profilometer compared to an intraoral scanner to measure vertical wear 

which suggested an agreement within approximately 20 μm; however, the depths were over 70 μm 

while lateral measurements of the craters were not specified (Hartkamp et al., 2017b). A different 

intraoral scanner was utilised in this present study to assess surface change as small as 11 μm depth. 

Furthermore, IOS surface change analysis was not restricted to measuring vertical tissue loss (μm); 

instead, the 𝑋𝑌 area measurements (mm2) were compared against profilometry to further 

scrutinize IOS’s performance. Similarly, Witecy et al., (2021) demonstrated good agreement 

between four different intraoral scanners and profilometry in measuring natural enamel cusp loss; 

however, the depths investigated were above 150 μm. 
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The threshold of the IOS-TD for measuring crater depths on polished enamel was previously 

demonstrated in Chapter 3 to be 44 μm (Charalambous et al., 2021). This is lower than the observed 

measurement threshold, 73 μm, in this study. This probably reflects on the fact that polished enamel 

has a simpler and flatter morphology, but more importantly, it allows single-scan analysis, utilising 

reference areas around the crater to measure tissue loss. Furthermore, simulated depths on 

polished enamel have more distinct boundaries which would favour an automated system.  The 

relative performance of the multi-step process required for measuring change on complex freeform 

surfaces is more prone to measurement uncertainty as each sequential scan introduces an individual 

set of errors (Ahmed et al., 2016) while the alignment process, which is itself dependant on the 

scanner’s accuracy and resolution, is a major contributor of measurement error (O’Toole et al., 

2019a). 

Addressing the limitations of the study, scans and measurements were conducted by an operator 

with over three years of experience in the scanners and software packages used in this study and 

therefore the author acknowledges that such skilled techniques would require extensive operator 

training. The impact of operators with different levels of experience on these systems needs further 

investigation. Furthermore, software algorithms and mathematical complexities are often 

purposely hidden from the operator and different software from the ones used in this study may 

have shown decreased or increased errors.  

One key limitation to valid quantification of surface features using the optimised surface-

registration and subtraction technique developed in this thesis, is that the user has to define the 

angle at which the surface is extracted and measured (Leach et al., 2018). The surface data 

presented in this Chapter, was extracted from slightly curved 3D scans, therefore the selection of 

the angle of the measurement plane was chosen at convenience to be perpendicular (a bird's eye 
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view) over the surface, which did not impact the measurement of the craters. However, when more 

complex freeform surfaces are to be considered, this angle of extraction will be a key variable to the 

validity of the final measurement, especially if the feature to be measured presents in an undercut 

area. This is a recognised limitation of extracting surface data from a 'shell' or '3D object' (Scott and 

Jiang, 2014). Therefore, when considering measurement of complex freeform measurement tasks, 

that are out of scope of this thesis, further work is needed to understand how best to measure any 

surface gain/loss on multiple sides of an object cannot be measured with a single application. This 

is an unresolved issue that commercially available software, such as OraCheck (Dentsply Sirona, 

North Carolina, USA) have compensated for by allowing users to select the direction of the 

measurement; however, this limits the ability of the measurement to known areas of change.   

Therefore, a key unresolved issue is defining the nature of the subtraction process to create a 

residual surface that was calculated at the correct angle between the two aligned surfaces. To 

measure changes on different sides/regions of an object, individual subtraction analyses would be 

required on the different sides of the measured object as shown in Figure 5-11 below.  

 

Figure 5-11 – Surface loss on different sides of an object require individual subtraction and measurement perpendicular 
to the horizonal plane of each surface feature.  

Angle of subtraction and measurement of 
different surface-loss regions
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Another limitation is that the combination of surface-registration and surface subtraction can be a 

time-consuming and cumbersome process, having to use two different software, requiring roughly 

double the analysis time than a stand-alone surface-registration technique without the subtraction 

step. Therefore, further work is needed on resolving these known challenges with simultaneous 

measurement of multiple features on complex structured and freeform surfaces. 

5.6 Conclusion 

In conclusion, the combination of surface-subtraction after surface-registration improved the 

accuracy of measuring surface change on freeform surfaces. This has potential to improve 

diagnostics in many fields of dentistry. Using this technique, the IOS-TD was able to predictably 

determine loss of 73 μm on natural enamel, a level of accuracy that may be acceptable for future 

studies and clinical monitoring of surface changes over time such as tooth or dental material wear.
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Chapter 6 The effect of scan size on the accuracy of the IOS-TD for 

measuring surface loss 

6.1 Introduction 

Intra-oral scanners have the capacity to create digital maps of a whole dental arch. To date, most 

studies have reported data on quantifying surface loss/wear from single teeth or sextants (Alwadai 

et al., 2020; Bronkhorst et al., 2022; Esquivel-Upshaw et al., 2020; V. D.-F. García et al., 2022a; Kühne 

et al., 2021; Kumar et al., 2019; Witecy et al., 2021). There is no data on how precise and accurate 

full-arch scans would be for measuring change from tooth wear (Ender et al., 2016a; Ender and 

Mehl, 2013; Flügge et al., 2013). The accuracy and precision from scans of single teeth or a few teeth 

is higher as these systems are generally designed to manufacture single restorations using CAD/CAM 

(Ender et al., 2019a, 2016a; Güth et al., 2017a; Jeong et al., 2016). Therefore, this Chapter focused 

on the impact of increasing scan size, from a cusp upto a full-arch scan on the accuracy of the IOS-

TD (True Definition®, Midmark Corp., Ohio, USA) to measure surface change in vitro. 

6.2 Aim, Objective, and null hypothesis 

6.2.1 Aim 

The aim of this study was to investigate how the size (span) of scans affects the accuracy of the 

IOS-TD for quantifying surface change in vitro.  

6.2.2 Objective 

The objective was to simulate surface loss by creating craters of increasing depths, on the same 

location of a typodont (plastic) tooth from a complete maxillary (upper) model and record the 

topography using digital scans of increasing spans made by the IOS-TD for measuring surface loss. 
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6.2.3 Null hypothesis 

The null hypothesis stated that the IOS-TD would accurately measure crater depths using scans of 

increasing size (span).  
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6.3 Materials and methods 

6.3.1 Creation of different crater depths 

A complete maxillary (upper) typodont model (AG-3 WU Frasaco GmbH, Tettnang, Germany), made 

of hard thermosetting plastic material, was used to represent a complete maxillary dental arch 

(Figure 6-1A). A crater with, in total, four successively increasing levels of depth (D1 - D4) were 

created on the mesio-buccal cusp of the plastic tooth 17 (FDI notation, upper right second molar). 

These depths were created using a 2 mm diameter carbide milling bur (S9042.0, DormerPramet, São 

Paulo, Brazil) mounted on a Computer Numerical Control (CNC) milling machine (CNC Mini-Mill/3, 

Minitech Machinery Corp., Norcross, Georgia, USA), which was controlled using Mach3 CNC 

Controller software (Newfangled Solutions., Livermore, Maine, USA).  

The bur was mounted on the CNC machine and following calibration the typodont model was 

secured with a double-sided tape (9088 high-performance double-sided tape, 3M™, Berkshire, UK) 

onto the milling stage. The CNC controller was used to accurately and repeatedly position the mesio-

buccal cusp of the plastic tooth 17 below the bur (Figure 6-1B). The bur was spindled at a speed of 

12,000 rpm towards the surface of the tooth in steps of 10 μm until initial contact (Figure 6-1C). 

Following this, four different depths, were prepared. The precise measurements of the depths were 

validated using the NCLP at 83, 133, 195 and 297 μm. 
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Figure 6-1 – A crater of four successively increasing levels of depth (D1 - D4) were created on the mesiobuccal cusp of 
plastic tooth 17 of a maxillary dental model (A), using a CNC milling machine set up (B). An image from the live video 
camera feedback (C) during drilling the crater. 

The repeatability of the CNC milling machine to create craters of a consistent depth was investigated 

by drilling fifteen craters, each 50 μm depth, on the flat surface of a hybrid ceramic CAD/CAM block 

(Cerasmart™, GC EUROPE, Leuven, Belgium) (Figure 6-2 below).  

Each crater was scanned using the NCLP and the depth measured using Mountains®8 surface 

metrology software using the single scan analysis described in Chapter 3 Section 3.3.6.3 above on 

page 133. The repeatability was expressed as the mean (SD) absolute difference between the depths 

measured by the NCLP and that milled by the CNC machine (50 μm). The mean (SD) repeatability 

was 1.60 (5.65) μm. 

crater 
location

Camera for live 
video feedback

Maxillary 
typodont model

Stage of CNC 
milling machine

Carbide bur

A B

C

Crater
Bur in 

motion
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Figure 6-2 – Craters (n=15) created on the hybrid ceramic CAD/CAM block (Cerasmart™, GC EUROPE, Leuven, Belgium) 
to investigate the repeatability of the CNC milling machine to create holes of consistent depth. 

6.3.2 Scanning  

The experimental outline of the study can be seen in Figure 6-3. 

Baseline (D0) and post-exposure scans at each crater depth (D1 – D4) were carried out using the 

IOS-TD, as the testing device, and the gold standard NCLP as the reference device. The NCLP scans 

(a single scan per depth) used rectilinear grid spacing of 10 μm 𝑋, 𝑌 intervals, resulting in point 

clouds, each point being 10 μm apart, following the method described in Chapter 2 Section 2.2.3 

above. All IOS-TD scans were conducted using the handheld technique following powdering the 

typodont by a single experienced operator (Chapter 2 Section 2.2.4 above) following manufacturer’s 

instructions.  
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Figure 6-3 – Experimental outline of the study 

IOS-TD scans (n=10) were conducted using five different scan sizes: on the cusp, tooth, across a 

sextant (five teeth), quadrant (eight teeth), and a full-arch at each crater depth (D1-D4) and the 

datasets randomised.  

For the ‘cusp’ scan, scanning was restricted to the mesio-buccal cusp of tooth 17, and for the ‘tooth’ 

scan to all the surfaces of the same tooth, as illustrated in Figure 6-4A below. For the ‘sextant’ and 

‘quadrant’ scan sizes, their scanning ranges are also illustrated in Figure 6-4A, capturing firstly the 

occlusal, then the palatal, and finally the buccal tooth surfaces. For the ‘full-arch’ scans, two 

Typodont model
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separate scans were taken, crossing the midline based on the manufacturers’ scanning protocol 

(Figure 6-4B).  

 
 
Figure 6-4 – Scanning protocols of the scan sizes investigated (cusp, tooth, sextant, and quadrant) (A) and the 
full-arch (B).  

6.3.3 Crater depth analysis 

The captured 3D data from the IOS-TD scans and the NCLP were analysed using the Ref-Sub 

technique described in Chapter 5 Section 5.3.3.4 above on page 185, as seen in Figure 6-5 below. 

Firstly, the post-exposure datasets (D1 - D4) from the NCLP and IOS-TD were aligned with their 

respective baseline datasets of the same scan size in Geomagic Control 2014 software. The aligned 

scans were loaded into Mountains®8 software and subtracted to produce a residual surface. A 4 mm 

circular area of the mesio-buccal cusp with the crater in the centre was extracted for measurement. 

Any outliers (spikes caused from scanning) were removed and then a levelling process was applied, 

utilizing a best-fit-linear-least-squares plan, excluding the crater. The depths of the craters were 

determined as 3D step heights (μm) by measuring the height difference between the central third 

of the crater and the surrounding reference area. 

1 2

Full-arch scan 
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Figure 6-5 – Ref-Sub analysis workflow combining reference-based surface-registration and surface-subtraction for 
measuring the depth of the crater using full-arch scans as a representative example. 

6.3.4 Statistical analysis  

Data were collected, tabulated, and statistically analysed using Prism Version 9.3.1 (GraphPad 

Software Inc, California, USA). A power calculation using GPower 3.1.9 based on a one-way ANOVA 

comparing the scan size groups was conducted from previous pilot data. This indicated a sample 

size of 6 per scan size group (30 total sample size) for an effect size 0.97 yielding 95% power; 

however, a sample size of 10 per group was chosen to increase the power of the study even further. 

Data were assessed for normal distribution using Shapiro-Wilks and Kolmogorov-Smirnov tests and 

visually assessed with boxplots and histograms. As the data was normally distributed, means and 

standard deviations were reported. Inter-group analysis was conducted with a two-way repeated 

measures ANOVA with post-hoc Tukey’s test for intra-group comparison. A p-value of < 0.05 was 

considered as statistically significant. To assess the accuracy (trueness and precision) of the IOS-TD 

step height depth, measurements of the different scan sizes were compared to those of the NCLP 

as a percentage error (%) using the formula 100 × 
(IOS−TD   −   NCLP)

NCLP
 . In this instance, trueness 
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referred to the closeness of agreement between the IOS-TD depth measurement and the accepted 

reference value produced by NCLP and was expressed as a mean. Precision referred to the 

dispersion of percentage errors of IOS-TD repeated measurements and was expressed as a standard 

deviation. 

6.4 Results 

Figure 6-6 shows – The mean (SD) percentage (%) error of IOS-TD in measuring the crater depths 

(D1-D4) according to the scan size (cusp/tooth/sextant/quadrant/arch), with reference to the NCLP 

measurements.– The mean (SD) percentage (%) error of IOS-TD in measuring the crater depths (D1-

D4) according to the scan size (cusp/tooth/sextant/quadrant/arch), with reference to the NCLP 

measurements.. At D1 depth (83 μm), the mean (SD) percentage error for the cusp, tooth, sextant, 

quadrant, and arch were 3.5 (3.9), 1.1 (4.7), -19.1 (9.0), -25.4 (10.6), and -57.4 (13.4) %, respectively. 

At D2 depth (133 μm), these were -1.7 (2.4), -4.9 (3.2), -10.9 (3.1), -17.0 (3.3), and -17.9 (7.4) %, 

respectively. At D3 depth (195 μm), they were -1.5 (1.2), -1.9 (0.9), -12.6 (4.7), -11.8 (5.6), and -10.9 

(11.1) %, respectively and at D4 depth (=297 μm), they were 0.7 (0.9), -1.6 (0.7), -12.2 (1.9), -12.3 

(5.0), and -12.1 (5.5) %, respectively.  

Inter-group comparisons showed that the difference in scan size had a statistically significant effect 

to the percentage error measuring the crater depths (p<0.0001). Additionally, as the depth of the 

craters increased there was a statistically significant reduction to the percentage error of the depths 

(p<0.0001).  

Intra-group comparisons showed no statistically significant differences between the cusp and tooth 

scan sizes for any depth; however, statistically significant differences of various levels were 

observed between the cusp scans (used as reference) and the rest of the scan sizes (sextant, 

quadrant, and arch) for all crater depths (D1 - D4). For the D3 (195 μm) and D4 (297 μm) depths, 
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the percentage error for the sextant, quadrant, and arch plateaued to approximately -10 to -12% 

underestimation. 
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Figure 6-6 – The mean (SD) percentage (%) error of IOS-TD in measuring the crater depths (D1-D4) according to the scan 
size (cusp/tooth/sextant/quadrant/arch), with reference to the NCLP measurements.  
For each crater depth, statistically significant differences are shown with reference to the cusp scan size (ns = no 
statistical significance, * = p<0.05, ** = p<0.01, *** = p<0.001, **** = p<0.0001) 
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Figure 6-7 shows representative polygon meshes from the IOS-TD scan sizes 

(Cusp/Tooth/Sextant/Quadrant/Arch) in Geomagic Control 2014 software and the respective Ø4 

mm residual surfaces at D1 (83 μm) and D4 (297 μm) depths in the Mountains®8 software with their 

respective points of measurement per mm2 (POMs/mm2). The residual surfaces are colour-coded 

as a function of 𝑍 measurements.Figure 6-7 – Representative polygon meshes from IOS-TD scan 

sizes (Cusp/Tooth/Sextant/Quadrant/Arch) in Geomagic Control 2014 software and the respective 

Ø4 mm residual surfaces at D1 (83 μm) and D4 (297 μm) depths in the Mountains®8 software with 

their respective points of measurement per mm2 (POMs/mm2). The residual surfaces are colour-

coded as a function of Z measurements.Figure 6-7 – Representative polygon meshes from IOS-TD 

scan sizes (Cusp/Tooth/Sextant/Quadrant/Arch) in Geomagic Control 2014 software and the 

respective Ø4 mm residual surfaces at D1 (83 μm) and D4 (297 μm) depths in the Mountains®8 

software with their respective points of measurement per mm2 (POMs/mm2). The residual surfaces 

are colour-coded as a function of Z measurements. As the scan size increased the POMs/mm2 and 

hence the resolution of the images decreased creating a more ‘pixelated’ and less defined crater 

topography.  
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Figure 6-7 – Representative polygon meshes from IOS-TD scan sizes (Cusp/Tooth/Sextant/Quadrant/Arch) in Geomagic 
Control 2014 software and the respective Ø4 mm residual surfaces at D1 (83 μm) and D4 (297 μm) depths in the 
Mountains®8 software with their respective points of measurement per mm2 (POMs/mm2). The residual surfaces are 
colour-coded as a function of Z measurements. 
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6.5 Discussion 

This Chapter demonstrated the effect of different scan sizes on the accuracy of an intraoral scanner 

for measuring crater depths. The accuracy reduced with increasing scan size and, therefore the null 

hypothesis was rejected.  

The highest accuracy of the IOS-TD was observed using scan sizes restricted to the cusp and tooth 

regions which remained below ±5% error for all depths (D1 - D4). This suggests that the IOS-TD 

reliably measured surface loss at 83 microns depth, a similar finding to the study in Chapter 5 

confirming the result from the previous chapter (Charalambous et al., 2022). Compared to this, the 

accuracy decreased significantly with increased scan sizes. This may be because intraoral scanners 

operate by capturing and sequencing multiple single images which are consequently stitched 

together by recognising overlapping regions using complex software algorithms to create the 3D 

digital model. However, the registration of overlapping images is prone to errors inherent to the 

iteration process, which can accumulate and propagate as the number of stitched images increases, 

resulting in deformation of the arch shape and an overall error in the final arch dimensions (G.-H. 

Park et al., 2019; Schmidt et al., 2021).  

Furthermore, the point-clouds generated by the IOS-TD and the software decreased in density as 

the scan size increased. This might reflect the software algorithm to reduce the data size, reducing 

the total number of the points of measurement (Medina-Sotomayor et al., 2019b). On the other 

hand, different metrology software, may interpolate point clouds differently which may lead to 

inconsistencies in the resolution and accuracy of the 3D meshes. Datasets with high point-cloud 

density, can be converted more accurately into a faithful representation of a real surface, while 

those with low density can introduce ‘chord’ errors due to the lack of digital information between 

points, leading to surface defects, non-existent curvatures, or discontinuity in the surface (Medina-
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Sotomayor et al., 2018; Tapie et al., 2015). The POMs/mm2 calculated after scanning a full-arch were 

∼36 which is a similar density to a study reporting a range of 34.20 – 79.82 POMs/mm2 using four 

different intraoral scanners (Medina-Sotomayor et al., 2018). 

Previous studies demonstrated reduced accuracy for intraoral scanners with an increasing area of 

scanned surface (Ender et al., 2019b, 2016a, 2016c; Ender and Mehl, 2015; G.-H. Park et al., 2019). 

It has been suggested that intraoral scanning of single teeth, sextants and quadrants are more 

accurate than conventional impression techniques (Güth et al., 2017b; J. F. Güth et al., 2013; Keul 

et al., 2014; Nedelcu and Persson, 2014b), while differing data exist for full arch scans (Amin et al., 

2017b; Jeong et al., 2016; G.-H. Park et al., 2019). One study reported that full-arch implant scans 

using the same intraoral scanner as the present study were more accurate than digitized 

conventional impressions, showing a mean (SD) RMS error of 19.32 (2.77) μm (Amin et al., 2017b). 

G.-H. H. Park et al. (2019) compared the 3D arch distortion of intraoral scans according to the 

distance from the first tooth of a dental arch, over the span of a full arch scan. They demonstrated 

that as the scan size increased across the arch, the inter-surface distance during alignment between 

the reference dataset produced by an industrial 3D scanner and those made by four intraoral 

scanners increased sharply. The mean (SD) inter-surface distance for all scan sizes (from single tooth 

to full-arch) ranged from 119 (42) μm for the Carestream CS3600® intraoral scanner, to 184 (50) μm 

for the 3Shape TRIOS3®, to 210 (54) μm for Carestream CS3500®, and finally to 343 (56.4) μm for 

the 3Shape TRIOS2® (G.-H. H. Park et al., 2019). An interesting observation was that the newer 

generation intraoral scanners produced more accurate digital impressions than their older versions, 

and in the current market there are even newer versions of these scanners which may suggest that 

errors may be even smaller using up-to-date technologies.  
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In general, the alignment of two digital models has been studied through best-fit iterative-closest-

point algorithms (Lim et al., 2018; Medina-Sotomayor et al., 2019b; Saoirse O’Toole et al., 2018). 

The algorithm’s minimizes inter-surface distances across the whole region and means that 

discrepancies in one part of a long scan size are autocorrected which can result in errors on the 

contralateral side (Persson et al., 2008). Investigating the error produced by the ICP alignment was 

beyond the scope of this present study; however, as alignment between a baseline and post-

exposure datasets was essential prior to crater depth measurement, the results should be 

interpreted with caution.   

Comparing the measurements of the different crater depths (D1 - D4), a significant increase in 

accuracy was observed as the depth increased and it seemed to reach a plateau of approximately 

10 - 12% underestimation at D3 (=195 μm) and D4 (=297 μm). The improvement in accuracy may be 

because surface features of bigger depth are optimised by the software algorithm (Braian and 

Wennerberg, 2019b). This suggests that the IOS-TD may measure change on surfaces above or equal 

to ∼200 μm within a reasonable margin of error, even when using a full-arch scan. Nevertheless, 

being able to measure surface depth changes in the order of ∼200 μm using full-arch scans may not 

be suitable for clinical monitoring of erosive tooth wear yet where the average annual surface loss 

can range between 11 and 140 μm (Ahmed et al., 2017; Bartlett et al., 1997; Lambrechts et al., 1989; 

Pintado et al., 1997).  

Recently, there have been several efforts in the literature to investigate intraoral scanners for 

quantifying surface loss/wear. The majority of the cases are in vitro studies in which scans were 

taken of sectioned polished (Charalambous et al., 2021; Witecy et al., 2021) and natural enamel 

(Charalambous et al., 2022), whole natural or phantom teeth (Alwadai et al., 2020; Hartkamp et al., 

2017b; Kumar et al., 2018; Meireles et al., 2016b; Witecy et al., 2021), zirconia sextant casts (Kühne 
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et al., 2021), shortened dental casts made of extracted teeth (Marro et al., 2020)  or full-arch dental 

casts (Marro et al., 2018b). Out of these, very few compared the measurements of intraoral 

scanners to a reference device (Charalambous et al., 2022, 2021; Hartkamp et al., 2017b; Kühne et 

al., 2021; Witecy et al., 2021) . Information about the effect of scanning distances on the intraoral 

scanner accuracy to measure surface change is sparse and to the author’s knowledge, this is the 

first study that investigated the accuracy of an intraoral scanner using different scan sizes (spans) 

for quantifying surface change.   

The few in vivo publications that investigated intraoral scanners for measuring surface change have 

relied on qualitative assessments, such as clinical and photographic examinations using wear 

indices, as the gold standard used for comparison. An exception to this is a study which presented 

strong quantitative agreement between X-ray computerised micro-tomography and an intraoral 

scanner for depth (bias = 3.7914 μm) and volume (bias = 0.0037 mm3) measurements (Esquivel-

Upshaw et al., 2012). García et al. (2022) reported 100% sensitivity and 84.9% specificity between 

visual and intraoral scanner analysis of superimposed sequential scans (V. D.-F. García et al., 2022b), 

while a different study suggested no significant differences between intraoral scanner analysis, 

clinical or photographic wear examinations (Travassos da Rosa Moreira Bastos et al., 2021b).  

The variation within the methodologies of studies in the literature makes it difficult for comparisons. 

Kühne et al. (2021) reported accuracy ranging from -3% to +13% for crater depths equivalent to 221 

– 417 μm using the same intraoral scanner as this present study and compared to optical 

profilometry, using a zirconia sextant cast as the scanned surface (Kühne et al., 2021). The IOS-TD 

in this present study, instead, showed an underestimation of -12.6% and -12.2% measuring the D3 

(=195 μm) and D4 (=297 μm) craters, respectively, however, the variations in scanned surfaces and 

software analysis may explain these observed differences. Studies that used scans limited to a whole 
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tooth area have showed similar underestimations ranging from -18.00% to -0.05% (Witecy et al., 

2021). 

Four different crater depths were used in this study. The order of these depths was chosen to be 

above 70 μm based on the conclusions of Chapter 5 that the depth measurement threshold of 

IOS-TD on natural enamel was 73 μm. Furthermore, it was deemed appropriate to express the 

IOS-TD measurement divergencies from the reference profilometric measurements as percentage 

errors which helped evaluate the uncertainty of the IOS-TD relative to the magnitude of the 

measurand. It also made it easier to compare results to other published studies which also 

expressed measurements as percentage errors (Kühne et al., 2021; Pottmann et al., 2006).  

Like all scientific work, the present study is subject to several limitations. A typodont was used for 

the simulation of a maxillary arch in a laboratory setting which may not fully replicate the oral 

environment. Inaccuracies of intraoral scanner data may be greater when the scan is conducted in 

vivo considering factors such as the transparency of natural teeth and optical reflections, patient 

movement, spatial restrictions, as well as the humid nature of the oral cavity (Li et al., 2017). 

However, recent research suggested similar mesh distortion for both in vivo and in vitro scans (Li et 

al., 2017). On the other hand, using the CNC machine with a bur of 2.0 mm diameter provided a 

reliable and accurate method to simulate wear. The location of the crater was chosen to be near 

the origin of the scan path where the error generated may be less (Kontis et al., 2022). Further 

research is required to investigate the accuracy of intraoral scanners for surface change 

quantification at different locations across the arch. Perhaps the biggest limitation of the study was 

that a single operator, had a priori knowledge of the location of crater as well as the type of scanning 

spans during analysis. However, all the Ø4 mm residual surfaces consisting of the crater and 

reference region were extracted as separate .stl files and randomised so that the operator was 
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blinded to the original type of scanning span. The introduction of an independent operator to detect 

the crater for measurement without this prior knowledge of its location would make the study more 

robust and clinically relevant.  

Although there are several intraoral scanners in the market, each relying on different optical 

principles, a single intraoral scanner was investigated in this study for convenience. The investigated 

intraoral scanner hardware and metrology software components are currently available in the 

market; however, the results of the present study should only be used as a guideline as newer-

generation intraoral scanners with revised stitching algorithms and added functionalities may be 

able to perform better (Ender et al., 2019b; Schmidt et al., 2020).  Additionally, the results may vary 

depending on the type of inspection metrology software because of differences in point-cloud 

interpolation and alignment algorithms (Minetola, 2012).  

6.6 Conclusions 

Within the limitations of this in vitro study, the following conclusions were drawn:  

▪ The accuracy of the IOS-TD for measuring surface change (crater depth) decreased as the scan 

size increased from cusp to full-arch.  

▪ Scan sizes limited to the cusp, or the tooth showed no significant differences with good IOS-TD 

accuracy within ± 5% for any of the four different crater depths investigated.  

▪ Full-arch scans of the IOS-TD could measure crater depths above or equal to 200 μm only with 

a 10-12% underestimation accuracy, which may not be suitable for clinical or scientific 

purposes.   
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Chapter 7 General discussion, conclusions, and suggestions for future 

work 

7.1 General discussion 

The focus of this thesis was to investigate the accuracy and thresholds of a clinical intraoral scanner 

(IOS-TD) for measuring surface loss. This was conducted by working systematically through and 

investigating the influence of factors associated with IOS scanning, characterising roughness and 

form changes on different surfaces (including polished and natural enamel) and establishing robust 

software analysis workflows. One of the primary objectives was to explore the depth measurement 

threshold of the IOS-TD for measuring surface loss. This was explored by utilising surfaces of 

different complexities, ranging from flat planar to freeform topographies. Although, the 

experiments conducted in this thesis present knowledge with an underlying future intention of 

quantifying and monitoring ETW as part of standard patient care, it was beyond the scope of this 

thesis to investigate the histopathology of ETW. A metrological approach was followed instead; this 

is the reason why metrology terms such as ‘groove’ or ‘crater’ were preferred instead of ‘lesions’ to 

describe experimental surface loss.   

As established by the literature review (Chapter 1), the introduction of IOSs has been one of the 

most transformative and increasingly popular innovations in clinical dentistry (Abduo and Elseyoufi, 

2018). Whilst primarily designed for the manufacture of CAD/CAM dental restorations, advances in 

IOS technologies increased interest in their use for monitoring and prevention. The majority of 

observational ETW studies were previously conducted in vitro or in situ using laboratory-based 

equipment such as profilometry (Wulfman et al., 2018).  Increasingly, more studies have proposed 
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the use of IOSs for in vivo scans, without the need to scan analogue impressions or dental stone 

casts ex vivo, to assess surface loss/wear (Bronkhorst et al., 2022).  

Indeed, this is a fast-advancing topic of dental research. The number of publications describing the 

use of IOSs for measuring surface loss has increased from 1 – 3 per year between 2013 – 2019 to 

5 – 6 per year in the last three years, 2020 – 2022, whilst the majority of these studies have been 

published during the 4-year studentship of this thesis’ author.  

The aim of Chapter 2 was to establish the influence of factors pertaining to the scanner handling 

technique and the surface-to-camera distance on the accuracy of the IOS-TD, as well as 

characterising the TiO2 powder required to operate it. The idea behind this was to determine 

optimal scanning parameters for subsequent investigations of the thesis. The fact that no 

differences were observed between handheld Vs. jig-guided scanning by the IOS-TD, nor between 

different surface-to-camera distances reinforced the intent of carrying out handheld scanning for 

the rest of the thesis, as originally intended by its manufacturers. Of course, there are many more 

factors to consider that may affect the accuracy of IOSs, including but not limited to, ambient and 

scanning lights (Jivanescu et al., 2021; Koseoglu et al., 2021) or in vivo conditions such as the 

presence of saliva and oral humidity (Flügge et al., 2013) which was beyond the scope of this thesis 

but would merit future study. 

Throughout the thesis, the NCLP was used as the reference device as it is characterised by high 

accuracy and considered the gold standard for in vitro quantification of ETW (F. Mullan et al., 2018, 

2017; Wulfman et al., 2018). Its accuracy was further established in this thesis by using a Taylor-

Hobson 2.64 μm step height reference standard which demonstrated trueness (precision) of 10 (10) 

nm. Therefore, any NCLP measurements throughout this thesis were treated as the accepted ‘true’ 

measurements for comparison against the investigated device, the IOS-TD.   
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The profilometric characterisation of TiO2 powdering demonstrated that the overall height 

difference between powdered and unpowdered surfaces was less than 1 μm; hence its impact was 

not significant for measurement of surface form changes. On the other hand, powdering resulted in 

rougher surfaces; however, at the time it was not known whether the IOS-TD was able to 

discriminate surface roughness changes. This was further explored in Chapter 3 by scanning flat 

textured surfaces of increasing roughness using both the IOS-TD and NCLP and comparing their 

measurements. Overall, the IOS-TD demonstrated significantly different roughness measurements 

to the NCLP, and indeed, it detected change in roughness only when the 125 μm silicon-carbide 

particle paper was measured (NCLP Sq roughness = 30.8 μm) compared to the control painted glass 

slide (NCLP Sq roughness = 1.2 μm). Therefore, it was settled that the IOS-TD was not able to detect 

short wavelength (high-frequency) surface components such as seen in surface texture and 

roughness analyses and by inference, IOSs are best-suited for measuring form changes such as bulk 

surface loss.    

The first three experimental chapters (Chapters 2, 3, and 4) involved measurement of grooves on 

polished human enamel which consists of a flat planar surface. The rationale behind this was mainly 

due to three reasons: 1. elimination of natural variation and increased homogeneity between 

samples 2. easier sample isolation through protective barriers (taping) and enamel exposure, and 

most importantly 3. facilitation of surface loss measurement using single scan analysis (Attin and 

Wegehaupt, 2014; Young and Tenuta, 2011). The use of polished enamel allowed the author to 

investigate the ability of the IOS-TD in the most simplified, controlled, and standardised 

experimental conditions, without incorporating other sources of error such as seen with measuring 

freeform surfaces. Consequently, the IOS-TD measurements on freeform surfaces were explored in 

Chapter 5 and 6 by utilising natural enamel samples and a typodont full-arch dentition, respectively.   
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In Chapter 3, the depth measurement detection threshold of the IOS-TD for measuring grooves on 

polished enamel was determined to be in the order of 44 μm. This study was the first to develop a 

robust protocol using single scan analysis for determining the minimum depth an IOS can reliably 

measure. This was defined not only by measuring the depth of grooves, but also by using 

metrological practices such as threshold detection algorithms to localise and measure the 𝑋𝑌 area 

of the groove as well as performing surface skewness and kurtosis analyses.  

The methodology for polished enamel used in Chapter 3 involved using ten samples for each level 

of depth tested, whilst in Chapter 5 a single natural enamel sample was used for each depth level 

and scanned ten times. Using multiple samples to represent a certain depth level has the advantage 

of providing more representative data as an element of reproducibility is introduced; however, it 

has the disadvantage of introducing biological variation due to differing enamel response leading to 

higher standard deviations. Nevertheless, it was previously demonstrated in Chapter 2 that the 

accuracy of handheld IOS-TD scanning was 2.0 (1.6) μm after repeatedly measuring a groove of 

45 μm-depth ten times.  

Freeform surfaces create metrological challenges however it is important to have robust surface 

analysis workflows that can manage a wide variation of surface change. The main unresolved 

challenge is related to the lack of unchanged reference areas to facilitate comparison and form 

removal for valid surface metrology.  In this thesis, step height calculations (ISO 5436-1) in polished 

enamel followed a method previously utilised by Mylonas et al., (2018) using single-scan analysis, 

which required regions of uneroded reference enamel. As these regions are not present in natural 

enamel samples, single-scan analysis was not possible. Therefore, this thesis explored bi-scan 

analysis methods which allow measurements on freeform surfaces by comparing two scans of 

different time-points. These methods were investigated in Chapter 4, 5, and 6.  
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Chapter 4 transitioned the narrative from surface measurements using single-scan analysis to the 

introduction of two different types of bi-scan analyses. Although, these bi-scan analyses were 

developed for measurements on freeform surfaces, they were tested first on polished enamel 

samples to compare their measurements against the gold standard single-scan analysis.  

Chapter 4 considered three step heights analysis methods (Single-SH, Ten-SH, and Total-SH) to 

determine the optimal measurement protocol for this thesis. No differences were observed 

between the different step height methods therefore, it was accepted that the grooves created 

from acid exposure in the in vitro model, were uniform across the polished enamel surface. The IOS-

TD was not used in this chapter as the investigations focused solely on different analysis workflows. 

It is therefore unknown whether there would be any differences between different types of step 

height analyses using datasets from intraoral scanners which are considered to have lower 

accuracies than profilometers.   

Nonetheless, when compared to single-SH and Ten-SH, using the mean of all profile lines in the 

Total-SH method provided more information on the topography of the groove. This reinforced the 

choice to use the Total-SH method, i.e., using all datapoints available inside and outside the groove, 

throughout the rest of the thesis, as it would have far more bearing on the 3D topography of the 

surface loss being measured. It is worth noting that experimental surface loss on freeform surfaces 

in Chapters 5 and 6 was created in the form of round craters (rather than longitudinal grooves); as 

a result, a modified version of the Total-SH was used where surface loss was measured as the 

difference between a ring-shaped reference area around the crater and a circular area inside the 

crater. Additionally, although step height measurements were designed for use on flat surfaces, 

they were made possible in Chapters 5 and 6 (i.e., on freeform surfaces) due to the nature of the 
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subtraction process to remove the original surface form of the aligned scans being subtracted 

together and facilitate analysis of the residual surface (Mansouri, 2014). 

The bi-scan surface-subtraction analysis did not show any differences to single scan analysis. This 

was believed to be because no software algorithms were involved during the alignment of the 

surfaces which were manually aligned by pin-pointing fiducial markers on each surface. Additionally, 

any errors caused from the manual alignment in the 𝑋𝑌 plane would be of little consequence on 

the residual surface following subtraction because of the flat nature of the surfaces used in this 

study. On the other hand, the measurements of the bi-scan surface-registration analysis were 

significantly different than the single-scan analysis as well as the bi-scan surface-subtraction analysis 

possibly because it utilised the automated ICP algorithm which is a major source of error. 

Additionally, the registration was conducted solely by using the fiducial markers as landmarks. These 

fiducials corresponded to only a small proportion of the overall scanned sample area needed 

aligning. On reflection, it is believed that alignment using larger reference areas would result in more 

accurate measurements. However, finding such reference areas in the oral cavity that do not 

undergo change, remains an unresolved puzzle. The suggestion of using surfaces on teeth that are 

least likely to undergo changes (O’Toole et al., 2019a) or using palatal rugae (Becker et al., 2018a) 

as references for superimposition is promising and requires further research. An additional area for 

future development would be the use of feature-based registration where alignment occurs on pairs 

of topographic landmarks automatically identified by similarity of shape descriptor values as 

proposed by Moretti et al., (2019). 

Both bi-scan analyses investigated in Chapter 4 come with their own inherent limitations. On one 

hand the surface-subtraction analysis required manual alignment and on the other, relying on 

fiducial markers alone during the ICP-alignment led to overestimation of surface loss. Therefore, it 
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was felt there would be merit in automating the process by combining the two techniques in 

Chapter 5. As previously explained, when used in combination, surface-registration must be 

performed before surface-subtraction and not vice versa. This is because the result of surface-

subtraction is to end up with a residual dataset which is a single surface, and which cannot be 

registered (aligned) to another; in contrast the result of surface-registration is two scans which still 

exist independently but have been aligned.  

As such, four different bi-scan analyses were tested in Chapter 5: two involving surface-registration 

alone, with best-fit (BF-Reg) or reference-based alignment (Ref-Reg), and two that were a 

combination of surface-registration and surface-subtraction, with best-fit (BF-Sub) or reference-

based alignment (Ref-Sub).  The study demonstrated that the combination of surface-registration 

and surface-subtraction, with or without using reference areas during alignment (i.e., the BF-Sub 

and Ref-Sub techniques) significantly reduced errors for measurement of change on freeform 

surfaces using softgauges compared to the techniques involving surface-registration alone (i.e., the 

BF-Reg and Ref-Reg techniques). Furthermore, no significant differences were observed between 

the BF-Sub and Ref-Sub techniques suggesting that relying on reference regions during the 

alignment step may not be necessary when the combination technique is used. As explained in 

Chapter 5 and illustrated in Figure 5-9 above, this may be because no matter how misaligned two 

sequential surfaces are in the 𝑍 axis, as long as they are well-aligned in the 𝑋𝑌 plane they will 

generate a ‘difference’ 3D profile of the same shape, hence any step height measurement thereafter 

would yield a constant value.  

In order to investigate the numerical correctness of the four bi-scan analyses, mathematically 

created softgauges with craters of known depths were utilised based on the international standard 

ISO 5436-2. This determined the measurement errors for each analysis workflow without 
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incorporating errors arising from hardware and scanning. Therefore, the results should be 

interpreted with caution as other errors should be expected when the workflow is used in 

conjunction with hardware, particularly with scanners of lower accuracy and resolution, such as 

IOSs. The concept of using softgauges for dental research was previously utilised by O’Toole et al., 

(2019a) who created virtual defects on molars datasets to investigate the accuracy of three different 

superimposition techniques, although the exact methodology differed from this thesis.  

Using the Ref-Sub technique, the depth discrimination threshold of the IOS-TD for measuring 

surface loss on natural enamel was shown to be 73 μm. This was substantiated by the minimal step 

height and area percentage errors at that depth compared to the NCLP and the achieved 100% 

automated crater detection. The Bland-Altman plot between the NCLP and IOS-TD measurements 

corroborated this finding as the bias (average difference) decreased to nearly zero above ∼70 μm 

depth. This was the first in vitro study to demonstrate such high agreement between an IOS and a 

reference device for measuring such surface loss on freeform surfaces at such depth. It is 

noteworthy that the majority of in vivo studies measuring tooth surface loss using IOSs focused on 

determining the precision of IOSs instead of the accuracy/agreement. This is because it is nearly 

impossible to use reference scanners inside the oral cavity.  Of the few in vitro studies that utilised 

gold standard profilometry for comparison, they all involved measuring experimental surface loss 

on a variety of freeform surfaces ranging from 73 μm to approximately 550 μm (Hartkamp et al., 

2017b; Kühne et al., 2021; Witecy et al., 2021) without testing any shallower depths. Similar to this 

thesis, depth was the primary measuring output of these studies; however, none looked at other 

parameters such as the area of experimental surface loss or feature detection parameters.  

In previous profilometric studies analysing erosion-attrition and erosion-abrasion lesions which 

produced irregular wear lesions, it was suggested that the following measurement methods could 
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all be used to assess enamel loss: average wear depth (volume of enamel loss, mm3 / surface area 

of enamel lesion mm2) (O’Toole et al., 2020; Vieira et al., 2007), normalised enamel loss (3D step 

height, μm / surface area, μm2) (Rodriguez and Bartlett, 2010), and volume loss (mm3) (O’Toole et 

al., 2020; Ruben et al., 2019). Whilst these measurement methods were not utilised in this study, it 

would be interesting to determine whether they can be used in conjunction with IOS datasets. 

Interestingly, a recent in vivo study suggested that volumetric measurements were not suitable for 

3D wear assessments using IOS datasets as they are generally more prone and sensitive to alignment 

errors (Bronkhorst et al., 2022).  

The spatial resolution of the IOS-TD was undeniably lower than the NCLP. This was clearly observed 

throughout the experimental chapters by looking at the pseudo-colour dataset images of the NCLP 

and the IOS-TD. The datasets of the IOS-TD consisted of fewer POMs/mm2 than the NCLP which 

resulted in smoother topography displaying grooves or craters less clearly. This may explain why the 

accuracy of the IOS-TD improved as the crater diameter increased from 1.0 mm to 1.5mm and finally 

to 2.0 mm in Chapter 5 Investigation 3. No matter the point cloud density, a feature on a surface 

with a larger area would be depicted on the point-cloud dataset with more points of measurement 

than one with a smaller area; as long as the accuracy of each point is high, it would be easier to 

convert a surface with more points of measurement to a faithful virtual model of its real geometry 

(Medina-Sotomayor et al., 2018; Tapie et al., 2015).  

In Chapter 6, the Ref-Sub analysis technique developed in previous chapters was utilised to 

investigate the effect of increasing scan size, from cusp to arch, on the accuracy of the scanner for 

measuring different crater depths. The highest accuracy was observed using scan sizes restricted to 

the cusp and tooth regions (remained below ±5% error for all crater depths), whereas the accuracy 

decreased significantly as the scan size increased to a sextant, quadrant, or a full-arch size. The 
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finding is comparable with other studies which suggested that for larger spans of scanned surfaces, 

the IOSs are required to capture and stitch more single images which results in propagation of errors 

within each registration of overlapping images and therefore an increased overall error in the final 

arch shape (G.-H. Park et al., 2019; Schmidt et al., 2021). In addition to this, the resolution of the 

analysed pseudo-colour images (POMs/mm2) decreased as the scan size increased. One explanation 

might be that the algorithm of the software used compresses large datasets (Medina-Sotomayor et 

al., 2019b); however, this is ambivalent as the mathematical complexities of software algorithms 

are hidden from the users. Generally speaking, datasets with lower point cloud density can 

introduce ‘chord’ errors due to the lack of digital information between points, leading to surface 

defects, non-existent curvatures, or discontinuity in the surface (Medina-Sotomayor et al., 2018; 

Tapie et al., 2015). It is worth noting that the POMs/mm2 measured on polished enamel sample 

datasets using MountainsMap®7 software in Chapter 3 were 114 – 164 POMs/mm2 only whilst those 

measured by the newer version of the software, Mountains®8, for the cusp scan in Chapter 6 which 

is a dataset of similar size was 4,354 POMs/mm2; this indicates that different metrology software or 

indeed different versions of the same software can interpolate point-clouds from the same scanner 

differently. The impact of different versions of a software on the resolution and accuracy of 

measuring surface loss was not investigated in this thesis due to licencing restrictions of using both 

versions at the same time; however, it would merit future study.    

The depth measuring accuracy of the IOS-TD improved as the crater depth increased and seemed 

to plateau at approximately 10 – 12% underestimation for depths ≥ 195 μm. The reason for this 

improvement might be due to the fact that IOSs use algorithms that are optimised to detect notable 

surface changes and transition areas such as strong curvatures, physical limits and edges, or 

differences of grey intensity (silhouette shadowing) (Aubreton et al., 2013; Braian and Wennerberg, 

2019a; Cheung et al., 2005; Richert et al., 2017).  
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Several studies have shown relatively low progression rates in patients with physiological tooth 

wear, with reported annual height losses between 11 and 29 μm (Lambrechts et al., 1989; Pintado 

et al., 1997). In patients with advanced tooth wear or existing parafunctional habits, progression 

rates can be much higher between 73 and 140 μm per year (Ahmed et al., 2017; Bartlett et al., 1997).  

The direct quantification of surface loss using IOSs would be beneficial in clinical practice for the 

monitoring and management of ETW, improving awareness and patient-centred care. However, the 

findings of this thesis, indicating that full-arch scanning using IOS-TD discriminated crater depths of 

approximately 200 μm depth with underestimation errors still ranging between 10-12%, confine the 

use of IOSs to shorter spans and highlight the need for further research and development in both 

hardware and software characteristics. Perhaps a methodological compromise for now would be 

scanning a full arch (which lowers accuracy) but performing registration and subtraction for 

measuring surface loss on dataset-subdivisions of single teeth (which heightens accuracy) 

(Bronkhorst et al., 2022) or using index teeth such as first molars and upper central incisors (O’Toole 

et al., 2020).  Be that as it may, IOSs and their technologies are constantly revised and updated, and 

improvements in their measurement accuracy are inevitable. For this thesis, a single IOS was used 

for convenience and to avoid product testing. This might be considered a limitation as the resolution 

and accuracy of different IOSs varies. However, the choice of using the IOS-TD was deemed suitable 

as it has been extensively investigated in previous studies and is considered amongst the best 

performing IOSs (Boeddinghaus et al., 2015; Medina-Sotomayor et al., 2019a, 2018).  

A key limitation of surface-registration and surface-subtraction is that the user has to define the 

angle at which the surfaces from 3D models are extracted and subtracted. Therefore, to measure 

changes on different sides/regions of an object, individual subtraction analyses would be required 

on the different sides of the measured object. Further work is needed on resolving these known 

challenges with simultaneous measurement of multiple features on complex structured and 
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freeform surfaces. Furthermore, the technique developed remains time-consuming and the two 

software involved are not readily available to general practitioners which limits its use to university 

settings and academia for the time being. It would be vital if automation improved and the 

additional step of surface subtraction following registration was added in purpose-built freeware 

dedicated to measuring ETW such as WearCompare software (O’Toole et al., 2019b) or OraCheck 

software (Dentsply Sirona, Bensheim, Germany). 

7.2 Overall Conclusions 

Within the limitations of these in vitro studies, the following general conclusions were made: 

▪ There was no significant difference in the IOS-TD accuracy between handheld and jig-guided 

scanning, nor between different surface-to-camera distances during scanning. 

▪ The application of TiO2 powder increased surface roughness but it did not change the surface 

form. 

▪ Unlike the NLCP, the IOS-TD was not able to measure changes in surface roughness below Sq 

30.8 µm and therefore it is best suited for surface form analysis. 

▪ The depth measurement threshold of the IOS-TD on polished enamel using single scan analysis 

was determined to be 44 μm. Significant differences in 𝑋𝑌 area measurements and lower 

automated detection of grooves was observed below this threshold. This was corroborated by 

determining the presence of grooves via surface skewness and kurtosis analysis. 

▪ Measuring the same grooves on polished enamel, no significant differences were observed 

between single scan analysis and the bi-scan surface-subtraction analysis. On the other hand, 

significant differences were observed between the bi-scan surface-registration analysis and the 

single-scan analysis as well as the bi-scan surface-subtraction analysis.  
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▪ Using the bi-scan surface-subtraction analysis, no significant differences were observed 

between different types of step height calculation techniques; however, the author 

recommends the use of all datapoints if offered by the metrology software in use. 

▪ The combination of surface-registration and surface-subtraction technique improved the 

accuracy of measuring surface loss on freeform softgauges compared to surface-registration 

alone. No significant differences were observed using the former with or without using 

reference regions during registration.  

▪ The depth measurement threshold of the IOS-TD using the surface-registration and surface-

subtraction technique (Ref-Sub) on freeform surfaces was 73 μm, above which no significant 

differences were observed in depth or 𝑋𝑌 area measurements and achieving 100% automated 

detection and good agreement against the fold standard NCLP. 

▪ The accuracy of the IOS-TD for measuring surface loss on freeform surfaces decreased as the 

scan size increased from cusp to full-arch scanning. Surface loss measurements in the order of 

80 μm depth or above using IOS-TD scans of single teeth were accurate within ± 5%. Full-arch 

scanning achieved accuracy of 10-12% underestimation only for surface loss above or equal to 

200 μm which may not be suitable for clinical monitoring purposes for the time being.  

▪ Throughout this thesis, the IOS-TD demonstrated limitations in relation to point-cloud density 

and spatial and axial resolution compared to the NLCP, as well as propagation of errors from 

image stitching using bigger scan sizes. Errors arising from these limitations were aggravated 

when surface loss was measured on freeform surfaces as this involved utilising two sets of scans 

and performing alignment.    
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7.3 Future work  

Whilst this thesis has provided a significant step forward in clinical dental surface metrology by 

providing a method to directly measure surface loss using IOSs, there are a number of further 

investigations that still require exploration. 

▪ Whilst a number of different ISO and non-ISO standard methods were used throughout this 

thesis to evaluate surface loss in the form of depth in conjunction with IOS scanning, there 

would be merit in investigating volumetric methods including volume of erosion lesion (μm3) 

and normalised lesion depth (μm, volume of lesion/surface area of lesion). Additionally, it 

would be interesting to correlate these volumetric methods to depth measurement methods 

described in this thesis. 

▪ Aside from the scanner handling technique and surface-to-camera distance investigated in 

Chapter 2, other factors should be explored in vitro that may influence the accuracy of IOSs. 

Some of these factors include but not limited to, ambient and scanning lights (Jivanescu et al., 

2021; Koseoglu et al., 2021) or scanning path strategies (Mandelli et al., 2018). Furthermore, 

oral cavity conditions such as the presence of saliva and oral humidity (Flügge et al., 2013) 

should be simulated in vitro to determine their impact in measurement accuracy.  

▪ The accuracy of different latest-generation IOSs should be investigated on the measurement of 

surface loss. Investigations would determine whether the type of optical technology employed 

by each IOS impacts the accuracy. The selection of IOSs should include powdered and non-

powdered based systems as well as ones that offer coloured datasets.  

▪ Some studies that have investigated IOSs for the measurement of surface loss used software 

packages that were not investigated in this thesis. Examples of these include WearCompare 

(www.leedsdigitaldentistry.com/wearcompare Leeds, UK), GOM Inspect (GOM GmbH, 
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Braunschweig, Germany) (Marro et al., 2020; Witecy et al., 2021) and OraCheck (Dentsply 

Sirona, Bennsheim, Germany). Therefore, it would be interesting to explore these further, 

perhaps through collaborations with other research groups. The investigations should study the 

way point clouds are interpolated by different software and what impact the type of software 

has on the accuracy of surface loss measurements.  

▪ Observational in vivo clinical studies investigating the progression of ETW of up to 5 years 

should be conducted using intraoral scanning against conventional methods, i.e., analogue 

impressions and profilometric/laboratory. This would demonstrate what clinicians would 

expect when looking for a method to monitor tooth wear. Aside from comparing the accuracy 

of IOSs for measuring ETW in vivo against conventional methodologies, other factors can be 

considered such as patient comfort and engagement and clinical efficiency. 
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Appendix 

Search strategy of studies using intraoral scanners for measuring wear 

Database: Embase <1974 to 2020 Week 28> 

Search Strategy: 

1 intra?oral scanner*.mp. (410) 

2 digital impression*.mp. (408) 

3 digital dental model.mp. (26) 

4 three-dimensional digital model*.mp. (129) 

5 three-dimensional virtual model*.mp. (66) 

6 virtual model*.mp. (1197) 

7 digital model*.mp. (1126) 

8 digital study model*.mp. (30) 

9 digital dental cast*.mp. (45) 

10 virtual study model*.mp. (9) 

11 virtual dental model*.mp. (19) 

12 3-dimensional digital model*.mp. (24) 

13 impression-free digital model*.mp. (1) 

14 3D digital model*.mp. (191) 

15 oral scanner*.mp. (71) 

16 intra oral scanning.mp. (14) 

17 intraoral digital scanner.mp. (21) 

18 1 or 2 or 3 or 4 or 5 or 6 or 7 or 8 or 9 or 10 or 11 or 12 or 13 or 14 or 15 or 16 or 17 (2996) 

19 exp accuracy/ or accuracy.mp. or exp diagnostic accuracy/ (851432) 

20 measurement.mp. or exp measurement/ or exp measurement precision/ or exp noise 
measurement/ or exp measurement repeatability/ or exp measurement accuracy/ or exp 
measurement error/ (2282826) 

21 precision.mp. or exp accuracy/ (296868) 

22 exp measurement repeatability/ or repeatability.mp. (50550) 

23 reproducibility.mp. or exp reproducibility/ (254048) 

24 efficiency.mp. (514344) 
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25 exp reliability/ or reliability.mp. (279085) 

26 exp "limit of detection"/ or exp "instrument detection limit"/ (84193) 

27 clinical wear.mp. (145) 

28 tooth wear.mp. or exp tooth disease/ (212419) 

29 dental restoration wear.mp. or exp dental restoration wear/ (240) 

30 dental wear.mp. (436) 

31 dental wear measurement.mp. (0) 

32 enamel wear.mp. (210) 

33 exp enamel/ or enamel loss.mp. (21127) 

34 in vivo wear.mp. (220) 

35 vertical loss.mp. (62) 

36 step height.mp. (321) 

37 occlusal wear.mp. (323) 

38 tooth erosion.mp. (471) 

39 tooth attrition.mp. (83) 

40 tooth abrasion.mp. (135) 

41 19 or 20 or 21 or 22 or 23 or 24 or 25 or 26 or 27 or 28 or 29 or 30 or 31 or 32 or 33 or 34 or 35 
or 36 or 37 or 38 or 39 or 40 (3860191) 

42 18 and 41 (1423) 

************************** 
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Material Safety Data Sheet of 3M™High-resolution scanning spray 
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Patient consent form (tooth collection) 
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Patient information leaflet (tooth collection) 
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