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Abstract

In this thesis, surfactant-based self-assembled nanoparticles were investigated

using molecular dynamics simulations. First, the structural properties and

the encapsulation of two non-steroidal anti-inflammatory drugs (NSAIDs) -

ibuprofen and indomethacin - within Triton X-100 (TX-100) micelles were in-

vestigated. The pure TX-100 micelle was found to be semi-spherical in shape,

whereas the micelles in the presence of the drugs become aspherical. This

effect was more significant with indomethacin, where continuous elongation of

the micelle resulted in splitting it into two, which was caused by the desta-

bilization of the micelle due to clustering of indomethacin inside of it. The

results have shown that more indomethacin than ibuprofen has been solubi-

lized. Another surfactant from the Triton X family, Triton X-114 (TX-114),

which has a shorter hydrophilic PEG headgroup than TX-100, was used as a

building block for the nanoparticle. The TX-114 micelle have solubilized more

ibuprofen than TX-100 micelle. Furthermore, similar to the TX-100 micelle,

indomethacin clusterization inside of TX-114 micelle caused a splitting of the

initial micelle into two. Lastly, we investigate the effect of cross-linking be-

tween surfactants on the structural properties of micelles. In doing so, micelles

containing different amounts of TX-100 and the polymer version of TX-100,

Tyloxapol, consisting of 3 (trimer) and 7 (heptamer) monomers, were inves-

tigated. Structural differences and properties were investigated using various

tools and in-house written Python scripts. Pure trimer and heptamer micelles

stabilized quickly and have been found to be oblate in shape. Furthermore, it

was found that all micelles formed by the heptamer, were stable with very small
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fluctuations in their RMSD. The systems containing 75% and 25% Tyloxapol

trimer, were the least stable with a significant amount of water inside of the

hydrophobic core. During this project, I created a Python code (still in devel-

opment), that allows one to determine the location interface of nanoparticles

whose shape is not spherical in nature. This code then allows one to accurately

describe the structural properties of the micelle and its surroundings.
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Chapter 1

Introduction

1.1 Motivation

Development of novel drug delivery nanoparticles is crucial for the pharma-

ceutical industries to manufacture cheaper and safer drugs. The principal aim

of this thesis is to elucidate the mechanisms of the self-assembly of surfactant-

based structures. Additionally, the molecular-scale interactions which play a

key role in the solubilisation of drugs within these micelles are investigated.

This study sheds light on the interactions between surfactant micelles and

poorly soluble drugs, the effect of solubilisation on the shape and structure of

the micelles, and provides crucial insights for future development of non-ionic

surfactant based drug formulations.

Knowledge of the three-dimensional structure of a system, exact coordi-

nates and velocities of each of the atoms, allows one to compute huge variety

of properties of this particular system. In this study, Molecular Dynamics

(MD) was used, which provides just this throughout the whole evolution of

the system in time. Second part of this thesis is partially dedicated to the

analysis of such systems. A novel method to calculate the intrinsic density

profiles of different species around a nanoparticle is reported. Also, a protocol

is described on making Python codes, designed for scientific use, faster, by

usage of code compilation and optimised multiprocessing.
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Figure 1.1: Simplified structures of four classes of surfactants

1.2 Surfactants

1.2.1 Overview

Surface active agents or surfactants1 are molecules that decrease surface ten-

sion at the interface of two separate phases. Surfactants are amphiphiles,

meaning they are comprised of two parts - a hydrophilic headgroup and hy-

drophobic tail. These molecules are widely used in detergent products, as

emulsifiers, cell lysis agents etc.2–4 Due to their low production cost and self-

assembly into various vesicular structures, over the years surfactants became

a popular building block for drug-delivery vehicles (DDV) in pharmacological

research.5–8

Surfactants can be classified according to the net charge of their polar

headgroup. Surfactants are ionic if their headgroup is charged (anionic and

cationic for positive and negative charges respectively) and non-ionic other-

wise. Ionic surfactants that contain both positive and negative charge on their

headgroup, are another class of surfactants, such as betaines, are called am-

photeric (or zwitterionic), meaning they behave as bases or acids depending
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on the pH of the environment. Schematic representation of different surfactant

classes in shown on Figure 1.1.

1.2.2 Surfactants in solution

The usage of surfactants particularly in cleaning products is due to their abil-

ity to gather at the interfaces of different phases, e.g. liquid-liquid, liquid-gas,

liquid-solid etc. A small concentration of surfactants in water are not fully

solvated, instead hydrophilic part remains in water, while the hydrophobic

part will try to have as little water around it as possible, eventually finding

itself in the air, outside of the liquid phase. As a result, we get a monolayer

of surfactants at the water-air interface, with the polar headgroups in water,

and non-polar tails outside in the air. With the increase of surfactant concen-

tration, above a certain concentration, namely critical micelle concentration

(CMC), surfactants tend to cluster up, forming various structures depending

on factors such as their concentration, temperature, presence of other types of

molecules.9 A few examples of such structures are micellar or lamellar struc-

tures, cylinders, liposomes etc. (Figure 1.2). In water-in-oil environments a

special type of micellar structures, so-called reversed micelles, can be distin-

guished. However, it is worth noting that the CMC of a micelle formation in

a polar solution and the CMC of reverse micelle formation in an apolar solu-

tion can differ, as unlike in aqueous solution, where the core of the micelle is

comprised of the hydrophobic parts, in case of the reverse micelles, the polar

headgroup has less-favorable interaction with the solution, hence forming the

core.10,11

It was revealed that depending on the concentration of the surfactant in

the solution, a number of properties of the solution itself suffer abrupt changes.

Changing behaviour of properties such as conductivity, surface tension, tur-

bidity differs below and above the CMC of the surfactant.9

Another important parameter when dealing with surfactants (particularly

nonionic) is its cloud point (CP). CP of a surfactant is the temperature above

which a phase separation between the surfactant and solute is seen, making the
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solution turbid. Although it is not to say that a complete phase separation

happens, but rather two phases appear, one containing significantly larger

concentrations of surfactant than the other. At the cloud point, much larger

aggregates of surfactant molecules appear in one of the phases. Surfactants

might lose the capabilities necessary, if for the specific application a micellar

solution is required. Thus, it is crucial to take this property into consideration

for the application in question, and in context of this work, in pharmaceutical

development, as too low of a cloud point may reduce the bioavailability and

increase the toxicity of the drug.12,13 The CP can also be affected by the drugs

and other substances present inside of the solution.14,15

Figure 1.2: Examples of self-assembled structures.

1.2.3 Surfactant applications

With their ability to reduce surface tension, increase bioavailability of hy-

drophobes and the ease of their production, surfactants are widely used

in industry, from food and cosmetics to anti-pollutants and drug delivery

agents.5,16–18 Biodegrading capabilities, as well as protein denaturation abili-

ties of surfactants has made them popular antimicrobial and antiviral agents.19

Some surfactants have also shown antifungal activity.20 This subsection will
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briefly review some of the applications of surfactants.

Agriculture: With the increase of global population, a substantial need

arises to provide all humans with an adequate amount of food.21 Development

of new solutions to expand food production is crucial. This includes devel-

opment of modified crops with higher yield, more effective pesticides, better

fertilizers, etc. Pesticides and other agrochemical formulations often contain

substances that are highly hydrophobic, which, of course, represents a seri-

ous issue when dealing with foliar uptake by the plants.22 Surfactants provide

a solution to this problem by improving the adhesion of the water insoluble

substance on the plant’s surface. They can also be used to inhibit various mi-

croorganisms ability to degrade the control formulations, such as pesticides or

insecticides.16,23,24 Surfactants are added in so called adjuvants, or additive for-

mulations, that are designed to enhance the effect of the active ingredient.25,26

Cosmetics and hygiene: Perhaps the most common use of surfactants

is in soaps and detergents. By enhancing the solubility of hydrophobic com-

pounds, which form stains on skin, fabric or other surfaces, they are an im-

portant part of our hygiene and of our everyday lives in general.27,28 They are

extensively used in skin and hair care products, such as gels and shampoos.

In cosmetics, surfactants are often used in nail and lip products, particularly

in water-in-oil emulsion lipsticks, as well as for uniform dispersion of colorants

in lip products.17

Environmental applications: The presence and accumulation of hy-

drophobic organic compounds in soil can cause irreversible damage to human

and animal health. Soil remediation is commonly done in a process called

pump-and-treat, which is achieved by pumping the contaminated groundwa-

ter and running it through a process of purification.29 Initially, it did not prove

to be very effective due to the presence of strongly hydrophobic compounds in

polluted water.30 To overcome this issue, an increase of solubilization of these

compounds is needed, and can be achieved by application of surfactants.30,31

Above their critical micelle concentration (CMC), surfactants form micellar
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structures, which encapsulate the contaminants, enhancing their solubility,

enabling their extraction with water.32

Oil and gas industry: Generally, oil-producing wells suffer from poor oil

recovery that may be related to the high viscosity of oil, resulting in decrease of

mobility, or low permeability of reservoirs.16 Enhanced oil recovery (EOR) is a

technique to address the issues mentioned above. One technique, suggested in

the early 20th century and first initiated in the 1980s, was enhanced oil recovery

using microbial species (MEOR),33–35 the essence of which is the injection of

microbe-produced substances, particularly biosurfactants, into the reservoir,

resulting in a decrease of oil viscosity. Another approach, namely chemical

enhanced oil recovery (cEOR), uses the injection of surfactants, polymers and

other chemicals into the oil reservoir in order to increase recovery.36–38

Another application of surfactants in the field is their utilization as cor-

rosion inhibitors in gas pipelines. Gemini surfactants, that consist of two

monomer surfactants cross-linked between their hydrophobic or hydrophilic

sites, are of a great research interest as anti-corrosion agents.39,40 Furthermore,

in gas pipelines, ice-like substances called gas hydrates, can form, causing a

blockage of the pipe, thus preventing the free-flow of natural gas.41 Surfac-

tants, when injected in small amounts into the gas, can prevent or reduce

their formation by reducing adsorption of gas on hydrate surfaces.42–44

Pharmaceutical industry: Although pharmaceutical applications of

surfactants are numerous and would require a whole chapter, to cover some

of them, a brief summary will be presented here. Firstly, surfactants are used

for solubilization of hydrophobic drugs. An estimated amount of 40 − 60%

of all drug formulations and drug candidates have hydrophobic active ingre-

dients. This is mostly due to the fact, that apart from high solubility, many

drugs need to be highly permeable through the membranes of cells. Figure

1.3 shows four classes of drugs according to the Biopharmaceutics Classifica-

tion System (BCS)45 as a functions of their permeability and solubility. A

number of potential drug candidates are class II, which have adequate perme-
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Figure 1.3: Biopharmaceutics Classification System (BCS) drug classes

ability but poor solubility.46 In order to enhance the solubility of such drugs,

one strategy is their encapsulation inside drug delivery formulations.47–50 Sur-

factant nanoparticles, particularly ones based on non-ionic surfactants, are

often used in development of such formulations. A few examples of surfactant

nanoparticle-based drugs available in the market are anti-cancer Abraxane,51

Doxil,52 anti-fungal Amphotec,53 painkiller Flarin,54 etc. Secondly, surfactants

are used as emulsifiers for oil-based drugs, to stabilize them and make the ad-

ministration easier.55–57 Furthermore, surfactants are used as tablet lubricants

and wetting agents during the tablet manufacturing process. One of the steps

in tablet manufacturing is the pressing of drug powder inside of a die with

punches. In order to reduce the friction in the die, and avoid powder sticking

on the punch or inside of die walls, a proper lubricant must be used. Sodium

dodecyl sulfate (SDS), magnesium stearate and other surfactants are often

used as lubricating agent in this application.58–62 Finally, controlled release
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can be achieved by incorporation of surfactants in drug formulations. They

are used as structure directing agents (SDA),63 which are modifiers for existing

nanoparticles.64 Carvalho et al.65 investigated surfactant systems to increase

bioavailability and improve release of AZT, an acquired immune deficiency

syndrome (AIDS) treatment drug.

It is worth noting, that alongside with the advantages and benefits of

surfactants there is also a certain degree of toxicity associated with them and

their usage in the applications mentioned above. The next subsection will

briefly review some of the issues related to the harm caused by surface active

molecules.

1.2.4 Toxicity of surfactants

Despite their wide use in a number of fields, surfactants have some degree

of toxicity one must consider. Some surfactants have low biodegradability,

making them hard to remove from the environment and toxic for land and

aquatic life. Several studies have investigated amounts of different ionic (lin-

ear alkylbenzene sulfonates, sodium dodecylbenzenesulfonate) and non-ionic

(nonylphenol ethoxylates) surfactants in wastewater treatment plants from

where they could be discharged into environment.66–68 In humans, some sur-

factants may cause skin and eye irritation. Marrakchi and Maibach69 studied

and showed face skin irritation caused by SDS. Effendy and Maibach in their

review70 talk about the evidence of different surfactants, e.g. SDS, benzalko-

nium chloride (BAC), cocamidopropyl betaine (CAPB), that cause irritation

as well as skin conditions, such as dermatitis.

1.2.5 Non-ionic surfactants

As previously discussed, non-ionic surfactants carry zero net charge on the

polar headgroup, thus making them less susceptible to pH and electrolytes in

the solution. The lack of net charge can be advantageous especially in drug

design, as non-ionic surfactants generally have lower CMCs. This renders

them less toxic compared to their ionic counterparts.71 The reason is, that if
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the surfactants are diluted too much (below the CMC), a leakage of drugs

may occur, and using surfactants with a lower CMC addresses this issue.6

Furthermore, it has been shown that non-ionic surfactants cause less irritation

than the other three classes of surfactants.70,72,73

The surfactants used in this study are Triton X-100 (TX100), Triton X-

114 (TX114) and their polymeric variant, called Tyloxapol. Triton X sur-

factants are non-ionic, that are comprised of hydrophilic polyethylene oxide

(PEO) headgroup and a hydrophobic aromatic hydrocarbon tail. Due to their

hydrophilic headgroups being longer than their hydrophobic tails, these surfac-

tants form structures resembling those of reversed micelles above their CMC.

The difference between TX100 and TX114 is the number of monomers in the

PEO chain. Tyloxapol is made of an average of 7 Triton X monomers whose

hydrophobic groups are crosslinked.

1.2.6 Oligomeric surfactants

Oligomeric surfactants are formed by covalent cross-linking between the

monomers (Figure 1.4). Cross-linked surfactants are known to show proper-

ties very different from their precursor molecules. In a study by Espert et al.74

a dimerized DTAB showed much smaller CMC than the monomeric version,

and Kern et al.75 show higher viscosity of the solution with dimerized form of

DTAB than its monomeric counterpart. In more recent studies, an increased

anti-microbial activity was demonstrated by the application of oligomerized

surfactants.76–78

In this thesis, Tyloxapol (or Triton WR-1339), the oligomeric variant of

Triton X-100, is studied. In a study conducted by Schott,79 the difference

between these two surfactants and their micellization properties were inves-

tigated. The study showed that tyloxapol has a reduced CMC compared

to TX100, a trait seen for other surfactants when in monomer or in dimer-

ic/oligomeric form. It also shows an increase in the cloud point by 28◦, which

is a useful property when dealing with pharmaceutical research. Furthermore,

tyloxapol micelles show higher viscosity than TX100 micelles.80 Studies on
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Figure 1.4: Schematic diagram of surfactant oligomers. m monomers are linked
by a spacer (in red).

drug solubilization in tyloxapol micelles and niosomes (non-ionic surfactant-

based vesicles) were reported by Mehta and Jindal,18,81 where the carriers show

excellent solubilization potential for anti-tuberculosis drugs. A recent study

by Dharaiya et al.82 reported a superior solubility of bisphenol A in tyloxapol

micelles, than in TX100 micelles.

1.3 NSAIDs

Non-steroidal anti inflammatory drugs (NSAID) are medicines used for pain

relief, fever and inflammation treatments. The first anti-inflammatory drug

discovered was salicylic acid, which served as the precursor for the first synthe-

sized NSAID to be produced in 1897 - aspirin.83 Other notable members of this

class of drugs include ibuprofen,84 naproxen,85 diclofenac,86 indomethacin.87

Although in a neutral pH NSAIDs are deprotonated, they are still some-

what poorly-soluble. There are several classes of NSAIDS (Figure 1.5), but

all of them share the same mechanism of action, that is inhibiting the cy-

clooxygenase (COX) enzyme that converts arachidonic acid into molecules

such as prostaglandins and thromboxanes,88,89 which are responsible for pain

and inflammation. There are two COX enzymes, namely COX-1 and COX-

2. As with every drug, there are a number of side-effects associated with
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Figure 1.5: 6 classes of NSAIDs. All except from coxibs are non-selective towards
COX enzyme. Coxibs on the other hand selectively bind to COX-
2. Depicted structures correspond to the first entry of each NSAID
subclass.

NSAIDs,90–92 some of which are directly related to non-selectivity to COX

enzymes in majority of NSAIDs. The COX-1 enzyme is also responsible for

regulatory processes in cells, such as providing protection for stomach mucosa,

blood platelets, kidneys, pancrea, etc,93 whereas its inhibition causes number

of undesired conditions.94 One way this issue was addressed was by the intro-

duction of coxibs, COX-2 selective inhibitors. An alternative way to make the

drugs safer is loading them in drug delivery vehicles (DDV).

In this thesis, two NSAIDs were solubilized within the surfactant DDVs
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- ibuprofen and indomethacin. Perhaps the most well-known and wide-spread

of all NSAIDs, ibuprofen arrived in markets more than 50 years ago as a

prescription drug for treatment of rheumatoid arthritis, and becoming an

over-the-counter drug a decade later thanks to its relative safety at normal

doses. However, as is commonly true with other NSAIDs, ibuprofen is associ-

ated with various adverse effects, such as gastrointestinal, renal, hepatic.95–99

Indomethacin, synthesized around the same time as ibuprofen, is an acetic

acid derivative, that has very potent analgesic and anti-inflammatory capabil-

ities.100,101 Due to its higher potency and toxicity, indomethacin is prescribed

only. Structures of both drugs are presented in Figure 1.5.

1.4 Self-assembly

In broader terms, self-assembly is the emergence of various functional struc-

tures from individual building blocks, that are held together due to internal

interactions or forces. Self-assembly occurs in nature and is in the basis of

many vital compounds existing in all organisms. Proteins, which are chains of

amino-acids, are forming their three dimensional structure, which is responsible

for their functionality,102 the complementary DNA strands coming together to

form the molecule of life, are two of many examples of self-assembly in nature.

A number of different substances can serve as building blocks for self-assembled

structures, e.g. nucleic acids, polymers, peptides, lipids, surfactants, etc.103–106

In the context of this thesis, self-assembly relates to organization of am-

phiphiles into micellar structures in an aqueous environment. There are no

covalent bonds between self-assembled structures, and their stability is pro-

vided by many weaker interactions, such as Van der Waals, hydrophobic and

electrostatic interactions and hydrogen bonds, which result in structures that

are in thermodynamic minima.107 The process of self-assembly is spontaneous

and requires no external factors. It is worth to note, that different factors,

e.g. temperature, concentration, etc. affect the shape and structure of a given

self-assembled nanoparticles.
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As discussed earlier, surfactants are amphiphiles, and given the right con-

centration (above the CMC), they spontaneously form such nanoparticles.

This work focuses on nanoparticles formed by non-ionic Triton X micelles.

Triton X-based structures and their rheological properties for different phases

have been extensively studied in experiment108,109 and, not in the same ex-

tent, in computational simulations.110,111 However little research has been car-

ried out to investigate drug solubilization capabilities of the Triton X-based

micelles.112 This study emphasizes on the drug carrying capabilities of TX

micelles as well as the effect of crosslinking between the surfactants on their

structural properties.

1.5 Computer Simulations

1.5.1 Simulations of multiparticle systems

Computer simulations date all the way back to the mid of 20th century when

the first simulation of a few hundred particles using the Monte Carlo (MC)

method in two-dimensional space was carried out.113 The molecular dynam-

ics (MD) technique, which allows one to obtain the dynamics of a system,

were first carried out by Alder and Wainwright in 1957, with a system con-

taining a few hundred particles, modelled as hard spheres in a square-well

potential.114,115 A more realistic model using the Lennard-Jones potential to

simulate 900 argon atoms was conducted in 1964 by Rahman.116 The above

mentioned studies prepared the foundation for the rapid development of MD,

after which more complex systems, such as diatomic molecular liquids117,118

and water119 were simulated. In 1977, the first protein simulation was con-

ducted120 and was followed by simulations of other complicated systems, such

as polymers, nucleic acids,121 lipids, etc. With the rapid advancements in

computational technology, development of high performance CPUs and GPU

acceleration, we can now model millions of particles and simulate them in

timescales on the order of microseconds in a matter of days.

The value of computer simulations is that it describes the system quan-
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titively, providing exact results, that can be compared either with theory or

with experiment. In that sense, computational simulations are intermediary

between these two. Modelling a theory allows one to test it, and comparing the

results with the experiment allows testing the model itself. A good model can

be of great use to experimental scientists, acting as a microscope122 with an

atomic level of resolution, unraveling mechanisms of various physical, chemical

and biological processes.

1.5.2 Computer simulations of self-assembly

The process of self-assembly in reality could be a process, that exceeds mi-

croseconds, which, for certain systems, would be unfeasible to simulate. With

the advancement of high performance computing, and refinement of techniques

such as coarse-grained (CG) simulations, the investigation of self-assembly

with MD simulations started to gain popularity. In some early attempts,

united-atom (UA) and all-atom (AA) MD simulations were used to model the

self-assembly of amphiphilic systems. Hautman and Klein123 investigated am-

phiphile monolayer formation on gold with UA MD simulations. This project

was then extended by modelling the same system using an AA approach,

which held overall better results. Karaborni et al.124 simulated aggregates

formed by model gemini surfactants, while Griffiths and Hayes125 successfully

simulated self-assembly of surfactant reverse micelles. All of the simulations

above were run in scale of 10s - 100s of nanoseconds. In more recent work by

Kraft et al., the CG approach enabled simulations of the self-assembly of more

sophisticated DHPC lipids to be run for a few µs. Furthermore, the nucleation

process of urea using metadynamics has been studied by Salvalaglio et al.126–128

There are cases, when one, knowing about the existence of a certain self-

assembled structure, is not interested in the exact mechanism of self-assembly,

and aims to understand the structural properties of the system, or solubiliza-

tion of various compounds in it. In this scenario, pre-assembled structure can

be used as an initial starting point for the simulation. It was shown in MD
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Figure 1.6: Snapshot of Tyloxapol-based nanoparticle. Cyan coloring corresponds
to the hydrophobic core of the micelle.

simulations, that pre-assembled micelles and micelles that were self-assembled

from surfactants placed randomly in the solution, end up being structurally

very similar.129 The research reported in this thesis was conducted by first

pre-assemblying the micelles of interest. Figure 1.6 shows an example of

pre-assembled and equilibrated micelle in MD.

1.5.3 Computer simulations as complementary to ex-

periments

Computer simulations are gaining increased popularity as a stand-alone tool,

as well as a complementary tool to experiments. In an analysis performed

by Web of Science in 2018, it was shown that the number of papers related

to MD has grown exponentially over the years.130 Simulations are now widely

used to guide experimental work, as a filter and testing tool for the materials

to be used in experiments, and they may even provide a degree of validation

for them. One particular advantage of using simulations is that various prop-
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erties of the system can be investigated at different short timescales, whereas

the experimental methods provide time- and space-averages of aforementioned

properties. In this sense too, computer techniques prove to be a great ad-

dition to our experimental toolbox. MD is being used extensively in recent

years to shed more light on Alzheimer’s, Aβ plaque formation in the brain and

for development of new therapeutics.131–134 Manglik et al.135 used molecular

docking to sample millions of substances and identify new ligands for µ-opioid

receptors. McCorvy et al.136 used a combination of docking and MD simu-

lations to suggest a strategy of G protein-coupled receptor (GPCR) selective

ligand development. Carlos et al.137 used computational simulations alongside

with neutron diffraction experiments to understand short-range-order of car-

bon tetrachloride in its liquid and rotator phases. Other examples of MD sim-

ulations used as a complement to neutron and X-ray diffraction, include the in-

vestigation of methylchloromethane compounds, where an excellent agreement

between the values of thermodynamic properties from simulations and exper-

iments was found,138 and the investigation of cesium salt clustering, again,

carrying good accord between the two methods.139 Finally, Takemoto et al.,140

alongside with the experiments, applied MD to understand the photocycle of

the channelrhodopsin light-gated ion channels. These examples, of course,

are but a fraction in wide range of studies, where computational modelling

supports experiments.

1.5.4 Simulations of surfactant systems

The first simulations of surfactant molecules were done by Larson in 1988,141,142

where surfactants in a lattice model were simulated using the Monte Carlo

method in different ratios of oil-to-water allowing phase diagrams and free en-

ergies to be computed. Early MD simulations of surfactants using the same

lattice model were carried out by Smit et al.143,144 These simulations showed

the appearance of surfactant monolayer at water-oil interface, as well as micelle

formation separated from the monolayer by a water layer. Oil solubilization

in surfactant micelles was simulated by Karaborni.145 Furthermore simulations
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of surfactant interactions with lipid bilayers were done.146–148 Bandyopadhyay

simulated DMPC bilayer in the presence of sodium dodecyl sulfate (SDS) an-

ionic surfactant, which showed an increase of d-spacing and decrease of average

area per lipid of the membrane, compared to either pure SDS and pure DMPC

bilayer.149 The loading and release of poorly-soluble molecules in poly-ethylene

glycol-based surfactant micelles was investigated in several studies.150–152 Fi-

nally, some computational work has been done in protein denaturation by

surfactants. Poghosyan et al. investigated the SDS induced denaturation of

ACBP protein.153 SDS induced denaturation of ubiquitin is currently being

investigated experimentally combined with MD simulations by myself in col-

laboration with Dr. Armen Poghosyan and Prof. Daniel Otzen.

TX100, used in this research, was also studied to a significant extent.

Coal wetting by TX100 surfactant was investigated by Liu et al.,154 while

Fatemi et al.155 found that TX100 molecules accelerate carbon nanotube dis-

persion. However, TX114 has not been studied to the same extent with MD

simulations. Yordanova et al.111 parameterized TX114 and TX100, and kindly

provided them for our research. In the first part of this study (included in this

thesis), drug carrying capabilities of two non-ionic surfactant micelles (TX100

and TX114) were investigated. A significant change in shape is observed as

micelles are encapsulating more drugs. In two cases, we have seen a disruption

of the initial micelle, as it solubilizes a certain amount of drugs, up to the

point where it splits into two individually stable daughter micelles.

In the next chapter of this thesis, we will discuss the computational methods,

their inner workings, and a review of different analysing techniques and tools

applied in this research. A novel method to compute intrinsic surfaces of

aspherical nanoparticles is also described. Chapters 3 and 4 will investigate

TX100 and TX114 non-ionic surfactant-based micelles respectively, and their

capabilities as poorly soluble drug carriers. Chapter 5 will describe a recently

developed Python156 package, and techniques to drastically speed-up compu-
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tationally intensive code execution. Finally, chapter 6 examines the effect of

cross-linking between surfactant monomers on shape and stability of resulting

micelles. Trimers and heptamers of TX100 surfactant are used.



Chapter 2

Methods

2.1 Molecular Dynamics

Molecular dynamics (MD) is a computational method that provides a deter-

ministic description of the dynamical evolution of a system. It is done by

iteratively solving the classical equations of motion for a N -particle system.

In this chapter, an in-depth discussion of MD simulations will be provided.

2.1.1 Equations of motion

In classical mechanics, the Lagrangian for a system is defined as:

L(q̇,q) = K(q̇)− U(q) (2.1)

whereK and U are the total kinetic and potential energy of the system, respec-

tively, and q is the set of generalized coordinates. Kinetic energy is a function

of velocity of the particle:

K(q̇i) =
miq̇i

2

2
(2.2)

where mi and q̇ are the mass and the total derivative of the position with

respect to time of the i-th particle. On the other hand the potential energy

is independent of velocity and can be expressed as a function of coordinates.

Therefore, the Lagrangian can be written as:
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L(q̇,q) =
mq̇2

2
− U(q) (2.3)

One of the forms of the equations of motion for N -particle system is

defined using the following Lagrangian:

d

dt
(
∂L

∂q̇i
)− ∂L

∂qi
= 0 (2.4)

Using the definition in equation 2.3, and swapping the generalized coordi-

nates and their derivatives with Cartesian coordinates and velocities one would

get:

mv̇i +∇iU(r) = 0 (2.5)

mai = −∇iU(r) = fi (2.6)

where f is the total force acting on i-th particle. At each step of a MD simula-

tion, net forces on each particles are calculated from the given potential energy

function. The exact form of the potential energy in a molecular dynamics en-

gine is given by force-fields, which will be discussed in the next section.

2.1.2 Force field

The force field is the functional form function used in MD simulations to

calculate the potential energy of the system. It defines the inter- and intra-

molecular interactions between particles in the system. The exact forms of

these functions and associated parameters are derived empirically as well as

from quantum mechanical calculations.157–159 The basic form of a force field

can be expressed as the following equation:160

U(r) = U(r)bonded + U(r)non−bonded (2.7)

where bonded refers to the potential energy due to chemical bonds, and

relative angles between particles inside of a molecule. The non-bonded term

includes intra- and intermolecular electrostatic and Van der Waals interactions.
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The exact definition of the potential energy function varies in different force

fields. In the context of this thesis, where the CHARMM force field161–163 was

used exclusively, its form will be presented.

U =
∑
bonds

kb(rij − r0)
2 +

∑
angles

kθ(θijk − θ0)
2+

∑
dihedrals

kϕ(1 + cos(nϕijkl − δ)) +
∑

impropers

kω(ωijkl − ω0)
2+

∑
Urey−Bradley

ku(lik − l0)
2+

∑
non−bonded

(
4ϵ

[(
σ

rij

)12

−
(

σ

rij

)6
]
+ ke

qiqj
rij

)
(2.8)

The first four terms of equation 2.8 are bonded terms. kr, kθ, kϕ and

kω are the force constants for bonded interactions, interactions due to angles,

dihedrals and improper dihedrals respectively. r0 is the bond length between

i and j particles at rest. θ0 is the equilibrium angle between ijk connected

particles. In the dihedral term, n is the multiplicity, the number of minima

around ijkl dihedral angle, which is usually set to 3. An improper angle refers

to the angle between ijk plane and jl bond in case when not all the atoms are

covalently connected. The CHARMM force-field uses an extra special Urey-

Bradley potential term for 1-3 interactions. lik is the distance between 1-3

bonded atoms and l0 is the equilibrium distance. This term was introduced

as an additional correction for 1-3 angle potential. The last term is the sum

of electrostatic and Van der Waals interactions between particles, where ϵ and

σ are the Lennard-Jones coefficients, ke is the Coulomb constant, and qi and

qj are the charges of particles i and j, respectively. It is worth noting, that

in classical potentials, due to the harmonic representation of covalent bonds,

their cleavage is impossible. It is possible to model the breakage of bonds by

changing the bond potential term to, e.g. Morse potential, and several force

fields have implemented it.164,165 The various terms in the forcefield and their
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Figure 2.1: Potential terms used in classical MD force field

associated parameters are visualized in Figure 2.1.

The actual parameters may be specific to a force field, as well as to differ-

ent versions of the same force field. These parameters are obtained from quan-

tum mechanical (QM) calculations, spectroscopic measurements, etc.166,167

The mentioned methods are especially helpful when acquiring bonded param-

eters.

Finally, molecules can be modelled with all-atom (AA), united-atom (UA)

and coarse-grained (CG) representations. All-atom force fields provide pa-

rameters for every atom, including hydrogens, whereas united-atom treats

hydrogen-carbon pairs in methyl groups as one particle. Coarse-grain force-

fields unite specific functional groups of several atoms into one bead, and are

parameterized accordingly. A widely popular Martini forcefield168,169 does so

by mapping in average of 4 atoms to one bead, and is defining four main atom

types, polar, non-polar, apolar and charged (Figure 2.2). AA force fields are

the most accurate and detailed, but computationally expensive, whereas CG
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Figure 2.2: Martini force-field mapping schematics. Red, blue, grey and green are
respectively charged, polar, non-polar and apolar type beads.

models contain much fewer particles than their AA counterparts, and can sim-

ulate systems over significantly longer timescales by sacrificing some chemical

features of the system.

2.1.3 Verlet integration

It has been discussed, in theory how the motion of a particle is calculated in

a MD simulation. In this section the actual integration algorithm used in a

simulation engine will be discussed.

The idea is as follows: given the position, r, and the velocity, v, of a

particle at a certain time, t, calculate the position and velocity at time t+ δt,

where δt is a short timestep, typically in the order of femtoseconds. The Taylor

expansion for position at t+ δt will be the following:

r(t+ dt) = r(t) + ṙ(t)dt+ r̈(t)
dt2

2
+ ... (2.9)

By neglecting the terms after the linear term, and solving for the velocity,

the following equation is obtained:
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ṙ(t) = v(t) =
r(t+ dt)− r(t)

dt
(2.10)

The exact analytical solution to this equation when dt → ∞, cannot be

solved computationally. An approximation can be done by choosing a small

enough ∆t. This is called finite-difference approximation.

v(t) ≈ r(t+∆t)− r(t)

∆t
(2.11)

In MD simulations, there are some criteria that an integration algorithm

must follow. It should ensure the conservation of energy and momentum, and

it should be time-reversible.170 The Velocity Verlet algorithm satisfies both of

those conditions. In its explicit form, the Velocity Verlet algorithm can be

written as the following set of equations:

v(t+
∆t

2
) = v(t) +

∆t

2
a(t) (2.12)

r(t+∆t) = r(t) + ∆tv

(
t+

∆t

2

)
(2.13)

v(t+∆t) = v

(
t+

∆t

2

)
+

∆t

2
a(t+∆t) (2.14)

Firstly, the velocity for a half timestep is calculated. After that, new

positions are calculated based on the new velocity. Finally, velocity at time

t+∆t is calculated and the next iteration commences. Note, that in between

equations 2.13 and 2.14, the new acceleration is calculated based on the new

coordinates from potential function:

a(t+∆t) = − 1

m

dU(r(t+∆t)

dr
(2.15)

To ensure conservation laws are obeyed, ∆t in Velocity Verlet algorithm

is limited to 1 fs. This is due to inter-atomic bond vibrations, which have fre-

quencies on a similar time scale,171 as setting a higher time-step may result in

the “blow up” of the system and violation of the conservation of energy. How-



2.1. Molecular Dynamics 38

ever, constraint algorithms can be used to hold the bond oscillation frequencies

at their equilibrium values, thus allowing for larger timesteps. LINCS172 and

SHAKE173 are examples of such algorithms. A timestep of 2 fs was used in

every simulation within this thesis.

2.1.4 Periodic boundary condition

The number of atoms in a typical MD simulation nowadays can be in range of

105 − 106, which is still a tiny number compared to the number of atoms, for

example, in a mole (∼ 6× 1023). In MD simulations, the system of particles is

put in a simulation box. The boundaries of the box act as barrier potentials

for atoms, which is undesirable when simulating a bulk of a liquid. To over-

come this issue, periodic boundary conditions (PBC) are introduced. They

are implemented by infinite repetitions, or images, of the simulation box along

all dimensions. When an atom from the simulation box reaches and crosses a

boundary, an image of that atom enters the box from the opposite side. A 2D

visualization of PBC is shown in Figure 2.3.

The most computationally expensive task in MD is the calculation of

potentials and forces at each timestep. Without PBC, the calculation of the

net force on particle i would require determining the potential energy due to

the rest of the N particles. When we introduce PBC, N , practically, tends to

infinity as a result of having an infinite lattice of the images of our simulation

box. To overcome this, a minimum image convention has been proposed.113

This means, that the short-range interactions of the particle in question are

limited to a cubic region with dimensions of the box and centered around the

particle in question. In Figure 2.3, dashed lines represent that region for the

green particle. In purple, are the original particles or the images of particles

with which the green particle will interact, whereas the particles from the

original box outside of the interaction region are grey. This limits the number

of interactions to N(N − 1)/2, which is computationally feasible. Long-range

interactions that can span across multiple box images, are handled differently,

and will be discussed in the next section.
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Figure 2.3: Periodic boundary conditions visualized in 2D

2.1.5 Calculation of forces

In equation 2.8, the non-bonded interactions are comprised of van der Waals

and Coulomb terms. The corresponding forces in a MD simulation are calcu-

lated from the negative gradient of the potential energy function, U , shown in

Equation 2.8:

F = −∇U(r) (2.16)

The van der Waals term is usually expressed via the Lennard-Jones potential:

ULJ(r) = 4ε

[(
σ

rij

)12

−
(

σ

rij

)6
]

(2.17)
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Figure 2.4: Lennard-Jones potential

where ϵ is the depth of the potential well, and σ is the distance at which the

potential energy is 0 (Figure 2.4). The first term is considered as the repulsion

term, as it is predominate when r < σ, and the second term represents the

attraction between two particles. The Lennard-Jones potential quickly decays

as we move further from the particle. This allows having a cut-off at some

distance r, so the potential can be written as:

ULJ cut−off (r) =

ULJ(r), if r < rc

0, if r > rc

(2.18)

This representation, however, is not continuous, and may violate the con-

servation of energy. Another approach to this, is to use a special “switching”

function S(r), which smooths the decay of ULJ . A representative curve is

shown as dashed on Figure 2.4.

ULJ smooth(r) =


ULJ(r), if r < r′c

ULJ(r)S(r), if r′c < r < rc

0, if r > rc

(2.19)

The long-range electrostatic interactions decay much slower ( r−1 in the

case of particle-particle potential), and they can span across multiple images
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of the simulation box, therefore even if a large cut-off is used, it would still be

computationally intensive to explicitly calculate the electrostatic interactions

between each pair of atoms. In order to improve the efficiency of the determina-

tion of these long range interactions, algorithms have been developed in which

the electrostatic interaction between only pairs of atoms that are within the LJ

cutoff of one another are determined by explicitly calculating the Coulombic

interation and then for distances larger than the cutoff an Ewald summation

method is used.174 Particle-mesh Ewald (PME)175 is an algorithm, developed

based upon the Ewald sum, with a reduced time complexity (O(N log(N)) in-

stead of O(N
3
2 )), and is the most commonly used Ewald sum implementation

in molecular dynamics simulation algorithms.

2.1.6 Thermodynamic ensembles

When discussing the motion of particles in a MD simulation, an assumption

was made that the total energy of the system with N particles is constant. This

is microcanonical ensemble, or NVE (constant number of particles, N, volume,

V, and total energy, E ). In real-life experiments, temperature and pressure are

regulated by coupling the experimental region with a thermostat or a barostat.

In MD, this conditions can be represented by the canonical, NVT (constant

number of particles N, volume, V and temperature, T ) and isothermal-isobaric

ensembles, NPT (constant number of particles N, pressure P, temperature

T ). This is achieved by coupling the system with a thermal, and/or pressure

“bath” using thermostats and barostats. The following subsections will briefly

introduce some of the common implementations of those.

Thermostats

The temperature of a system at a given moment can be expressed through the

average kinetic energy of all particles:

3

2
kbT (t) =

∑
i

Ki =
∑
i

miv
2
i

2
(2.20)

where T (t) is the temperature at instance t and kb is the Boltzmann
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constant. Some of the earliest implementations of thermostats are based on

rescaling velocities inside of the system after each timestep by a factor, λ, that

can be derived176 from equation 2.20 and written as:

λ =

√
To

T (t)
(2.21)

where T0 is the target temperature and T (t) is the temperature at time, t.

Another method uses an extended Lagrangian by adding an additional variable

to it.

Berendsen thermostat

The Berendsen thermostat177 is based on the first method. At each step,

velocities are rescaled so that the rate of temperature change is proportional

to the temperature difference:

dT (t)

dt
=

1

τ
(T0 − T (t)) (2.22)

where τ is the coupling parameter. The rescaling factor in Berendsen

thermostat is the following:

λ =

√
1 +

∆t

τb

(
T0

T (t)
− 1

)
(2.23)

where ∆t is the timestep, and τb is the time constant. When τb → ∞, the

thermostat is inactive, resulting in a microcanonical ensemble. Studies show,

that Berendsen thermostat does not produce a correct canonical ensemble,

therefore it is not recommended for usage in production simulations.178,179

However, due to the speed of the algorithm and its ability to relax the system

to the desired temperature quickly, it is widely used in the equilibration steps

of MD.

Nosé-Hoover thermostat

The Nosé-Hoover algorithm180,181 introduces an additional “bath” vari-

able, with a corresponding mass, Q, and coordinates, s, to the Lagrangian of

the system:
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L(q̇,q, ṡ, s) =
mq̇2

2
− U(r) +

Qṡ2

2
− Ū(s) (2.24)

where Ū(s), is the “potential energy” due to the newly introduced vari-

able, s. Then, the equations of motion could be rewritten as:

r̈ =
F

m
− γr (2.25)

and:

γ̇ = − 1

τnh

(
T0

T (t)
− 1

)
(2.26)

where:

γ =
ṡ

s
(2.27)

where τnh is the Nosé-Hoover time constant and γ is the thermodynamic

friction coefficient. This method correctly samples the canonical ensemble and

is most commonly used in production runs.

Barostats

Berendsen barostat

The Berendsen barostat is similar to the Berendsen thermostat. The

change of pressure in time is proportionate to the difference in pressure:

dP (t)

dt
=

1

τ
(P0 − P (t)) (2.28)

At the end of each simulation step, a rescaling is applied to the box size

and coordinates.177 The rescaling factor is:

µ = 3

√(
1 +

∆t

τb
β(P (t)− P0)

)
(2.29)

where β is the isothermal compressibility, P (t) is the instantaneous pres-

sure and P0 is the target pressure.

Parinello-Rahman barostat
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Much like the Nose-Hoover thermostat, the Parinello-Rahman barostat

adds an additional, pressure coupling term into the Lagrangian equation of

motion. In a physical sense, that term can be thought of as a piston, that

is able to move up and down, and therefore changing the pressure and the

volume of the simulation box. In this approach, the box dimensions are time-

dependent. A matrix h is defined as:

h = {a(t),b(t), c(t)} (2.30)

Position of each particle therefore will be:

ri = αia(t) + βib(t) + γic(t) = hsi (2.31)

where α, β and γ are scalars in the range of 0 to 1, and s = (α, β, γ).

The square of the position will be, r2i = sTi Gsi, where G = hTh is the metric

tensor. The lagrangian, therefore, can be written as:

L(ṡ, s, ḣ, h) =
mṡTi Gṡi

2
− U(s) +

WTr(ḣT ḣ)

2
− pextV (2.32)

where pext is external pressure, V is the volume of the cell. The equations

of motion derived from this extended Lagrangian can be found in the original

paper by Parinello and Rahman.182

This is not an exhaustive list of thermostats and barostats. There are more

algorithms available to apply constant temperature and pressure to a MD

system. The ones mentioned in this thesis have been exclusively used for the

simulations discussed within the results chapters.

2.1.7 Setting up a simulation

Each MD simulation needs to be carefully set up, before a production run can

commence. Firstly, a configuration file must be created, which will represent

the system in question. This means, defining the atoms of the system and
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assigning their coordinates. There are a lots of ways to do this and many

software can ease this process. In simulations conducted for this thesis, the

Packmol183 and GROMACS software packages184–186 were used to build the

initial configuration file. If the system contains a net charge, then this net

charge should be neutralised with counter ions. The necessity arises due to the

PME method, which might produce artefacts in a system with a net charge.187

Energy minimization

During the construction of the initial configuration, the positions of some or all

particles are generated randomly, therefore an overlap between atoms, result-

ing in unnaturally high energies, is possible. These high energy configurations

must be corrected in order to proceed with the simulation. This can be done

using the gradient descent method. First, the forces and energies are calcu-

lated. If any force is greater than the tolerance value (1000 kJ mol−1 nm−1 in

my simulations), the coordinates are shifted along the maximum of the force

gradient:

rn+1 = rn +
Fn

max(|Fn|)
hn (2.33)

where hn is the maximum displacement and Fn is the force acting on n-th

particle. Then, the forces and energies are calculated again and if Un+1 < Un,

the new positions, rn+1, are accepted, whereas if Un+1 ≥ Un, the positions

are rejected. In both cases, the displacement, hn, is changed accordingly for

the next step. This process ends when the force values are lower than the

tolerance, or user-specified number of steps are finished.

Equilibration

After the minimization step, the velocities for each particle are initialized. Ve-

locities are assigned to each of the atoms according to Maxwell’s distribution:

ρ(vix) =

(
mi

2πkbT

)
e
− 1

2

miv
2
ix

kbT (2.34)

where mi and vix are respectively mass of the i-th particle and the x
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component of its velocity. Likewise, the other components are generated. In-

evitably, there will be regions in the system with varying densities and temper-

atures. To even out the densities and to deliver the system to a single, average

temperature, an equilibration step is necessary. In this step, the system is

coupled with a thermostat and/or a barostat discussed in Section 2.1.6. The

duration of equilibration depends on the system (typically order of ns), but

generally some parameters, e.g. pressure, energy, can be monitored to see if

the system has reached its thermodynamic equilibrium.

2.1.8 Analysis of trajectories

This section will briefly introduce two methods, used and partly developed for

this research.

Defining interfaces

Three algorithms for interface definition have been used throughout this thesis.

This subsection will provide a brief overview of the inner workings of the

aforementioned algorithms.

In Chapter 3, to define the interface and calculate intrinsic densities of

different species inside of the system, the nanoCISC170 algorithm was used.

The interface in nanoCISC code is constructed by first defining anchor points,

based on which, the interface will be interpolated. Next, two distance vectors

are defined, rj, the distance from the center of mass, cm, of the nanoparticle to

the j-th solvent atom, si, the distance from cm to the i-th anchor point. The

distance from the interface to the j-th atom, dint, is defined as the following:

dint(rj) = |rj| −
∑N

i=1 exp (−λθ2ij)|si|∑N
i=1 exp (−λθ2ij)

(2.35)

where N is the number of anchor points, θ is the angle between the vectors rj

and si and λ is a parameter determining the smoothness of the interface.

In this method, the densities are determined by dividing the simulation

box into spatial intervals and subsequently calculating the ratio of particles in

each interval to the volume of that specific interval.
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The intrinsic core-shell interface (ICSI) algorithm was used to define the

interface of Triton X-114 micelles in Chapter 4. In the ICSI method, instead

of anchor points, the residues or moieties that comprise the hydrophobic core

of the particle are selected and the interface is automatically constructed. The

simulation box is then divided into a user-specified size grid. The location of

the ICSI point inside of a bin is chosen as radially the furthest atom from the

center of mass of the nanoparticle. If there are no atoms inside the current

bin, the average r-value of the adjacent 8 bins is used. The distance from the

interface to the i-th atom, dint is then calculated as:

dint = ri − ξ(θ, ϕ) (2.36)

where ri is the position of atom i, ξ is the position of the interface at polar

coordinates θ and ϕ.

In Chapter 6, the AICON algorithm was used which is thoroughly dis-

cussed in the next subsection.

Identification of the interface of non-spherical nanoparticles

Previously, a few algorithms have been developed to describe the interface

of nanoparticles in a MD simulation.170,188 For spherical or quasi-spherical

nanoparticles, these algorithms provide adequate results, however, they are

not designed to properly describe the interfaces of elongated or aspherical

nanoparticles. The following algorithm was created to address the above-

mentioned issue.

The algorithm takes particle groups from the trajectory of a MD sim-

ulation, creates a grid of size (d × d × d), where d is the dimension of the

box (considering the box is cubic), and maps the positions of each particle

according to this equation:
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Figure 2.5: Convex and non-convex sets.

xgrid = ⌊x⌋

ygrid = ⌊y⌋

zgrid = ⌊z⌋

(2.37)

where xgrid, ygrid and zgrid are the mappings of the x, y, z coordinates of a point

on the grid. Each of the coordinates is rounded down, and a vector of integers

is obtained for each individual particle. That vector represents the coordinates

on the grid where the particle will be placed. The number of occupied points

on the grid will be ≤ N , where N is the number of particles. An interface

of a nanoparticle is then defined. The interface, in this context, is the border

between hydrophobic and hydrophilic regions inside of the system.

Defining the interface. Convex hull

In geometry, a convex set is a subset in Euclidean space, where any two

points belonging to the set can be connected by a straight line, that completely

lies inside the set (Figure 2.5). The intersection of all convex sets for a given

set of points is the convex hull (Figure 2.6). In other terms, the convex hull is

the minimal convex set that contains the subset in question.

There are several algorithms developed to calculate the convex hull for

a set of points. For simplicity, one of the simplest algorithms will be dis-

cussed, which is called the gift wrapping algorithm. The two-dimensional
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Figure 2.6: Convex hull of set of points (red). Purple, green and blue are all convex
sets containing the points. Region in red is the minimal convex set, or
the intersection of all convex sets enclosing the points.

case, also known as Jarvis’s march, was developed by Jarvis in 1973.189 In

two-dimensions, the algorithm consists of three main steps, 1) taking the left-

most point, p0, of the set, 2) iterating through all other points and finding

p1, which is leftmost from the others. This can be done by calculating the

polar angles of all other points with respect to the selected point. Then, 3)

taking p1 as the initial point and repeating from step 2 to find all points, pi,

on the hull (Figure 2.7). The loop is terminated when pi ≡ p0. The time

complexity of this algorithm is O(Ns) (with a worst case of O(N2)), where N

and s are the number of points in the set and on the hull, respectively. This

algorithm can be generalized into three dimensions, where the iterations over

the points is replaced by iterations over triangles. There are faster algorithms,

e.g. quickhull190 (O(N logN)), which was used in this work.

The interface of a nanoparticle is defined as a 3D convex hull. The parti-

cles belonging to the atom group, that represents the interface, are placed on

the grid, and the convex hull is constructed.
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Neighbour analysis

In the analysis of the trajectories of the mixed surfactant micelles, it is useful

to quantify, whether one species of surfactants has selectivity towards itself or

the others. If P1 is the percentage of one type of surfactant in the micelle,

and P2 is the percentage of the other, then non-selectivity would mean that

the ratio of the number of molecules of two different neighbouring types would

be approximately P1

P2
. A convenient method to quantify the neighbours is the

application of graph theory.

Graphs in graph theory, are mathematical structures used to model the re-

lationship between different objects. Graphs consist of nodes and edges, which

represent objects and their connectivity respectively. Graphs have an adja-

cency matrix associated to them. The adjacency matrix is square, and has a

dimensionalality n, which is the number of objects. If an element aij = 0, then

objects i and j have no connection. Furthermore, a graph can be directed and

undirected. Adjacency matrices of undirected graphs are symmetric (Figure

2.8).

Graph theory can be a useful tool for analysing molecular structures and

conformational changes by representing individual atoms as nodes, and bonds

(covalent, hydrogen) as edges. In this work, graphs were constructed where

each node represents the center of mass (COM) of every surfactant monomer.

Two nodes are connected, if the distance between corresponding COMs is less

than a cut-off, which indicates whether the molecules are at a neighbouring

Figure 2.7: 2D gift wrapping algorithm. For every point on the hull, N points are
checked to find the next point. s is the number of vertices on the hull.
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distance from each other. This allows to conveniently find the neighbours

Figure 2.8: A graph and its associated adjacency matrix.

around each surfactant. Additionally, centrality for different nodes in the graph

can be calculated, which indicates their position and overall connectivity in the

network. The graphs used for the work in this thesis were constructed using

NetworkX191 Python package.

2.1.9 Visuals

The snapshots of various structures used in this thesis were made by Visual

Molecular Dynamics (VMD) program.192,193 Graphs were plotted using Mat-

plotlib194 library for Python.156 The refinements on some of the existing images

used and the creation of the rest of the images were done using Adobe Photo-

shop 2021.195



Chapter 3

Impact of drug aggregation on

the structural and dynamic

properties of Triton X-100

micelles

The following chapter investigates the solubilization of poorly-soluble drugs

within non-ionic surfactant Triton X-100-based micelles. Ibuprofen and in-

domethacin are non-steroidal anti-inflammatory drugs (NSAID), having poor

solubility despite the fact of being deprotonated in a neutral pH. In this work,

the encapsulation of ibuprofen and indomethacin inside of Triton X-100 mi-

celles, the structural changes of the micelle caused by the drugs, were studied

using all-atom molecular dynamics simulations. The capacity of micelles with

an aggregation number of 150 were shown. A transition of the micelle from

spherical to a rod-like structure, caused by an increasing number of drugs

solubilizing inside of it, was seen and quantitatively described. Indomethacin-

loaded micelle split into two stable micelles during the simulation, the mecha-

nism of which has been explained and described. Overall, this study provides

results, that are crucial in synthesis of new, better and high quality drug for-

mulations.

In this manuscript, the algorithm that is used to measure contacts between
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molecules produces a matrix that stores the number of contacts between each

pair of molecules within the simulated system. This matrix is then normalized

by dividing each entry by the maximum number of contacts between any two

pair of atoms. These normalized values are then used to define the ‘amount of

contact’, which is referred to throughout the manuscript.

The article included in this chapter has been published in Nanoscale in

2022 with Hrachya Ishkhanyan as its first author. The molecular dynamics

simulations were performed and the trajectories were analyzed by Hrachya

Ishkhanyan. The scripts and tools for the analysis, unless stated otherwise,

were developed by Hrachya Ishkhanyan. The manuscript was written by

Hrachya Ishkhanyan and edited by Natasha H. Rhys, M. Jayne Lawrence,

Dave J. Barlow and Christian D. Lorenz. SANS experiments were performed

and the data was provided by Dave J. Barlow. Figures, diagrams and graphs

were produced by Hrachya Ishkhanyan. The supplementary information to

this article is shown in Appendix A.



Nanoscale

PAPER

Cite this: Nanoscale, 2022, 14, 5392

Received 2nd December 2021,
Accepted 15th March 2022

DOI: 10.1039/d1nr07936k

rsc.li/nanoscale

Impact of drug aggregation on the structural and
dynamic properties of Triton X-100 micelles†
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Surfactants are used in a wide range of chemical and biological applications, and for pharmaceutical pur-

poses are frequently employed to enhance the solubility of poorly water soluble drugs. In this study, all-

atom molecular dynamics (MD) simulations and small-angle neutron scattering (SANS) experiments have

been used to investigate the drug solubilisation capabilities of the micelles that result from 10 wt%

aqueous solutions of the non-ionic surfactant, Triton X-100 (TX-100). Specifically, we have investigated

the solubilisation of saturation amounts of the sodium salts of two nonsteroidal anti-inflammatory drugs:

ibuprofen and indomethacin. We find that the ibuprofen-loaded micelles are more non-spherical than the

indomethacin-loaded micelles which are in turn even more non-spherical than the TX-100 micelles that

form in the absence of any drug. Our simulations show that the TX-100 micelles are able to solubilise

twice as many indomethacin molecules as ibuprofen molecules, and the indomethacin molecules form

larger aggregates in the core of the micelle than ibuprofen. These large indomethacin aggregates result in

the destabilisation of the TX-100 micelle, which leads to an increase in the amount of water inside of the

core of the micelle. These combined effects cause the eventual division of the indomethacin-loaded

micelle into two daughter micelles. These results provide a mechanistic description of how drug inter-

actions can affect the stability of the resulting nanoparticles.

Introduction

Without a drug delivery vehicle (DDV), consistent in vivo drug
concentrations would be difficult to ensure which then would
lead to unpredictable effectiveness and safety of the thera-
peutic treatment.1,2 With the advances of nanomedicine, more
stable, controllable and precise drug delivery is possible.3–6

Increasingly drugs are loaded into nano-sized vesicles, which
are constructed and optimised for the nature of the drug and
its biological target.7,8 DDVs including nano-sized carriers
offer a wide range of advantages including greater drug solubi-

lity, lower toxicity and more targeted delivery. With their high
surface area to volume ratio, nano-carriers are used to solubil-
ise small drug molecules, nucleic acids, and proteins with
good efficiency and are used for targeted as well as non-tar-
geted therapy.9

A popular family of nano-DDV are self-assembled struc-
tures, which are cost efficient and simple to make. Self-assem-
bly is the process of the organisation of materials into struc-
tures based on non-covalent interactions. Alongside the self-
assembled structures abundant in nature, artificially designed
ones are of great interest in biomedical applications, particu-
larly as antimicrobial and detection agents10 or drug delivery
vesicles.11–13 There is a vast range of materials such as biopoly-
mers, peptides, nucleic acids and inorganic compounds used
as building blocks for self-assembled structures.14–16 Peptides
can be self-assembled into nanotubes preserving their biologi-
cal recognition properties and used in microelectronics to
easily construct electrical circuits17 while nucleic acids and
surfactants can be self-assembled into structures suitable for
drug delivery.18,19

Surfactants are surface active molecules widely used as
solubilising agents, emulsifiers, antimicrobial agents, and
drug and gene delivery systems.20,21 Traditional surfactants are
low molecular weight amphiphiles that in aqueous solution
can self-assemble into various structures such as micelles or

†Electronic supplementary information (ESI) available: Packmol input for build-
ing initial micelle; radial distribution functions for water around polar atoms in
ibuprofen and indomethacin; contact maps of indomethacin and ibuprofen in
their crystalline structures; snapshots of representative configurations showing
the interactions between indomethacin and ibuprofen encapsulated within
Triton X-100 micelles and between the Triton X-100 tails; plots showing the
amount of water found in the core of the different micelles. See https://doi.org/
10.1039/d1nr07936k
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liposomes. There are four main categories of surfactants classi-
fied on the basis of their charge: non-ionic, cationic, anionic
and zwitterionic. Due to their ability to self-assemble, surfac-
tant micelles are easy to produce and consequently have a low
production cost. Additionally, micelles have a large drug solu-
bilisation capacity and can increase the bioavailability of
poorly soluble drug molecules. Therefore surfactants, particu-
larly the non-ionic variety, are attractive candidates when
forming drug delivery vesicles.

In this work, we investigate the structural properties and
drug solubilisation capabilities of Triton X-100 (TX-100)
(Fig. 1c) micelles using a combination of all-atom molecular
dynamics (MD) simulations and small-angle neutron scatter-
ing (SANS) experiments. TX-100 is a non-ionic surfactant with
a hydrophilic polyethylene oxide headgroup and a hydro-
phobic tail. TX-100 is widely used for protein and cell
organelle extraction, cell lysation, and membrane
permeabilisation.22,23 More recently, TX-100 has become
increasingly investigated for its application in drug
delivery.24–27

The self-assembly of TX-100 surfactant molecules into
micelles in an aqueous environment has been extensively
investigated experimentally.28–30 The first average aggregation
number and molecular weight of the resulting TX-100 micelles
was determined using static light scattering by Kushner and
Hubbard in 1954.31 The size and shape of the TX-100 micelles
in different solvent environments and at different tempera-
tures has also been investigated in numerous studies.29–34

However, to date there is still no consensus about the shape of
TX-100 micelles in an aqueous environment. For example,
Robson and Dennis used the results of hydrodynamic and vis-
cosity measurements to argue that TX-100 micelles are non-
spherical in shape.30 Paradies29 and Podo et al.35 used the
results of Nuclear Overhauser Effect SpectroscopY (NOESY)
NMR and hydrodynamic measurements to suggest that at low
aggregation numbers the shape of TX-100 micelles is slightly
non-spherical, and as the aggregation numbers increase the
micelles become increasingly non-spherical.

While there has been a significant amount of experimental
investigation of the structural properties of self-assembled
TX-100 micelles there have been comparatively few investi-
gations of these micelles using MD simulations. Yordanova
et al. reported the CHARMM force field parameters for Triton
X series surfactants.36 Also, Milano et al. have used all-atom
and coarse-grain simulations, as well as their MD-self-consist-

ent field theory (MD-SCF) approach, to explore the self-assem-
bly of TX-100 and the structure and shape of the resultant
micelles.37,38 In their original paper, they report on numerous
structural properties of TX-100 micelles in aqueous solutions
and show that the shape of the micelles become increasingly
non-spherical as the aggregation number of the micelle
increases. While in their more recent paper, they show that the
transition from the more spherical micelles to the more non-
spherical micelles is a result of the energetic cost due to the
growth of the interfacial region, and the resulting larger hydro-
phobic surface exposed to the aqueous environment, as the
aggregation number increases.

In our study, we investigate how the solubilisation of two
non-steroidal anti-inflammatory drugs (NSAIDs), ibuprofen
(C13H18O2) and indomethacin (C19H16ClNO4) (chemical struc-
tures shown in Fig. 1),39–41 affects the structural properties of
TX-100 micelles. Both drug molecules contain a benzene ring
and carboxyl group, which has a low pKa

42 resulting in both
drugs being deprotonated at neutral pH. Despite being depro-
tonated, both molecules are poorly soluble in aqueous solu-
tions, and therefore in order to increase their bioavailability
they are best solubilised in some kind of a drug delivery
vehicle. Previously, Bahadur et al. have investigated the effect
of the solubilisation of small molecules within
TX-100 micelles.43,44 In both publications, they have shown
that the solubilisation of more hydrophobic small molecules
results in the growth of the TX-100 micelles, while the solubil-
isation of more hydrophilic small molecules results in the
micelles staying approximately the same size.

We show here that the sodium salts of both ibuprofen and
indomethacin are solubilised within TX-100 micelles. We find
that TX-100 micelles consisting of approximately 147 surfactant
molecules are able to solubilise approximately twice as much indo-
methacin than ibuprofen. Once solubilised within the core of the
micelles, the drug molecules reorient in order to allow their car-
boxyl groups to remain hydrated by the water in the aqueous
environment surrounding the core of the micelles. We find that
there are more extensive interactions between indomethacin mole-
cules than between ibuprofen molecules. As a result, the indo-
methacin molecules form larger aggregates within the core of the
micelle than ibuprofen. Furthermore, we observe that the indo-
methacin-loaded micelle divided into two after reaching its
maximum loading. The division of the indomethacin-loaded
micelle is a result of the growth of the solubilised indomethacin
aggregates which destabilise the core of the micelle. In the follow-
ing sections of the manuscript, we present the methods we have
used in order to conduct this investigation, and then report on the
structural properties of the TX-100 micelles with and without
drugs, as well as the drug solubilisation process.

Methods
Molecular dynamics simulations

In this study, three systems (summarised in Table 1) have been
investigated with all-atom molecular dynamics simulations

Fig. 1 Structures of molecules in simulations, including (a) the ibupro-
fen ion, (b) the indomethacin ion and (c) the TX-100 surfactant
molecule.
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using the GROMACS 2018.2 simulation engine.45–47 The
CHARMM36 force-field48 was used to describe the interactions
of the TX-100 molecules36 and the Na+ ions in solution. The
drug molecules were parameterised using the CHARMM
general force field.49 The interactions of the water molecules
were modelled using the CHARMM-modified version of the
TIP3P potential.

In order to build an initial configuration of the TX-100
system, we pre-assembled a spherical micelle containing 150
TX-100 surfactant molecules using Packmol.50 The input code
is presented in the ESI.† Then for the systems containing ibu-
profen (TX-100-IBUP) and indomethacin (TX-100-INDO) we
placed 100 drug molecules randomly around the pre-
assembled micelle. In each system, water molecules are then
added to fill the simulation box with dimensions of 120 Å ×
120 Å × 120 Å for the TX-100 system and 130 Å × 130 Å × 130 Å
for the TX-100-IBUP and TX-100-INDO systems (Table 1). In
the drug containing systems, we also added 100 sodium (Na+)
ions as counterions to the negatively charged drug molecules.

Each system was simulated using the same protocol. First
the system underwent 5000 steps of minimisation with the
steepest descent method. Then a 50 ps NVT simulation using
the V-rescale thermostat and a 200 ps NPT simulation using
the same thermostat and the Berendsen barostat were con-
ducted in order to equilibrate the temperature and pressure of
the system, respectively. Finally, a production simulation using
the NPT ensemble with the Nosé–Hoover thermostat and
Parrinello–Rahman barostat was conducted. The production
simulation was run for long enough for the size and shape of
the micelle to equilibrate. Therefore, the production simu-
lations were run for 200 ns (TX-100), 300 ns (TX-100-IBUP) and
600 ns (TX-100-INDO) using a timestep of 2 fs. The resulting
simulation box sizes were 119.4 Å × 119.4 Å × 119.4 Å, 134.2 Å
× 134.2 Å × 134.2 Å and 129.0 Å × 129.0 Å × 129.0 Å for the
TX-100, TX-100-IBUP and TX-100-INDO systems, respectively.

In all simulations, the target pressure and temperature were
set to 1 atm and 303.15 K respectively. Cut-off distances for
Coulomb and Lennard-Jones interactions were set to 1.2 nm.
Long-range electrostatic interactions were calculated using the
particle-mesh Ewald method. Hydrogen containing bonds
were constrained using the LINCS algorithm.51

Analysis of MD simulations

The physical properties of each simulated system were ana-
lysed using in-house Python scripts and the MDAnalysis

package.52,53 In order to characterise the shape of the micelles,
we have calculated the ellipticity of the entire micelle, defined
as:

ε ¼ Imax

Imin

where Imax and Imin are the largest and smallest terms in a
diagonal inertia tensor. For a sphere, ε is equal to 1, and ε

increases as the shape becomes increasingly elliptical. The
shape of the micelle can be further characterised by compar-
ing the diagonal terms in the inertia tensor. If two axes of the
ellipsoid are equal and greater or less than the third axes, the
ellipsoid is oblate or prolate respectively. Otherwise, when all
three axes are equal, the structure is spherical.

The solvent-accessible surface area (SASA) algorithm rep-
resents the surfaces of our micelles as overlapping spheres
with van der Waals radii of the corresponding atoms, and uses
a probe with a small radius, that is typically 1.4 Å to represent
a water molecule, to determine the maximum permitted
contact with the surface.54 In this study, the FreeSASA55

module was used to calculate the SASA of the various micelles.
In order to determine whether a drug molecule was solubil-

ised in a micelle, we first calculated the distance between the
center of mass of drug molecules and the micelle. If the dis-
tance is less than 5 Å, the drug is considered to be solubilised.
A cut-off distance of 5 Å is chosen as it is roughly the distance
to the first neighbouring atom. This value is used throughout
the rest of the analysis.

Further analysis was performed to characterise the
hydration of drugs throughout the simulation. The number of
water molecules around each drug has been plotted against
Δr, which is defined as:

Δr ¼ rd � rs

where rd is the distance of a heavy (non-hydrogen) atom of
interest in the drug molecule from the center of mass of the
micelle, and rs is the distance of the O10 atom in the surfac-
tant molecule (see Fig. 1c) nearest the drug molecule from the
center of mass of the micelle. Thus rd is the distance of the
drug from the centre of the mass of the micelle and rs is the
distance of the interface of the micelle with which the drug is
interacting to the centre of mass of the micelle. As a result, if
Δr is positive, then the drug is outside of the hydrophobic
core, and negative if the drug molecule is solubilised within
the core of the micelle.

Finally, drug–drug and drug-TX-100 interactions were
characterised by creating contact maps. The distance between
the heavy (non-hydrogen) atoms of the molecules of interest
that were 5 Å away from one another were considered in
contact. The number of contacts were counted between each
pair of heavy (non-hydrogen) atoms on the molecules of inter-
est, and then the maximum number of contacts between any
two pair of atoms was used to normalise the various values,
such that the pair of atoms most frequently in contact had a
value of 1.0 in the contact maps.

Table 1 Description of the simulated systems. For each simulated
system, the system name and the number of drug, Triton X-100 and
water molecules are presented. Underlined are the concentration values
of Triton X-100 in the system

System Drug Triton X-100 Water

TX-100 0 150 (1 ̲0̲.̲0̲ w ̲t̲% ̲) 52 266
TX-100-IBUP 100 150 (7 ̲.̲0̲ w̲t ̲% ̲) 75 181
TX-100-INDO 100 150 (8 ̲.̲0̲ w̲t ̲% ̲) 65 673
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Small-angle neutron scattering

Small angle neutron scattering (SANS) studies were performed
on the SANS2D small angle diffractometer at the ISIS pulsed
neutron source (ISIS, Rutherford Appleton Laboratory, STFC,
Didcot, Oxford). The SANS2D diffractometer was configured to
provide a scattering vector Q = (4πλ)sin(θ/2) in the range of
0.0045 Å−1 < Q < 0.4 Å−1. All the protiated surfactant solutions
were prepared using D2O as the solvent. When preparing the
solutions with D2O, the weight ratio of surfactant to D2O was
re-calculated to ensure the molar ratio of surfactant to D2O
was the same as in H2O. The samples were measured in quartz
banjo cells of 2 mm path length. All measurements were per-
formed at 298 ± 0.1 K. The measured SANS data were model-
fitted using SasVView.56 A range of models/scattering form
factors (P(Q)) including core–shell spheroids (namely sphere,
oblate, prolate) and triaxial micelles were considered. As the
TX-100 concentrations used were large, it was necessary to
account for any interparticulate interactions (S(Q)), which was
achieved using a hard sphere model. The best model found to
fit the data was a core–shell spheroid model. The modelling of
the SANS data assumed a flat background correction to allow
for any mismatch in the incoherent and inelastic scattering
between the samples and solvent and the fitted background
levels were checked to ensure they were of a physically reason-
able magnitude.

Results

In the following sections we summarise the results from our
all-atom MD simulations and compare them to the results of
our neutron scattering experiments in order to provide a
detailed description of the size, shape and internal structure
of a TX-100 micelle. We also provide a detailed description of
how these properties change when ibuprofen and indometha-
cin are loaded within the micelle.

Structural properties of pure Triton X-100 micelles

As can be seen in the snapshot shown in Fig. 2b, the pure
TX-100 micelle relaxes into a non-spherical structure. The
equilibrated micelle contains an average of 147
TX-100 molecules, with the remaining three molecules in a
dynamic equilibrium of joining and leaving the micelle. In
order to quantify the shape of this micelle (TX-100), we calcu-
lated the ellipticity as a function of time (Fig. 3a). The shape of
the TX-100 micelle was found to remain slightly non-spherical
throughout the production simulation (ε ∼ 1.48) with a prolate
shape and a length of 107.8 ± 0.8 Å along the primary axis.
Likewise, the measured SASA of the micelle was found to
remain nearly constant over time (Fig. 4a), averaging 6.01 × 104

(±0.01 × 104) Å2.
In order to characterise the internal structure of the

micelle, we first needed to identify the intrinsic surface of the
hydrophobic core of the micelle. In order to identify this
intrinsic surface, we used the NANOCISC code.57 We chose the
carbon atom in the aromatic ring of the surfactant (atom C19

in Fig. 1c) bonded to the first oxygen in the polyethyllene
oxide (PEO) as the anchor point, which was then used to
define the surface of the hydrophobic core of the micelle and
was therefore defined as where r = 0 in Fig. 2a and 6.
Furthermore, the intrinsic densities of water (using the oxygen
atoms in the water molecules) and the TX-100 molecules were
calculated (Fig. 2a). At large distances, the number density of
the oxygen atoms in the water molecules is 0.033 Å−3, which is
consistent with the bulk water density found in our previous

Fig. 2 Structural properties of Triton X-100 micelle. (a) Plot of intrinsic
density of the oxygen atoms in the water molecules (red curve), and the
carbon atoms in the Triton X-100 surfactant molecules (green curve), as
well as the hydrophobic tail (orange curve) and poly(ethylene oxide)
chain (blue curve) of the surfactant molecules, as a function of distance
r (Å) from the surface of the hydrophobic core of the micelle. (b)
Snapshot of equilibrated micelle. The different coloured spheres rep-
resent different atomic species (cyan – carbon, red – oxygen, white –

hydrogen).

Fig. 3 Ellipticity of the micelles. The ellipticity is plotted as a function
of time for the (a) pure Triton X-100 micelle, (b) Triton X-100 micelle
loaded with ibuprofen, (c) the parent Triton X-100 micelle loaded with
indomethacin and (d) the daughter Triton X-100 micelles (LM – larger
micelle, SM – smaller micelle) loaded with indomethacin.
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studies.57–59 The water density begins to decrease slightly at a
distance of 25 Å from the micelle’s core surface and continues
to decrease until it reaches a minimum of 0.02 Å−3 at a dis-
tance of r ∼ −9 Å (e.g., 9 Å inside of the hydrophobic core of
the micelle). Then in the centre of the micelle (r ∼ −20 Å), the
number density of water is 0.002 Å−3, indicating the existence
of a small amount of water inside of the micelle core.

Additionally, we have determined the intrinsic densities of
the carbon atoms in the whole micelle (green curve), the poly
(ethylene oxide) chain (blue curve) and the hydrophobic tail of
the surfactant (orange curve) as shown in Fig. 2a. Some of the
PEO chains extend up to a distance of r ∼ 25 Å, which corres-
ponds to the distance at which the density of water begins to
decrease. The thickness of the PEO headgroup, which we
define as the distance from the surface of the hydrophobic
core of the micelle at which the density of the PEO chains
becomes larger than the density of the water, is r ∼ 10.7 Å. The
peak density of the PEO chains is found at a distance of r ∼
7 Å from the surface of the hydrophobic core of the micelle. In
the hydrophobic core of the micelle, the density of PEO
decreases until it reaches a minimum at r ∼ −7.5 Å and then
increases to a density of ∼0.011 Å−3 at r = −20 Å. In the core of
the micelle, PEO makes up approximately one-third of the sur-
factant’s density.

Meanwhile the hydrophobic tails of the Triton
X-100 molecules, which consist of the benzene ring and the
attached short hydrocarbon chain, are found primarily within
the core of the micelle (r < 0 Å). The hydrophobic tails take a

variety of orientations at the interface of the hydrophobic core
and the surrounding aqueous environment which results in
the small density of these groups found within 7.5 Å of this
interface (the end-to-end distance of the hydrophobic tail is
∼7.5 Å). Within the core of the micelle, the density of the sur-
factant tails begins to decrease at r = −7.5 Å, which is the dis-
tance within the core where we observe the increase in the
PEO density. The hydrophobic tails of the Triton
X-100 molecules interact via a combination of hydrophobic
interactions of the benzene rings and the attached methyl
groups, as can be seen in Fig. S4.†

Triton X-100 micelles loaded with ibuprofen

Structural properties. As in the TX-100 micelle, we find that
the equilibrated micelle loaded with ibuprofen consists of
almost all of the TX-100 molecules (∼147), although there are
a few surfactant molecules that are attempting to join and
leave the micelle. In the presence of ibuprofen, the value of
the ellipticity of the TX-100 micelle increases from 1.5 to 2.8
and then plateaus at a mean value of 2.51 ± 0.01 (Fig. 3b). Over
time, therefore, the semi-spherical micelle becomes more rod-
like (triaxial) in shape, with a maximum length of 116.5 ±
0.4 Å. Therefore the TX-100 micelle loaded with ibuprofen has
a maximum length that is ∼8% larger than the micelle in the
absence of the drug.

The surface area of the micelle initially increases as the ibu-
profen molecules are solubilised within (Fig. 4b), as can be
seen by an increase in the SASA value from an initial value of
6.17 × 104 Å2 SASA to a value of 6.4 ± 0.006 × 104 Å2. As the
SASA values plateau after approximately 75 ns and the ellipti-
city after 150 ns, it appears that the micelle continues to
become increasingly rod-like in such a manner that it main-
tains a constant surface area.

The structure of the micelle when loaded with ibuprofen is
similar to that found for the TX-100 micelle. As such, the PEO
chains of the surfactant molecules are found on the surface of
the hydrophobic core of the micelle, extending into the sur-
rounding aqueous environment, while the benzene ring and
corresponding short hydrocarbon chain of the surfactant
molecules are generally hidden from exposure to the surround-
ing aqueous environment.

Solubilisation of ibuprofen

As shown in Fig. 5a, the number of ibuprofen molecules solu-
bilised within the micelle converges to an average of 49 after
50 ns. On average, 39 of these ibuprofen molecules are solubil-
ised within the core of the micelle, and interestingly the
number of ibuprofen molecules within the core stabilises at
approximately the same point in time.

In order to assess how the hydration of the ibuprofen mole-
cules changes during the solubilisation process, we first
measured the radial distribution functions (rdfs) (Fig. S1†) of
the polar oxygen atoms within the ibuprofen molecule and the
oxygen atom in surrounding water molecules.

From these rdfs, we determined a first neighbour distance
between the water molecules and these oxygen atoms of 2.8 Å.

Fig. 4 Solvent accessible surface area (SASA) of micelles. Plots of the
SASA as a function of time for the (a) pure Triton X-100 micelle, (b)
Triton X-100 micelle loaded with ibuprofen, (c) the parent Triton
X-100 micelle loaded with indomethacin and (d) the daughter Triton
X-100 micelles (LM – larger micelle, SM – smaller micelle) loaded with
indomethacin.
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We then counted the number of water molecules within 2.8 Å
of the polar oxygen atoms within each ibuprofen during the
course of the simulation, and have plotted the average number
of water molecules hydrating each of the two oxygen atoms as
a function of the intrinsic distance from the interface of the
hydrophobic core of the micelle (Fig. 6(a) & (b)), which is
defined by the location of the benzene ring of the
TX-100 molecules.

As can be seen in Fig. 6b, the number of water molecules
around the O1 and O atoms of the ibuprofen molecules
remain approximately constant until the drug molecules get
within 25 Å of the surface of the hydrophobic core of the
micelle (2.18 ± 0.02 water molecules around O1 and O). Then
at a distance of 25 Å, which corresponds to the maximum
extent of the PEO chains of the TX-100 molecules from the
surface of the micelle’s core, the number of water molecules
around each oxygen decreases slightly. Then at a distance of
20 Å the number of water molecules around each atom
increases and reaches a peak at ∼7.5 Å which corresponds to
the distance which the hydrophobic tails of TX-100 extend
from the surface of the core of the micelle into the aqueous
environment. Both oxygen atoms of the ibuprofen molecules
then become significantly dehydrated as the ibuprofen mole-
cule crosses from the corona of the micelle into the core of the

micelle. This dehydration of the oxygens at the interface of the
hydrophobic core of the micelle is likely due to the large steric
barrier that exists for the drug molecules when they cross into
the core of the micelle. When the ibuprofen molecules enter
into the core of the micelle, they generally reorientate such
that the oxygens in the ibuprofen molecules are at the inter-
face of the core with the aqueous environment and become
hydrated to nearly the same level as in the bulk aqueous
environment, which is demonstrated by the peak in hydration
of the oxygen atoms observed at Δr ∼ −7.5 Å in Fig. 6b. The
oxygen atoms on the drug molecules deeper into the core of
the micelle become significantly dehydrated once again.

In Fig. S7b,† we show the number of water molecules as a
function of Δr at various time points during the drug solubil-
isation process. This figure shows that there is a very slight
increase in the number of water molecules deep within the
core of the micelle (Δr < −10 Å) as time passes, which demon-
strates that the ibuprofen molecules do not bring a significant
amount of water into the micelles with them. In comparison
to the TX-100 micelle (Fig. S7a†) formed in the absence of
drug, there is very little difference in the number of water
molecules within the core micelle of over the course of the two
simulations.

Internal structure of ibuprofen-loaded Triton X-100 micelles

To better understand the surfactant–drug and drug–drug inter-
actions, we have measured the amount of contact between the
various regions of the molecules. In doing so, we have con-
structed contact maps, which are generated by calculating the
distance between each heavy (non-hydrogen) atom of a TX-100
(or ibuprofen) molecule and a neighbouring ibuprofen mole-
cule. In order to determine a distance at which the molecules
are in contact, we first calculated the minimum distance
between a TX-100 (or ibuprofen) molecule and an ibuprofen
molecule when they interact with each other. From these
measurements, we observed that the minimum distance pla-
teaus to ∼5 Å when two molecules aggregate with one another.
Therefore, if any two heavy (non-hydrogen) atoms are within
5 Å of one another then we count that as a contact between the
two molecules.

The regions of the TX-100 surfactant molecules that have
the most contact with the ibuprofen molecules are the hydro-
phobic tails, which correspond to atoms C19–C32 on horizon-
tal axis on Fig. 7a. Meanwhile, the regions of the ibuprofen
molecule which are in contact with the surfactant molecules
are the two terminal methyl carbon atoms, C11–C12, as high-
lighted in Fig. 7b. Also we find that the carboxyl group on the
ibuprofen molecules makes no contact with the surfactant
molecules. Thus the ibuprofen molecules are solubilised
within the micelle via hydrophobic interactions between them-
selves and the surfactants while the oxygen atoms remain sol-
vated by the aqueous environment surrounding the core of the
micelle.

Within the core of the micelle, the ibuprofen molecules
aggregate with one another. In doing so, we find that methyl
carbon atoms and the carbon in between them (C10, C11 and

Fig. 5 Solubilisation of drugs. Figures (a) & (b) show the number of
drug molecules that have been solubilised within the Triton-X
100 micelle (blue) and within the core (orange) as a function of time for
ibuprofen and indomethacin, respectively. Figure (c) shows the number
of indomethacin molecules that are solubilised within the smaller
daughter micelle (SM), the larger (LM) daughter micelle, and the total
number of indomethacin in both after the original micelle divided.

Fig. 6 Hydration of drug molecules during the solubilisation process.
Number of water molecules hydrating the (a) O1 and O atoms in the ibu-
profen molecules and (b) O3, O4, N and Cl atoms in indomethacin as a
function of the distance of each atom from the interface of the core of
the micelle. Atom labels are the same as shown in Fig. 1.
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C12) form contacts with one another, as shown in Fig. 8a and
visualised in Fig. 8b. Representative aggregates of ibuprofen
molecules formed within the core of the micelle can be seen
in Fig. S5.† We have also investigated the contacts which exist
within the crystalline form of ibuprofen, which are shown in
Fig. S2a.† By comparing these two contact maps (Fig. S3a†), we
find that the packing of the drugs within the micelle are sig-
nificantly different than within their crystalline form. This is
largely due to the reorientation of the drugs in the micelle
such that the carboxyl group can interact with the surrounding
aqueous environment.

Triton X-100 micelles loaded with indomethacin

Structural properties. Like the other systems, we find that
the equilibrated micelle loaded with indomethacin consists of
almost all of the TX-100 molecules (∼146), but there are a few
surfactant molecules that are attempting to consistently join
and leave the micelle. As with ibuprofen, the solubilisation of
the indomethacin molecules causes the micelle to elongate.
However, this effect is more significant in the presence of
indomethacin (Fig. 3c), where the ellipticity increases to a
value of ∼7. After forming this elongated structure, the single
elongated micelle then splits into two smaller micelles (Fig. 9).
The daughter micelles that result from the division of the
initial micelle consist of 88 and 62 TX-100 molecules. Both of
these daughter micelles have smaller values of ellipticity than
the parent micelle before it split. One of the daughter micelles
is found to be still elongated and prolate in shape (ellipticity =
2.41 ± 0.01) with a maximum length of 92.7 ± 0.5 Å, while the
other is nearly spherical (1.36 ± 0.01), with a maximum length
of 78.0 ± 0.2 Å. Both of these values are smaller than the value
we found for the TX-100 micelle loaded with ibuprofen.

The SASA of the TX-100 micelle loaded with indomethacin
grows until it reaches a maximum value of ∼8.0 × 104 Å2

(Fig. 4c). After the micelle splits into two, the SASA values of
the daughter micelles remain fairly constant during the rest of
the simulation, as can be seen in Fig. 4d. Interestingly the sum
of the SASA values of the two daughter micelles (3.48 ± 0.01 ×
104 Å2 & 4.53 ± 0.01 × 104 Å2) is approximately the same as the
SASA value found for parent micelle before it split (∼8.3 × 104

Å2).

Solubilisation of indomethacin

Fig. 5b shows the number of indomethacin molecules that
have been solubilised within the micelle and the core of the
micelle, respectively, as a function of time. While the amount
of ibuprofen loaded into the micelle saturated after approxi-
mately 100 ns, the amount of solubilised indomethacin con-
tinues to increase until approximately 400 ns. At which point,
the number of indomethacin molecules solubilised in the
micelle and the core of the micelle reach values of 87 ± 1 and
77 ± 2, respectively. The amount of indomethacin that is solu-
bilised into the core of the micelle is approximately twice the
number of ibuprofen molecules solubilised in the core of the
micelle.

Fig. 7 Interactions between Triton X-100 surfactants and drug mole-
cules. Contact maps which show the amount of contact between an
atom on the surfactant molecule (x-axis) and an atom on the drug mole-
cule (y-axis) for (a) ibuprofen and (c) indomethacin. Diagrams of (b) ibu-
profen and (d) indomethacin molecules which have been coloured by
their amount of contact with neighbouring Triton X-100 molecules,
where the colours are consistent with those used in the contact maps.
Atom labels used within the contact maps are those shown in Fig. 1.

Fig. 8 Interactions between pairs of neighbouring drug molecules.
Contact maps which show the amount of contact between two atoms
on two neighbouring drug molecules for (a) ibuprofen and (c) indo-
methacin. Diagrams of (b) ibuprofen and (d) indomethacin molecules
which have been coloured by their amount of contact with neighbour-
ing drug molecules, where the colours are consistent with those used in
the contact maps. Atom labels used within the contact maps are those
shown in Fig. 1.
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The number of solubilised indomethacin molecules con-
tinues to increase after 400 ns and as a result the values of the
ellipticity and the solvent-accessible surface area for the parent
micelle continue to increase until the micelle splits. The
parent micelle divides into two after it solubilises ∼80 indo-
methacin molecules into the core of the micelle which results
in the micelle continuing to elongate until it becomes destabi-
lised and finally divides. After the parent indomethacin-loaded
TX-100 micelle divides into the two daughter micelles, the
amount of drug in each of the two new micelles is
constant and none of the drugs that remained in solution
were observed to solubilise into the micelles (Fig. 5c). The
smaller micelle which consists of 62 TX-100 molecules,
solubilises 40 ± 1 indomethacin molecules, whereas the
larger micelle, which consists of 88 surfactant molecules, solu-
bilises 50 ± 3 drug molecules. The ratio of indomethacin to
TX-100 in the two daughter micelles (0.65 & 0.57) is similar to
that found in the parent indomethacin-loaded micelle
before it divided (0.61). This ratio for the daughter micelles
(and the parent micelle) of the indomethacin-loaded systems,
however, is twice that found for the ibuprofen-loaded micelle
(0.34).

As was done for the ibuprofen molecules, we have calcu-
lated the hydration of the indomethacin molecules as they
approach the surface of the hydrophobic core of the micelle
(Fig. 6b). For the indomethacin molecules, we have used the
chlorine atom, nitrogen atom and the two oxygen atoms in the
carboxyl group in order to characterise the hydration of the
drug molecules. At large distances (r > 40 Å) from the hydro-
phobic core of the micelle, there are 0.80 ± 0.01, 1.86 ± 0.05,
1.85 ± 0.05 and 0.15 ± 0.01 water molecules around the chlor-
ine, O3, O4 and nitrogen atoms, respectively. The hydration of
all of the atoms remains constant until a distance of ∼15 Å
from the surface of the hydrophobic core of the micelle. Then
the hydration of the N and Cl atoms increase slightly until the
drugs are approximately 5 Å from the surface of the micelle’s
hydrophobic core, and then are dehydrated as the drugs get
close to the interface of the core of the micelle. Then the
oxygens, nitrogen and chlorine atoms are significantly de-

hydrated as they cross into the hydrophobic core of the
micelle.

After the drug molecules pass the interface of the core of
the micelle, all of the atoms are hydrated again to approxi-
mately the same amount as in the bulk aqueous environment.
Also the hydration of all four of the atoms we investigated for
the indomethacin molecules deeper inside the core of the
micelle (Δr < −10 Å) is larger than that found for the ibuprofen
molecules in the same region of the micelle.

We then looked at the number of water molecules as a func-
tion of Δr at various time points through the solubilisation
process (see Fig. S7c†). As time increases, which in the case of
the indomethacin-loaded micelle also corresponds to more
and more indomethacin in the core of the micelle (see
Fig. 5b), we observe an increase in the amount of water within
the core of the micelle. At times larger than 400 ns, we observe
that the amount of water in the core of the micelle exceeds
that found in either the TX-100 micelle (Fig. S7a†) or the ibu-
profen-loaded micelles (Fig. S7b†).

Internal structure of indomethacin-loaded Triton
X-100 micelles

As was calculated for the ibuprofen-loaded micelle, we again
determined the contacts between indomethacin and the sur-
factant molecules, and between the indomethacin molecules.
The indomethacin molecules interact with the TX-100 surfac-
tant molecules primarily via its chlorine atom (Cl), which
interacts with the benzene ring and the hydrocarbon chain
(atoms C19–C32) which form the hydrophobic tail of the sur-
factants (Fig. 7c & d). Meanwhile, the indomethacin molecules
in the core of the micelle bind to one another primarily via
their chlorobenzene group (atoms C9–C14 & Cl).
Representative clusters of indomethacin molecules within the
core of the micelle are shown in Fig. S6.† The carboxyl group
(atoms C19, O3 & O4) of the indomethacin molecules are not
interacting with either the surfactants or other indomethacin
molecules. Instead the carboxyl groups are oriented such that
they are interacting with the aqueous environment surround-
ing the micelle.

Fig. 9 Snapshots of the indomethacin-loaded Triton X-100 micelle at (a) t = 100 ns, (b) t = 300 ns and (c) t = 600 ns. As shown in these snapshots,
the Triton X-100 micelle splits into two daughter micelles of different sizes after 300 ns during the indomethacin solubilisation process. Red and
blue show the tails and the headgroups of surfactants respectively.
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As a point of comparison, we have determined the contact
map between neighbouring indomethacin molecules in its
crystalline form, as shown in Fig. S2b.† When comparing the
contact maps for the indomethacin in the core of the micelle
and that found for the drug in its crystalline form (Fig. S3a†),
we find that the chlorobenzene group plays a significant role
in the interactions between the drugs in both cases. In the
micelle, because the indomethacin molecules are oriented
such that their carboxyl group remains hydrated by the sur-
rounding aqueous environment, there is more disorder in the
respective orientations of the drug molecules than is found in
the crystalline form.

Discussion & conclusions

All-atom molecular dynamics simulations have been used to
investigate the internal structure of Triton X-100 micelles with
an aggregation number of ∼147 molecules. We find that there
the PEO chains of the Triton X-100 molecules are present
alongside the hydrophobic tails of the surfactant inside of the
core of the micelle. While we have not observed such behav-
iour in our investigations of surfactants with smaller hydro-
philic headgroups,58,60 the intrusion of PEO chains into the
hydrophobic core of micelles has been previously observed
experimentally Backspace in other PEO containing surfactant
molecules.61–64

We find that the TX-100 micelles without any drug are non-
spherical, which is consistent with the findings of Milano
et al.38 for micelles of a similar aggregation number. When
investigating the solubilisation of ibuprofen and indomethacin
into these micelles, we found that nearly twice as many indo-
methacin as ibuprofen molecules are solubilised within the
micelles. After becoming saturated with drug molecules, we
find that the size and shape of the equilibrated ibuprofen-
loaded micelles were elongated compared to the
TBackspaceX-100 micelles without any drug. In comparison,
upon becoming saturated with drug molecules, the indo-
methacin-loaded micelles become increasingly asymmetric
eventually spontaneously dividing into two daughter micelles
– a smaller, slightly asymmetric one and a larger, significantly
asymmetric one. In addition, we have determined the ellipti-
city of the hydrophobic core of the two daughter micelles over
time, which shows that the core of the larger of the daughter
micelles is more dynamic than the smaller micelle.

The SANS experiments that we have conducted in parallel
to these simulations show that the TX-100 micelle is non-
spherical being model-fitted as a core–shell prolate ellipsoid
when it is not loaded with any drug molecules (Fig. 10a &
Table 2), which is consistent with what we find via our MD
simulations. We, also, find that the average maximum dia-
meter of our simulated micelle is 107.8 Å, which is in reason-
able agreement with the longest dimension of the micelle as
suggested by the fitting of the SANS data (((20.4 Å × 3.8) +
6.7 Å) = 168.8 Å). It is worth commenting that the aggregation
numbers obtained from SANS and the MD simulations are not

exactly the same because of the limitation of using only one
contrast (i.e. protiated drug and surfactant dispersed in D2O)
for the SANS data which does not allow us to establish
whether any PEO is intruding into the core of the micelle. To
establish this, it would be necessary to use additional contrasts
using deuterated drug and surfactant (neither of which are
readily available) and then to perform a simultaneous con-
strained model fit across all of the measured data. However,
the SANS data shows that the ibuprofen-loaded
TX-100 micelles are more asymmetric than the indomethacin-
loaded TX-100 micelles, which in turn are more asymmetric
than the micelles with no drug. When considering the MD
simulations, and in particular the average ellipticity of the two
daughter micelles which form after the unstable, indometha-
cin-saturated micelle divides in two, the results are reassur-
ingly consistent with the SANS results. (It should be noted
here that the measured SANS profiles, recorded over several
minutes, will show the scattering arising from individual
aggregates weighted according to their volume.) The ibupro-
fen-loaded micelle is more asymmetric than the average of the
two daughter, indomethacin-loaded, micelles, which are both
more asymmetric than the micelle in the absence of any drug.

As the drug molecules are solubilised in the micelle, we
find that the polar atoms are significantly dehydrated as they
pass from the hydrated PEO rich corona of the micelle to the
micelle’s core. Once they have penetrated into the micelle
core, the drug molecules reorient such that their carboxyl
groups are rehydrated by the water in the aqueous environ-

Fig. 10 Measured SANS profile for (a) a 10 wt% dispersion of Triton
X-100 in D2O and for a 7.5 wt% dispersion of Triton X-100 in D2O with
added (b) ibuprofen and (c) indomethacin. Error bars show the standard
errors on the measured data, and the model fitted curve in each plot
(red) shows the calculated scattering intensity (I(Q), cm−1) as a function
of momentum transfer (Q, Å−1), assuming the parameters presented in
Table 2.
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ment. As the interactions between the indomethacin mole-
cules were more extensive than those between ibuprofen mole-
cules, this resulted in the formation of several larger aggre-
gates within the core of the micelle than is found with ibupro-
fen. The formation of these larger aggregates of indomethacin
within the drug-saturated micelle result in the destabilisation
of the initial micelle such that it divides into two smaller
micelles. Significantly, we do not observe any such destabilisa-
tion of the ibuprofen-loaded micelle which is considered to be
due to the fact that the ibuprofen molecules do not interact as
extensively with one another in the micelle and therefore do
not aggregate as much. A previous experimental investigation
of the solubilisation of various drug molecules in sodium
lauryl sulfate found more loading of indomethacin than ibu-
profen in their resulting micelles,65 which is the same trend
we observe with our simulations. The results in our study
provide details of the molecular scale mechanisms which lead
to this trend and in our case the disruption of the micelles
that form when solubilising the indomethacin. These results
show that when designing drug-delivery vehicles the inter-
actions between all of the components present (drugs and sur-
factant(s)) will play a significant role in the stability of the for-
mulation and the size and shape of the nanoparticles that
result.
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Chapter 4

NSAID solubilisation promotes

morphological transitions in

Triton X-114 surfactant micelles

The following chapter investigates micelles formed by Triton X-114 non-ionic

surfactants and their morphological transition induced by drugs solubilizing

inside of the micelle. The encapsulation of two poorly-soluble, non-steroidal

anti-inflammatory drugs (NSAIDs), ibuprofen and indomethacin, was investi-

gated. The results show a larger number of indomethacin molecules being

encapsulated inside of the micelle, than ibuprofen molecules. The encap-

sulation process results in elongation of the initially semi-spherical micelles,

whereas the pure micelle remains semi-spherical. Furthermore, indomethacin

solubilization induced a disruption in the initial micelle, resulting it to be split

in two. This work extends the previous chapter by examining how a micelle

formed by a shorter Triton X-114 (8 ethylene glycol units) surfactant will differ

in its solubilizing and structural properties from those formed by Triton X-100

(10 ethylene glycol units). The results have shown an increased number of

ibuprofen molecules solubulizing in Triton X-114 micelles in comparison with

the micelles formed by Triton X-100, which indicates that due to the shorter

hydrophilic sections in Triton X-114, the diffusion of poorly-soluble drugs is

enhanced.
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In the results section of the paper, the contact maps and structure dia-

grams of the molecules are presented. The color-coding in these diagrams is

the same as used in the the contact maps: atoms with the largest amount

of contact are depicted in red, while atoms engaged in the least number of

contacts are represented in blue.

The article included in this chapter has been published in Journal of

Molecular Liquids in 2022 with Hrachya Ishkhanyan as its first author. The

molecular dynamics simulations were performed by Hrachya Ishkhanyan. The

trajectories were analyzed by Hrachya Ishkhanyan except for the calculation

of the intrinsic densities. The scripts and tools for the analysis, unless stated

otherwise, were developed by Hrachya Ishkhanyan except for the code that

calculates the intrinsic densities. The manuscript was written by Hrachya

Ishkhanyan and edited by Robert M. Ziolek, David J. Barlow, M. Jayne

Lawrence, Armen Poghosyan and Christian D. Lorenz. Figures, diagrams

and graphs were produced by Hrachya Ishkhanyan and Robert M. Ziolek. The

supplementary information to this article is shown in Appendix B.
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a b s t r a c t

The structural properties of micelles formed by the non-ionic surfactant, Triton X-114 (TX-114), were
investigated using all-atom molecular dynamics (MD) simulations. Additionally, we investigated the
effect of the solubilisation of the sodium salts of two nonsteroidal anti-inflammatory drugs, ibuprofen
and indomethacin, upon the structural properties of TX-114 micelles. The micelle in absence of the drugs
has an aspherical shape. We find that as the micelle continues to solubilise drug molecules, its shape
becomes even more elongated. The solubilised drug molecules are observed to take orientations within
the core of the micelle that allows their carboxyl groups to remain hydrated by the surrounding interfa-
cial solvent. Also we find that the increased aggregation of indomethacin via p� p stacking of its
chlorobenzene group leads to destabilisation of the micelle. In the ibuprofen-loaded micelle, where the
solubilised drug molecules do not aggregate to the same degree, we find that the drug-loaded micelle
remains stable. These results provide a mechanistic description of how the solubilisation of NSAIDs drives
morphological changes in TX-114 micelles. Additionally, we show how the physico-chemical properties
of both surfactants and drug molecules can play a significant role in the stabilisation of drug delivery
vehicles.

� 2022 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Drug delivery systems are used to control the precise delivery of
therapeutics to a biological target. With advances in nanotechnol-
ogy, drug carriers are continually improving, providing better sol-
ubilisation properties and more precise control over where drug
molecules are delivered [1,2]. A wide range of materials are used
to manufacture drug delivery vehicles (DDV), including polymers,
lipoproteins, nanoparticles, and surfactants [3–13].

One major family of DDVs are self-assembled nanostructures.
Self-assembly enables a simple and cost-efficient method for creat-
ing nanoparticles. During the self-assembly process, the materials
organize into ordered nanostructures through non-covalent inter-
actions. In the work reported here, we focus on surfactant-based
DDVs. Surfactants (a portmanteau of ‘surface active agents’) are
amphiphilic molecules, which have two covalently linked moieties

- a hydrophilic headgroup and a hydrophobic tail. As a result, they
self-assemble in aqueous solutions into structures such as micelles
or liposomes [14–16]. Because of these unique properties, surfac-
tants are commonly used as detergents, emulsifiers, antimicrobial
agents, protein denaturation agents and DDVs [17–19]. Non-ionic
surfactants have become attractive materials for the latter, because
of their biodegradability and their lower toxicity relative to the
charged surfactants [20]. With their high drug-loading capacity,
cost-efficiency and simplicity of production, surfactant-based
micelles are attractive candidates as DDVs [14].

In this manuscript, we are investigating the non-ionic surfac-
tant Triton X-114 (TX-114). TX-114 surfactants consist of a hydro-
philic polyethylene oxide (PEO) headgroup, comprising eight EO
units, and a 4-(1,1,3,3-tetramethylbutyl)-phenyl hydrophobic tail.
TX-114 is well-known to self-assemble into micelles in aqueous
solution [21] and is commonly used in cell lysis and protein extrac-
tion [22]. However, only a small number of previous studies have
investigated this surfactant and its self-assembly using computa-
tional methods. Yordanova et al. reported optimized CHARMM
parameters for TX-114, which we have used in this work [23]. Fur-

https://doi.org/10.1016/j.molliq.2022.119050
0167-7322/� 2022 The Author(s). Published by Elsevier B.V.
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thermore, Ritter et al. described the prediction of the micelle water
partition coefficients for different micelles including those made
from TX-114, [24] using the COSMOmic software package [25].

Nonsteroidal anti-inflammatory drugs (NSAIDs) are therapeutic
agents used primarily for the treatment of pain and inflammation
[26–29]. The poor solubility of NSAIDs complicates the develop-
ment of oral or injectable pharmaceutical formulations used to
deliver these drugs and restricts their application in oral and par-
enteral applications [30–34]. Therefore, the design of formulations
for NSAIDs is challenging, requiring investigations into the solubil-
ity of this class of drugs in the presence of surfactants [35–42].
Understanding the atomistic interactions that underlie the solubil-
isation of NSAIDs within surfactant micelles, as revealed in this
work, provides important information that is necessary to further
improve these formulations.

In this study, we use all-atom molecular dynamics (MD) simu-
lations to investigate the solubilisation of ibuprofen (C13H18O2) and
indomethacin (C19H16ClNO4) sodium ions (Fig. 1), and their effect
on the structural properties of TX-114 micelles. Both of these drugs
are deprotonated at neutral pH. Nevertheless, despite this ionisa-
tion, these drugs are poorly soluble in aqueous solution, and in
order to increase their bioavailability, DDVs are used. Our simula-
tions show that significantly more indomethacin than ibuprofen is
solubilised in the Triton X-114 micelles. This increased solubilisa-
tion of indomethacin is found to be driven by strong interactions
between different indomethacin molecules in the core of the
micelle, which leads to large aggregates of drug molecules within
the micelle. As a result, we find that the solubilisation process of
the indomethacin ions results in the Triton X-114 micelle finally
splitting into two daughter micelles, which are unequal in size.

2. Methods

2.1. Molecular dynamics simulations

We have studied three systems: a TX-114 micelle in aqueous
solution, and a TX-114 micelle interacting with each of the two
NSAIDs, ibuprofen and indomethacin (Fig. 1a & b, respectively).
The CHARMM36 General Force Field (CGenFF) was used to model
ibuprofen and indomethacin [43]. The TX-114 molecules were
modelled by the CHARMM parameters reported by Yordanova
et al. [23]. Water was modelled with the CHARMM-modified TIP3P
potential [44]. All simulations were performed using the GROMACS
2020 simulation engine[45].

The TX-114 micelle was pre-assembled into a spherical struc-
ture using Packmol [46]. The micelle-only simulation was con-
ducted with a box of initial dimensions 120� 120� 120 Å3. In

the case of the two NSAID-containing systems, 100 ibuprofen or
indomethacin molecules were randomly placed in at a minimum
distance of 38 Å from the surface of the pre-assembled micelle
within a 130� 130� 130 Å3 simulation box. All systems were sol-
vated with water molecules. Table 1 shows the number of water,
surfactant and drug molecules in each of the simulated systems.
Since both of the drugs are singly deprotonated in neutral pH,
100 sodium ions were added to neutralise the total charge of each
drug-containing system.

The steepest descent algorithm was used to minimise the
energy of each system (5� 103 steps). Then each system was
brought to thermal equilibrium in the NVT ensemble for 75 ps,
reaching a target temperature of 303.15 K using the Nosé-Hoover
thermostat [47,48]. Subsequently, the density was equilibrated to
1 bar at 303.15 K within 300 ps using the Nosé-Hoover thermostat
and Parrinello-Rahman barostat [49]. A final box size of
118:8� 118:8� 118:8 Å3 was reached for the pure micelle system
and 133:8� 133:8� 133:8 Å3 for systems containing the NSAIDs.
All equilibration simulations were performed without constraints,
using a 1 fs timestep. Production simulations were performed in
the NPT ensemble at 303.15 K and 1 bar, again using the Nosé-
Hoover thermostat and Parrinello-Rahman barostat. A 200 ns sim-
ulation of the TX-114 micelle in solution was sufficient to observe
structural equilibration of the micelle, as judged by the rapid equi-
libration of its radius of gyration and ellipticity. Each simulation for
the drug-containing micelles was run for 1 ls, to allow for drug
molecules to diffuse towards, and interact with, the micelle. The
cut-off distances for electrostatic and Lennard-Jones potentials
were set to 12 Å. Long-range electrostatic interactions were calcu-
lated using the Particle-Mesh Ewald method. In each of the produc-
tion simulations, hydrogen-containing bonds were constrained
using the LINCS algorithm [50] in order to use a timestep of 2 fs.

2.2. Analysis

All simulation analysis was performed using in-house Python
codes, which make wide use of the MDAnalysis package [51,52].
Simulation visualisations were produced using VMD [53].

Structure of the micelles. The radius of gyration (rg) of a micelle
consisting of N atoms, each having mass mi and Cartesian coordi-
nates ri, is defined with reference to the micelle’s center of mass
(rCOM) as:

rg ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
M

XN
i¼1

mijri � rCOMj2
vuut ð1Þ

Fig. 1. Chemical structures of molecules studied by MD simulations. (a) ibuprofen, (b) indomethacin, and (c) Triton X-114 (for which n ¼ 8).
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The shape of the micelle was characterized by its ellipticity (�),
which is defined as:

� ¼ Imax

Imin
; ð2Þ

where Imax and Imin are the largest and smallest moments of inertia
of the micelle. We note that in the case of a perfect sphere, � ¼ 1
and � increases as the micelle becomes more non-spherical. The
shape of the micelle can be further characterized by comparing
the moments of inertia with respect to principal axes of the micelle.
The micelle is oblate, if two values are close to each other and larger
than the third, prolate, if smaller than the third, spherical if all val-
ues are approximately the same and triaxial, if all values differ. The
solvent-accessible surface area (SASA) of the micelles was calcu-

lated using the Shrake-Rupley algorithm with a probe radius of
1.4 Å[54,55].

The intrinsic core–shell interface (ICSI) algorithm was used to
investigate the internal and interfacial structure of the TX-114
micelle in solution, as previously applied to polymer micelles made
from Tetronic 904 and Pluronic L64 [56,57]. The intrinsic density of
each micelle component (in this case, the hydrophobic TX-114
tails, its hydrophilic PEO chains, and water) is expressed as follows,
using a spherical polar coordinate (r; h;/) basis:

~q rð Þ �
X
i

d r � ri � n h;/ð Þð Þ½ �
Si rð Þ

* +
ð3Þ

Here ri is the r-position of atom i and n h;/ð Þ is the r-position of the
intrinsic core–shell interface. Since the normalisation factor, the

Table 1
Composition of the different simulation systems. The number of different molecular species included in each simulation and the concentration of TX-114 in each simulation.

System NSAID Surfactant Water TX-114 Conc. [moldm�3]

TX-114 0 150 51958 0.14
TX-114 - IBUP 100 150 74779 0.11
TX-114 - INDO 100 150 74437 0.11

Fig. 2. Structure of the TX-114 micelle. (a) Intrinsic density of the TX-114 micelle obtained using the ICSI method: hydrophobic tails (red), hydrophilic PEO chains (orange)
and water (blue). (b) Snapshot of TX-114 micelle. Probability distributions of the different values of (c) ellipticity and (d) the solvent accessible surface area (SASA).
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average volume of each shell, Si rð Þ, cannot be found analytically, we
use Monte Carlo integration to find this quantity as

Si rð Þ ¼ niVbox

N
; ð4Þ

Note that ni is the number of random points identified in the shell in
which atom i is found and Vbox is the average volume of the simu-
lation box (both averaged over all of the different frames analysed).
N is the total number of random points used in the normalisation
process. Given the highly non-spherical and disordered nature of

the TX-114 micelles in the presence of the drug molecules, it was
not appropriate to use this method, with its spherical polar coordi-
nate basis, to investigate these systems in the same way.

Drug solubilisation within the micelles. To evaluate drug solubil-
isation, the distances between the centers of masses (COM) of drug
molecules and the TX-114 surfactants were calculated. If a drug is
found within 5 Å of the nearest surfactant, it is considered to be
solubilised (Fig. S15). The cut-off distance of 5 Å was selected by
measuring the minimum distance between reference atoms within
ibuprofen and indomethacin molecules and in Triton X-114 surfac-
tant molecules.

Fig. 3. Solubilisation of drugs within TX-114 micelles. The number of drug molecules solubilised within the micelle as a function of time for the (a) ibuprofen and (c)
indomethacin systems. (e) The number of indomethacin molecules solubilised within the smaller daughter micelle (SM), the larger (LM) daughter micelle, and the total
number of indomethacin in both micelles after the original micelle splits. Snapshots of the systems: (b) TX-114-IBUP, (d) TX-114-INDO before splitting and (f) TX-114-INDO
after splitting.
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The hydration of the drug molecules was characterized by cal-
culating the number of water molecules as a function of their radial
distance from the nearest surfactant Dr ¼ rd � rs, where rd and rs
are the radial distances of the drug molecule and the hydrophobic
tails of its nearest surfactant, respectively, from the micelle’s cen-
ter of mass. A value of Dr > 0 indicates that the drug molecules are
outside of the hydrophobic core of the micelle, while Dr < 0
implies the drug is buried within the micellar core. This analysis
is useful since the disordered structures of the micelles in the pres-
ence of NSAIDs are otherwise challenging to analyse.

The radial distribution function (RDF) is defined as

g rð Þi;j ¼
q rð Þi;j
qj

ð5Þ

where g rð Þi;j is the probability of finding a particle of type j at a dis-
tance r from a reference particle of type i;q rð Þi;j is the density of
type j particles at a distance r from a type i particle and qj is the
average density of type j particles. The coordination number of
water around selected drug atoms of interest was calculated using
the position of the first minimum in their respective RDFs
(Fig. S1). Values of 3:5 Å and 7:2 Å were used for the chlorine and
nitrogen atoms in indomethacin, respectively. A value of 2:8 Å
was used for the carboxylate oxygen atoms found in both drugs.

Contact maps were generated to characterise the drug-drug and
drug-surfactant interactions in detail. The distances between all of
the non-hydrogen atoms of the corresponding molecules were cal-
culated, with any distance less than 5 Å deemed to indicate atoms
in contact. These calculations were averaged over the final portion
of the trajectories, where the number of solubilised drug molecules
had reached stationarity. The contacts maps are normalised inde-
pendently, with a value of 1 identifying the most frequent interac-
tion in each case. The distribution of drug cluster sizes at different
times during the simulation was calculated using a graph-
theoretical approach described previously [56]. Here, we used a
cutoff distance of 7.5 Å between N atoms (for indomethacin) and
C8 atoms (for ibuprofen).

3. Results

3.1. Pure Triton X-114 micelle

The Triton X-114 micelle is stable in an aqueous environment,
as demonstrated by the distribution of the number of surfactant
molecules found in the micelle shown in Fig. S2, which shows at
most a few molecules are found isolated in solution at any one
time. The distribution of PEO headgroups and the hydrophobic tails
of the TX-114molecules within the micelle are shown in the plot of
the intrinsic density (Fig. 2a). We note that the core of the micelle

Fig. 4. Interactions between TX-114 surfactants and drug molecules. Contact maps which show the amount of contact between an atom on the surfactant molecule (x-
axis) and an atom on the drug molecule (y-axis) for (a) ibuprofen and (c) indomethacin. Diagrams of (b) ibuprofen and (d) indomethacin molecules which have been coloured
by their amount of contact with neighbouring Triton X-114 molecules, where the colours are consistent with those used in the contact maps. Atom labels used within the
contact maps are those shown in Fig. 1.
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consists predominantly of the hydrophobic tails of TX-114, as
expected for the micelles formed by a typical amphiphile. The
peaks in the hydrophobe intrinsic density for �10 Å < r < 0 Å are
indicative of the reordering of the tails at the interface with water.
We also observe a significant population of PEO chains within the
core of the micelle, which has been proposed to occur previously
by Elworthy et al [58]. This is different to the analogous observa-
tion for micelles made of amphiphilic block copolymers with larger
hydrophobic blocks: a more effective partitioning is observed in
the case of Pluronic L64 and Tetronic 904 [57], where very little
PEO density is observed in the core of the micelle. We do, however,
observe the exclusion of water from the hydrophobic core of the
micelle. We also see a small peak in the density of water at approx-
imately 3.5 Å, which is a characteristic signature of water ordering
at a hydrophobic interface. Additionally, from the application of
the ICSI method, we are able to determine the average core radius
of the micelle as 19:8� 0:4 Å.

The ellipticity of the TX-114 micelle, which remains approxi-
mately constant during the course of the production simulation
(Fig. S4a), is 1:6� 0:1 (Fig. 2c). Therefore, the micelle has adopted
a triaxial shape, where the length of its primary axis is found to be
101:2� 0:2 Å. The surface area of the micelle is determined by
measuring its solvent accessible surface area (SASA), which also
remains approximately constant throughout the production simu-
lation (Fig. S6a) and has an average value of
4:745 � 0:009 � 104 Å2 (Fig. 2d).

3.2. Solubilisation of NSAIDs within the TX-114 micelle

After ibuprofen and indomethacin are placed into the aqueous
environment around a TX-114 micelle, we see that approximately
40 drug molecules solubilise in the micelle within 40 ns (Fig. 3a &
c). In the case of ibuprofen we find that the there is a slight increase
in the amount of drugs solubilised within the micelle and then
after 200 ns the amount of drug in the micelle remains approxi-
mately constant (51� 4). Approximately 64% of the ibuprofen
molecules are solubilised within the hydrophobic core of the
micelle, while the remainder are solubilised within the EO hydro-
philic corona of the micelle. The solubilisation of ibuprofen within
the micelle results in the micelle transitioning to a prolate, rod-like
shape (ellipticity � 2:53� 0:03, Fig. S4b). With this transition in
shape of the micelle, the major axis of the micelle is 36% longer
than the pure micelle (137:7� 7:3 Å) and the solvent accessible
surface area increases to 5:621� 0:007� 104 Å2 (Fig. S6b).

During the solubilisation of indomethacin, we observe that the
amount of drug solubilised in the micelle continues to increase
until t � 900 ns. During this time, 80� 3 indomethacin molecules
are solubilised within the micelle, which is approximately 1:4
times larger than found with ibuprofen. We find that approxi-
mately 66% of the indomethacin molecules are solublised in the
hydrophobic core of the micelle, with the remaining 34% located
in the corona of the micelle. As with the ibuprofen-loaded micelle,
we observe that the micelle transitions to a rod-like shape (elliptic-

Fig. 5. Interactions between pairs of neighbouring drug molecules. Contact maps which show the amount of contact between two atoms on two neighbouring drug
molecules for (a) ibuprofen and (c) indomethacin. Diagrams of (b) ibuprofen and (d) indomethacin molecules which have been coloured by their amount of contact with
neighbouring drug molecules, where the colours are consistent with those used in the contact maps. Atom labels used within the contact maps are those shown in Fig. 1.
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ity � 3:71� 0:02, Fig. S4c). As a result of this change in shape, the
solvent accessible surface area of the micelle also increases to
6:575� 0:018� 104 Å2 (Fig. S6c).

Unlike with ibuprofen, we find that the solubilisation of indo-
methacin destabilises the drug-loaded micelle within the simula-
tion timescale. We note that dynamic morphology changes occur
for surfactant micelle with and without the solubilisation of small
molecule,[59,60], however only as a result of indomethacin solu-
bilisation are we are able to observe this phenomenon here directly
on a millisecond timescale. The original TX-114 micelle splits into
two daughter micelles. The two resulting micelles have different
aggregation numbers, where the larger micelle consists of 100 sur-
factant molecules and the smaller micelle consists of 50. Indo-
methacin molecules are solubilised in both of the daughter
micelles with 43� 2 and 32� 2 drug molecules in the larger and
smaller micelle, respectively. In both of the daughter micelles,
70% of the drug molecules are solubilised in the hydrophobic core
of the micelle and the rest are found in the hydrophilic corona of
the micelle.

Both of the daughter micelles are more spherical than the par-
ent micelle was when it destabilised, with the smaller daughter
micelle having a spherical shape (ellipticity � 1:32� 0:01) and
the larger one remaining prolate (ellipticity � 1:88� 0:01) as
shown in Fig. S4d. As shown in Fig. S6d, the larger daughter micelle

has a major axis length of 109:7� 0:9 Å and a solvent accessible
surface area of 3:960� 0:007� 104 Å2, while the smaller micelle
has a major axis length of 73:4� 0:2 Å and a SASA of
2:207� 0:004� 104 Å2.

3.3. Specific Interactions between NSAIDs and TX-114 Micelles

Fig. 4 shows the contacts between the drug molecules and the
TX-114 surfactant molecules, where each axis is labeled with the
atom names shown in Fig. 1. For both drugs we find that they pri-
marily interact with the same regions of the TX-114 surfactant: the
4-(1,1,3,3-tetramethylbutyl) group (atoms C5 & C6) and the ben-
zene ring (atoms C1A - C1F) found in the hydrophobic tail of the
surfactant molecule. Also, we find that the regions of the two drug
molecules that interact with the surfactant molecules are largely
driven by the fact that the drug molecules orient themselves
within the core of the micelle so that their carboxylate groups
remain hydrated by the water at the interface of the core of the
micelle (Fig. S5). As a result, the carboxylate groups of the ibupro-
fen and indomethacin ions have only minimal contact with the EO
monomers in the hydrophilic headgroups of the surfactant mole-
cules (Fig. 4b & d). The methyl groups of the ibuprofen molecules
are the primary portion of the drug molecule that is in contact with

Fig. 6. Evolution of drug clustering during the simulations. Distribution of cluster sizes for ibuprofen during the initial stages (a) and the final stages of the simulation (b).
Distribution of cluster sizes for indomethacin during the initial stages of the simulation (c) and the final stages of the simulation (d). We see that solubilisation does not
particularly affect the aggregation of ibuprofen, while the assembly of large indomethacin aggregates are promoted by solubilisation.
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the surfactant molecules. As for indomethacin, we see that the Cl
atoms and the C12 - C14 carbons in the neighbouring benzene ring
make significant contact with the hydrophobic tails of the surfac-
tant molecules (Fig. 4d).

In Fig. 4, we show that during the solubilisation process of each
drug there is some interaction of the drug molecules with the EO
headgroups of the TX-114 surfactant molecules (atoms CA1 - CB2
& O1 - O3). For both ibuprofen and indomethacin the contact with
the EO groups is distributed across the whole drug molecule, which
indicates that there is no preferential interaction between the
drugs and the EO groups, only that the drugs pass by them while
moving towards the core of the micelle.

3.4. Aggregation of NSAIDs within Triton X-114 micelles

In order to determine the amount of aggregation of the two dif-
ferent NSAIDs within the core of the micelles, we have measured
the amount of contact between the solubilised drug molecules. In
Fig. 5a, we see that the ibuprofen molecules interact with one
another via the methyl groups (atoms C9 - C12) on one end of
the drug molecule (Fig. 5b). It is worth noting that the same region
of ibuprofen is involved in the interactions with other ibuprofen
molecules as well as the surrounding surfactant molecules.

Meanwhile the interactions between solubilised indomethacin
molecules show that significant interactions are found between
the chlorine (Cl) atom, the atoms in the neighbouring benzene ring
(atoms C9 - C14) and then the ketone group (atoms O2 & C1)
(Fig. S13a). As such, the primary mechanism of interaction
between the indomethacin molecules is p� p stacking of their
aromatic rings. Then the indomethacin molecules interact via their
Cl atoms with the surfactant molecules.

Fig. 6 shows the distribution of drug cluster sizes at the start
and end of each simulation. As we have demonstrated in previous
sections, at the start of each simulation, most drug molecules are
found free in solution, while by the end of each simulation, these
molecules are mostly interacting with the TX-114 micelles. We
see that at early stages of the simulations, � 75% of ibuprofen clus-
ters contain only a single molecule, while only � 45% of indo-
methacin clusters correspond to free molecules at the same time.
Interestingly, we note that interactions with the micelle do not
particularly promote aggregation of ibuprofen, while a range of lar-
ger indomethacin aggregates are formed later in the simulations,
driven by interactions with the micelle.

To probe these observations in more detail, we calculated the
average drug cluster size as a function of its degree of solubilisation
within the micelle (denoted by the number of contacts between
each drug molecule and non-hydrogen surfactant atoms). We used
a rather large interaction cutoff definition (10 Å) when measuring
drug-surfactant contacts so as to be sensitive to the overall local
environment of the entire drug molecule. These results are pre-
sented in Fig. S16. We note that significant clustering of indo-
methacin is promoted by contact with a relatively small number
of TX-114 interactions and that its clustering is reduced as indo-
methacin molecules come into contact with a greater number of
TX-114 atoms. The dependence of clustering upon the degree of
TX-114 contacts is not seen as dramatically in the case of ibuprofen
but follows a similar overall trend.

4. Conclusions

In this manuscript, we report on the size, shape and structural
properties of a Triton X-114 micelle with an aggregation number
of � 150 molecules. Previously, Yordanova et al. investigated the
self-assembly of TX-114 micelles with MD simulations and deter-
mined the eccentricity values for micelles of various aggregation

numbers [23]. Their results show that micelles with an aggregation
number of more than 33 are non-spherical, which is consistent
with the observation made here for our significantly larger
micelles.

We have also investigated how the solubilisation of NSAIDs
affect the structural properties of Triton X-114 micelles. In doing
so, we have observed that TX-114 micelles solubilise more ibupro-
fen molecules than their TX-100 counterparts [61], during the
same timescales. This trend is consistent with the experimental
observation that for a variety of NSAIDs more drug molecules are
solubilised in Triton X-114 micelles than those consisting of Triton
X-100 [41,42]. In those experimental studies, the authors have sug-
gested that this is due to the larger aggregation number found for
Triton X-114 micelles in comparison to Triton X-100 micelles, and
therefore a larger micelle size that accommodates more drug mole-
cules. However, our two investigations, in which we have chosen
to use the same aggregation number for each surfactant, suggest
that it is not merely due to the difference in aggregation number
and instead is a result of the smaller number of ethylene oxide
monomers in the hydrophilic headgroups of the Triton X-114 sur-
factants, which allow for faster diffusion of the drug molecules to
the core of the micelle where they are solubilised. In the case of
indomethacin, we observed that as the micelle solubilises indo-
methacin molecules it becomes increasingly large in size and
increasingly rod-like in shape until eventually it divides into two
unequally sized daughter micelles. These daughter micelles are
then, of course, smaller than the pure Triton X-114 micelles. This
was also observed in the case of our previous work in which we
investigated indomethacin-loaded Triton X-100 micelles [61].
Experimentally, Ullah et al. have found that Triton X-100 and X-
114 micelles reduce in size when loaded with Meloxicam and Cele-
coxib, two other NSAIDs, unlike micelles made of other nonionic
surfactants, including Tween 20, Tween 80, Brij 30 and Brij 35,
whose size remains unchanged [42]. Our observation of the micelle
division into smaller micelles upon loading of indomethacin pro-
vides a potential mechanistic description of the process by which
this decrease in size occurs.

We find that both of the NSAIDs that we have studied primarily
solubilise in the hydrophobic core of the micelle (64% of ibuprofen
& 70% of indomethacin) but both drugs have significant numbers
solubilised within the hydrophilic corona of the micelle as well.
Within the hydrophobic core of the Triton X-114 micelles, we find
that both drugs take preferential orientations. We find that they
align such that their carboxylate groups are at the interface of
the hydrophobic core of the micelle where they can remain
hydrated by surrounding water molecules, and the rest of the drug
molecules are located deeper within the core of the micelles where
they form hydrophobic interactions with the hydrophobic tails of
the Triton X-114 molecules and the hydrophobic groups of neigh-
bouring drug molecules. The interactions we observe between the
carboxylate group and the 4-(1,1,3,3-tetramethylbutyl) group of
the ibuprofen molecules and the benzene ring of the Triton X-
114 molecules are consistent with the experimental findings of
Rub which showed that the same two molecules interact via their
respective hydrophobic regions [40].

Importantly, we show here that the interactions between the
drug molecules themselves and between the drugs and surfactants
within a drug delivery vehicle are both important to consider when
designing a stable formulation. As in the case of the indomethacin-
loaded TX-114 micelles, we observe that there is significant aggre-
gation of the drug molecules within the core of the micelle, which
leads to the destabilisation of the micelle. The ibuprofen molecules
do not form large clusters within the core of the micelle, and the
micelle remains stable with the larger aggregation number. This
insight provides important information for the further optimisa-
tion of Triton-based drug delivery formulations.
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Chapter 5

AICON: A Python package to

analyze aspherical nanoparticles

Being able to accurately describe the interface of a nanoparticle is key to under-

standing key aspects including the internal structure and interfacial properties

which govern the functionality of the nanoparticle. Currently, the compu-

tational methods that exist to define the interface of a nanoparticle provide

reasonable results for sphere-like nanoparticles but are not suitable to analyze

aspherical structures, such as capsules, or rod-like structures. In this chapter,

aspherical interface constructor for nanoparticles (AICON), a new algorithm

which can be used to describe both sphere-like and aspherical nanoparticles

is proposed. With the accurate description of the location of the interface

of the nanoparticle, this algorithm then allows for various other important

quantities (e.g. densities of different atom/molecule types relative to the in-

terface, volume of the nanoparticle, amount of solubilized molecules within the

nanoparticle) to be calculated. Furthermore, a protocol is described, that can

help enhance the performance of Python codes for computationally intensive

projects.

5.1 Introduction

In biomedicine, nanoparticles have become an important area of research, with

a wide-range of applications, e.g. biomedical imaging,196,197 drug delivery.198,199
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Understanding their interfacial properties, which governs their interactions

with the solute, the substrate and with each other, is crucial, in order to de-

velop high quality materials. The surface of a nanoparticle can be modified in

numerous ways, to alter its functionality and tailor it for a specific target.200,201

The shape, size and surface area of a nanoparticle also play an important role

in various interactions, and therefore are used to optimise nanoparticles and

nanoparticle formulations.202

Molecular dynamics (MD) simulations provide time-dependent atomistic

description of coordinates and forces for a many-particle system. By obtaining

every atom’s position, one is able to describe the water-nanoparticle interface

in many ways. Furthermore, having information about the interface, allows

one to quantify various useful properties, such as volume, hydration, density

profiles, solubilization of different molecules inside of the nanoparticle, etc.

There are several methods to describe surfaces and interfaces, such as the

marching cubes algorithm,203 Willard-Chandler method,204 etc.

Allen and Lorenz170 suggested a method to construct continuous interfaces

for simulated nanoparticles. Ziolek et al,188 proposed an alternative approach

to describe the intrinsic core–shell interface (ICSI) of a structure. The above-

mentioned methods show great results with nanoparticles that have spherical

or quasi-spherical shape. However, this methodology is not suited to describe

situations in which the nanoparticles are not highly symmetric. In this work,

an algorithm to define a core-shell interface regardless of the asphericity of the

nanoparticle is proposed. Furthermore, calculations of the volume and density

profiles of different atoms in regard to the interface are demonstrated. Addi-

tionally, a detailed description of the algorithmic implementation using Python

programming language has been included highlighting software optimization

for dealing with intensive computational cases.
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5.2 Methods

The AICON package has been written in Python and Cython205 with an ex-

tensive use of MDAnalysis,206,207 NumPy,208 and SciPy209 libraries.

5.2.1 Defining the interface

To define the interface, one must first provide a list of the atoms that make

up the core of the nanoparticle. In order to input this list of atoms, the

algorithm utilises the capability of MDAnalysis to easily generate atomic group

definitions. Then, to define the internal and interface regions of a nanoparticle,

convex hull algorithm, as implemented in the SciPy library, was used. As

described in Chapter 2, a convex hull for a given set of points is the smallest

convex set containing these points. After defining the hull, the volume and

densities can be calculated.

Volume calculation: The volume can be calculated via two well-

established methodologies - Monte Carlo integration, or a Riemann sum

method. In the first case, the grid is populated by random points, and for

every point a check occurs whether the point is inside of the hull or not. The

check is done in the following manner. Vectors, pi, are constructed from the

centroid of each triangle, that forms the interface, to the i-th generated point

and the cross-product is calculated between pi and normal vector n of the

triangle. The point is inside if the following equation holds:

∑
i

σ(pi × n) ≡ −S (5.1)

where S is the number of facets or triangles on the hull and σ is the sign

function. The volume can be estimated as:

V =
Nin

Ntot

Vbox (5.2)

where Ntot and Nin are the numbers of generated points in total, and the

ones that are inside of the convex hull respectively. Vbox is the volume of the

simulation box. In the Riemann method, the interface is divided into smaller
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Figure 5.1: Schematic representation of Riemann sum method. A cross-section of
a 3D spherical particle is shown on the left and an isolated slice is
shown on the right.

slices, Vi, with a cross-section area of Si (Figure 5.1). The grid allows one to

easily calculate volumes of each slice by iterating over the 2D planes of the

grid, calculating the surface area, Si, of each cross-section and multiplying it

by the grid step d. Then, the total volume can be approximated as:

V =
∑
i

Vi =
∑
i

Sid (5.3)

where Vi and Si are the volume and surface area of i-th slice of the

nanoparticle, and d is the grid spacing. Vi for each slice can be computed triv-

ially. If the surface of the slice contains less than three points, it is ignored,

and the value of d is incremented by d until a valid surface is encountered,

otherwise the surface will be a combination of trapezoids and triangles.

Density calculation: In order to calculate number densities, the number

of particles in each grid cell must be calculated and divided by the volume of

that cell. The spacing, d, of the grid is 1Å, whereas the size of one water

molecule is roughly ∼3Å, so it is impossible to find more than one particle in

a grid cell. To overcome this issue, the grid cells are merged into larger cells

of equal sizes. The new cells have dimensions of crd, where rescale factor, cr,

is a non-zero integer. Then, the number density of particles is calculated for

each large cell, rather than for the initial smaller cells.
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Figure 5.2: The grid representation of the simulation box in 2D. The initial grid
is in black, where d = 1Å. The densities are calculated in a larger grid
(in red).

ρi =
Ni

Vi

(5.4)

where i is the i-th region. The distance between each particle and the hull

is calculated using the PyGEL3D library.210,211 If the particle is inside of the

hull, the distance is multiplied by −1. Then, the distance is discretised such

that it is binned by the size of the larger cells, and the density is stored in an

array whose index is representative of the bin number of the particle (as shown

in Figure 5.2, the density at d1, d2 and d3 is ρ2). Finally, for each distance, r,

the average of the density across all the bins at distance r is taken.

5.2.2 Enhancing code performance

A timescale for an average molecular dynamics simulation is on the order of

100’s - 1000’s of nanoseconds. Assuming a timestep of 0.002 fs, a 500 ns sim-

ulation will contain 2.5 ∗ 108 steps, out of which 103 − 105 trajectory points
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(frames) will be written to the disk. Statistically relevant macroscopic pa-

rameters are obtained by using a significant portion of frames following the

law of large numbers. Hence, the algorithmic design and its implementation

must be fine tuned to provide both accuracy and performance. Here, a novel

software design, providing large performance enhancements when compared to

the original implemented Python algorithm, is described. Three major com-

ponents attribute to the increased performance for a Python code - optimized

code, compilation of slow functions and code parallelization. Code optimiza-

tion is outside of the scope of this work, but it is something to always keep in

mind when developing a program in any language. The next subsections will

discuss the impact of the other components.

Compilation

In its standard implementation (CPython),156 Python is an interpreted

language, meaning that the code does not need to be compiled into an exe-

cutable in order to be executed. There is, however, an intermediate compi-

lation step performed (into bytecode), which is subsequently executed by the

interpreter rather than processed as a machine code. That is a significant opti-

mization, but not enough to compete with some compiled languages. However,

there are different frameworks and Python implementations available, that al-

low Python code to be compiled. Examples are Cython,205 Numba,212 Pypy,213

etc. In this case and following the structure of the Python project, Cython

has been selected to provide further performance optimization.

In simple words, Cython is a superset of Python, that can compile a

Python (.py file), or an extended Python (.pyx file) script into a C code,

which then can be compiled into an extension module, which is allowed to be

imported and used in pure Python code (Figure 5.3). Any Python file can be

compiled, but Cython offers additional features, such as type definitions, global

interpreter lock (GIL) release, and working directly with C extensions, to name

a few, that can further improve performance. In this project, the functions

were compiled after simply defining the variable types using the special syntax
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Figure 5.3: Schematic diagram providing a successful Cython workflow.

of Cython.

Parallelization

Modern hardware architectures provide computers with multi-core pro-

cessors enabling different parallelization schemes as suggested in the Flynn’s

Taxonomy.214 As a starting point, the original algorithm generates instructions

(tasks) which are sequentially executed and subsequently collected producing

the desired result. Thus, if the algorithm generates these instructions that can

be executed using many threads (tasks) then an enhancement in the execution

performance is expected. However, it is important to understand that this

strategy also demands a synchronization strategy coordinating the access to

an object or resources to avoid the so-called race-condition.215 In CPython, a

single thread is allowed to run in the interpreter at any given time, and it is

assured by the global interpreter lock (GIL). Although, GIL ensures thread-

safety, it can be a huge bottleneck in Python programs that would benefit from

multi-threading. The Python community has developed new tools, such as the

multiprocessing library, that enables to harvest the power of multi-threaded

machines while still complying with thread-safety synchronization. In this

work,the multiprocessing module from the Python standard library was used.

5.3 Results

5.3.1 Volume

Volume calculations were tested on structures with known volumes - a cylinder

with a radius, and half-height of 2.9 nm and a sphere with a radius of 2.9 nm

(Figure 5.4). For the cylinder, Monte Carlo integration gave a result of 154.17
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Figure 5.4: Test structures for the volume calculations: cylinder (left) and sphere
(right)

Figure 5.5: Density of particles in the test structures estimated by a standard
approach (left) and the AICON algorithm (right).

nm3, which differs from the expected 153.24 nm3 by 0.6%. The Riemann

integration on the other hand, gave a higher error of 15.4%, with a value of

129.6 nm3. For the sphere, 103.14 nm3 was obtained using the Monte Carlo

method, relative to the actual value of 102.16 nm3, with an error of 0.9%.

The Riemann integration gave a value of 97.25 nm3 with a relative error of

4.8%. It is worth noting, that the expected values do not represent the real

volume, and are a slight overestimation, as the structures are not continuous.

The underestimation from Riemann method is inherent, as from Figure 5.1

(the convex hull is shown in green) it can be seen that a significant portion of

volume is excluded from the calculations.



5.3. Results 85

5.3.2 Densities

Similarly, the selected test structures (Figure 5.4) are used to evaluate the

accuracy of the density methodology. The number density of both structures

inside their bulk can be estimated to 0.0375Å−3. In Figure 5.5 this estimation

is shown, which is done by a standard approach, that calculates densities rela-

tive to the center of mass of the structure, and the algorithm described in this

chapter. While the standard approach yields good results for the sphere, it

fails to properly describe the density inside of the cylinder, showing above zero

density values beyond the interface (r = 0), as a result of the asymmetry of

the structure. This happens, as while moving further away from the center of

mass of an asymmetric structure, the chemical environment does not remain

homogeneous, resulting in density values at distances where particles are ab-

sent. The algorithm in this chapter, however, provides correct density values

both for the sphere and the cylinder, as the calculations are done relative to the

interface of the structure. The drop of density at r = −29 Å is unique to this

method. When calculating the density, the minimal distance from the surface

of the interface is determined for each particle. As the center of the structure

is approached from one side of the interface, the minimum distance from the

interface for every particle is determined based on their proximity to the in-

terface. However, as the center is surpassed and the other side is reached, the

particles’ minimum distance from the interface is recalculated based on their

new position. Therefore, the center of geometry of the structure represents the

deepest point that can be reached with this method. Beyond the center, the

density values gradually decrease until they eventually reach 0. Furthermore,

results of the AICON were compared to that determined by the nanoCISC

algorithm for two different structures,170 a semi-spherical micelle formed by

TX100 surfactants, and an aspherical micelle formed by TX100 surfactants

and solubilized indomethacin molecules. Figure 5.6 shows the results for both

algorithms when analyzing the semi-spherical micelle (Figure 5.7 left). Both

algorithms perform similarly in terms of density values, the differences being
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Figure 5.6: Density profiles of water, Triton X-100 hydrophobic tail and hy-
drophilic head. Comparison of results from two algorithms (left - al-
gorithm of this thesis, right - nanoCISC).

mainly shifted peaks, which is expected, as the nanoCISC algorithm describes

the interface using user-defined anchor points, after which the interface is con-

structed by interpolating between these points, whereas the AICON code uses

any atom inside of the hydrophobic parts and interpolates between them. On

the other hand, on an elongated nanoparticle (Figure 5.7 right), the nanoCISC

algorithm shows some artefacts, whereas the new algorithm provides more ad-

equate results (Figure 5.8). First issue to note, is the water density (Figure 5.8

right), where it monotonically increases past the average density value of wa-

ter in bulk (∼0.033Å−3), whereas the new algorithm gives the correct values.

Secondly, due to the asymmetry of the micelle, one axis is significantly larger

than the other two. Therefore, algorithms which are symmetry-dependent are

prone to provide results with larger statistical error. The right plot in Figure

5.8 shows a continuous increase of hydrophilic head density as it goes deeper

into the micelle. However, this might not be a correct estimation for asym-

metric micelles for the same reason explained before (Figure 5.5). In the left

graph, on the other hand, the PEO density, after reaching its peak near r = 0,

decreases to 0. This is expected, as the distances are calculated relative to

the convex hull of the interface, so r = 0 means any point on the interface.

Hence, the AICON method allows the core or shell thickness of an asymmetric,

non-spherical nanoparticle to be calculated. The large water density inside of
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Figure 5.7: Snapshots of (left) the semi-spherical TX100 micelle and (right) the
elongated TX100 micelle.

the micelle in both cases is the result of the micelle division in the simulation,

during which a large amount of water penetrates the region of the micelle,

where the splitting occurs.

Figure 5.8: Density profiles of water, Triton X-100 hydrophobic tail and hy-
drophilic head. Comparison of results from two algorithms (left -
AICON, right - nanoCISC).

5.3.3 Code performance analysis

In this section a detailed performance analysis of the code is displayed based on

the implementation techniques discussed in the methods section. The protocol

suggested is as follows. Firstly, one needs to identify the bottleneck segment of

their code. The process to identify the bottlenecks in this thesis is described in

the Appendix C. Secondly, the identified functions are separated from the main
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Figure 5.9: Performance time for different techniques to compute densities in
AICON algorithm as a function of the number of frames employed.

code into an extended Python script file (.pyx) and compiled using the Cython

compiler. In this code, the function that took the most computational time

to execute, and hence was compiled, was the function responsible for distance

calculations. Finally, the code is parallelized to use multiple CPU processes (8

in this test) simultaneously. The results are shown in Figure 5.9. Using a single

process, the compiled version offers an average performance boost of ∼2.25%.

Implementing a simple parallelization through multiprocessing, increases the

performance of the non-compiled code dramatically. The rate of change in

computational time depending on the number of frames, is ∼18 times less

for parallelized code, than for the single process version. Furthermore, the

parallelizing of a compiled code offers an additional ∼7% performance boost.

Finally, the time complexity of the code can be estimated as O(Nh), where N is

the number of particles for density calculations and h is the number of vertices

on the convex hull. With a constant h, the execution time increases linearly

with an increasing N (Figure 5.10). This plot was produced by running the

algorithm with varying number of atoms over 300 frames of the same simulation

trajectory.
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Figure 5.10: Linear dependence of the execution time on the number of particles.

5.4 Conclusion

Understanding the properties of nanoparticle interfaces and how they interact

with different materials is essential in order to synthesize high quality nanopar-

ticle formulations. MD simulations provide spatial information about every

particle throughout the trajectory allowing one to conveniently define water-

nanoparticle interfaces using various methods. In this chapter, a new approach

of interface definition has been described. It was shown that this approach pro-

vides adequate results for spherical as well as non-spherical nanoparticles.

Finally, a protocol to enhance the performance of Python codes was pro-

posed. However, these concepts are mostly applicable and practical with other

languages as well. It was demonstrated, that a simple parallelization of an

existing pure Python code, can boost the performance dramatically, with the

boost rate depending on the specifications of the system the code is executed

on. Furthermore, code compilation can offer an additional increase in the per-

formance. The amount of performance enhancement is a subject to what part

of the code was compiled and how the compilation was performed. The results

of this analysis show that by solely defining variable types decreases the code

execution time by ∼7%.
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5.5 Future work

The AICON algorithm implementation and optimization are still under active

development including a release in the near future. Volume calculations using

the Riemann method will be improved, by increasing the resolution of the grid

mesh. Furthermore, the volume calculations will also be parallelized to allow

averaging over large segments of trajectories. There are two major chages to

implement. First, is changing the definition of the interface to a more complex

and concave shape. Some solvent particles that are outside of the interface, will

be considered inside as a result of convexity of the interface (Figure 5.11, black

arrows point to these particles). Figure 5.11 shows an example of a concave hull

(yellow, dashed line), which will be implemented in the future. Second, is the

usage of Cython’s more complex features, which will optimize the performance

further. A few other corrections and optimizations need to be done. Finally,

when the code is fully functional, the scalability of parallelization will be highly

improved, to allow the code to be executed on a cluster of CPUs, by the usage

of external libraries. Although this code is fast enough, and running it on a

cluster could be an overkill, a well tested and documented protocol on this

example will be highly beneficial for time-consuming software.



5.5. Future work 91

Figure 5.11: A 2D convex hull (red) for a set of particles (blue) for which the in-
terface needs to be defined. Solvent particles (marked with ×) inside
of the hull are in green. A concave representation of an interface is
in light green.



Chapter 6

Structural properties of Triton

X-100- and Tyloxapol-based

mixed micelles

Surfactants can be covalently linked to form oligomers, properties of which

differ from their monomeric variants. Surfactant oligomers often possess qual-

ities, such as a lower critical micelle concentration (CMC) and better wetting

properties, that result in them being advantageous over their monomeric coun-

terparts in various applications. Furthermore, such structures can be further

modified by introducing other surfactants to the system. Such mixed surfac-

tant micelle systems can benefit from the extended functionality provided from

both surfactant types which can prove to be advantageous over single-type drug

formulations. In this chapter, mixed micelles formed by Triton X-100 and its

oligomer, Tyloxapol, have been studied. In total, eight systems were inves-

tigated containing different ratios of each surfactant. The size and shape of

each micelle were evaluated using various analysis methods. Furthermore, the

interface of each micelle was computed, which allowed the internal structure

of the micelle to be determined by calculating the density profiles of different

species relative to the micelles interface. Also, by being able to determine

the interface of the micelle, the volume which take complex shapes is able to

be calculated. Additionally, by conducting a neighbour analysis, it has been
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assessed whether one type of surfactant has affinity towards itself or the other.

6.1 Introduction

Surfactants are amphiphilic molecules that, in aqueous environments, can self-

assemble into different structures, such as micelles, vesicles, rod-like particles

etc. Due to their ability to self-assemble, to lower surface tension and their

wetting properties, they have found use in a wide variety of applications, e.g.

cleaning materials, cosmetics, agriculture and pharmaceutics.22,25,31,216 Sur-

factants can be classified as anionic (negatively charged), cationic (positively

charged), zwitterionic (carrying both positive and negative charges) and non-

ionic (no charge). In this study, the non-ionic surfactant Triton X-100 and its

oligomer, Tyloxapol, have been studied.

Oligormeric surfactants are synthesized by covalently linking single

molecules via a spacer. Surfactant oligormers have been a subject of interest for

decades, and numerous studies have shown that oligomers have superior prop-

erties in different aspects compared to their monomeric counterparts.217–219

Early comparative studies indicated that surfactant dimers and trimers, have

lower critical micelle concentrations (CMC) and better surface tension reduc-

tion capabilities.219–222 Bunton et al220 demonstrated that the CMC is lower

for dicationic detergents compared to cationic surfactant, cetyltrimethylam-

monium bromide (CTABr). Dam et al222 have shown that alongside with the

low CMC in dimeric quaternary ammonium bromides, these surfactants show

better oil solubilization capabilities than anionic sodium dodecyl sulfate (SDS)

or CTABr. This was further demonstrated by computational studies. Maiti et

al.223 have shown the decrease of CMC with the increase of the polymerization

degree in model surfactants in coarse-grain simulations, and the same trend

has been demonstrated for SDS via dissipative particle dynamics simulations

conducted by Wu et al.224 More recently, Wang et al.,225 through coarse-grain

simulations, have investigated the effect of spacer length in dimeric dimethyl-

cetylammonium bromide-based surfactants on the shape and structure of the
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micelles resulting from their self-assembly. Furthermore, Zhou et al.78 has

shown that antimicrobial capabilities of ammonium surfactants improve with

the increasing level of oligomerization. The trimeric, tetrameric and hexameric

surfactants, at concentrations that are non-toxic to mammalian cells, show

higher effectivity against E. coli bacteria, as opposed to their dimeric and

monomeric counterparts. Dharaiya et al.226 have compared the solubilization

of disphenol A in Tyloxapol and Triton X-100 micelles, where Tyloxapol mi-

celles have shown to have better solubilization capabilities than Triton X-100

micelles.

In some cases, micelles and other nanoparticles are formed by a mix of

surfactants, rather than by a single type of surfactant.227 Depending on par-

ticular surfactants used, mixed micelle systems can be superior to their single

surfactant-based counterparts in different applications.227–229 The CMC values

of mixed micelles are often found to be in between the CMCs of the first and

the second surfactant types.228 Properties of various mixed micelles, such as

their size and shape, interaction coefficients, CMCs etc. have been previously

investigated.230–233 Poorly soluble drug solubility into mixed micelle systems

has also been investigated. Experimental studies using two-component mixed

micelles to solubilize the antitumor drug, doxorubicin, have been conducted

and have shown a high efficacy towards tumor growth inhibition.234–237 In a

study conducted by Mehta et al.,81 Lecithin-Tyloxapol mixed micelles demon-

strated high synergy between the two surfactants, as well as high drug en-

capsulation capabilities. The self-assembly of mixed micelles formed by two

surfactants have been investigated in a few studies using atomistic and coarse-

grain MD.238–240 These studies have investigated the self-assembly of mixed

micelles composed of different surfactants (CTAB, SDS, glycocholate, etc.).

Nevertheless, to this date, there is no computational study on mixed micelles

comprised of a mix of a surfactant and its oligomer. Such investigation could

answer two important questions, 1) how does the cross-linking between sur-

factants affect the overall stability of the micelle, and 2) what will be the
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Figure 6.1: Snapshots of Tyloxapol (m = 3, left) and Triton X-100, and Tyloxapol
(m = 7, right) and Triton X-100 mixed micelles. Both snapshots are
taken from the 50/50 Tyloxapol-Triton X-100 systems

difference in morphology between single-surfactant-based micelles, surfactant

oligomer-based micelles and the mixed micelles formed by both.

In this study, mixed micelles formed by Triton X-100 and Tyloxapol

surfactants have been investigated (Figure 6.2). Triton X-100 is com-

prised of a hydrophilic polyethilene oxide (PEO) headgroup and a 4-(1,1,3,3-

tetramethylbutyl)-phenyl hydrophobic tail. Tyloxapol is the oligomeric vari-

ant of Triton X-100, with in average of 7 monomers cross-linked via a spacer.

This study compares the structural properties of mixed micelles (Figure 6.1)

containing different ratios of both surfactants and demonstrates the effect of

cross-linking of surfactants on the overall stability and shape of the nanopar-

ticle.

6.2 Methods

6.2.1 Molecular dynamics simulations

In this chapter, Triton X-100 and Tyloxapol mixed micelles have been investi-

gated. All-atom molecular dynamics simulations have been carried out using

the GROMACS package184–186 and the CHARMM36161–163 force field. Tri-

ton X-100 was modelled using CHARMM parameters reported by Yordanova

et al.111 Two types of tyloxapol molecules have been constructed - a trimer
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Figure 6.2: Surfactants from Triton X family. For TX100, n ≈ 9.5, as for TX114,
n ≈ 7.5. m ≈ 7 for Tyloxapol.

(TYL3) and a heptamer (TYL7) of Triton X-100 (TX100) (Figure 6.2), and

were parameterized by the CHARMM36 general force field.241 The water was

modelled using CHARMM36m TIP3 potential.

Overall, eight systems, containing varying quantities of Triton X-100 and

Tyloxapol, have been constructed and simulated. In Table 6.1, the number of

species in each system is presented. The amounts of both surfactants were cho-

sen such that the total number of monomers was approximately 150. Firstly,

surfactants were pre-assembled into a spherical structure using the Packmol

software.183 Then, the micelles were centered in a simulation box with dimen-

sions of 120 Å × 120 Å × 120 Å, after which water was added to fill the

box.

The steepest descent algorithm with 5×103 steps was applied to minimize

each system. Then, the systems were brought to the desired temperature of

303.15 K in a canonical, NVT, ensemble using Nosé-Hoover thermostat, after

which the systems were equilibrated in a NPT ensemble to achieve a target
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System Tyl (%) TX100 (%) Tyl (N) TX100 (N) Water
Tyl3 pure 100 0 50 0 51463

Tyl3-TX100 75 75 25 38 38 51289
Tyl3-TX100 50 50 50 25 75 51237
Tyl3-TX100 25 25 75 13 112 51084

Tyl7 pure 100 0 21 0 51373
Tyl7-TX100 75 75 25 16 38 51158
Tyl7-TX100 50 50 50 11 75 51242
Tyl7-TX100 25 25 75 5 113 51041

Table 6.1: Composition of the eight simulation systems. Percentages of each
surfactant and the number of different molecular species.

pressure of 1 bar, coupled to a Nosé-Hoover thermostat and Parrinello-Rahman

barostat. The durations for the equilibration simulations were set to 75 ps and

325 ps for the NVT and NPT simulations, respectively. Each system was then

simulated for 600 ns using a timestep of 2 fs. The LINCS algorithm172 was

applied to constrain hydrogen-containing bonds. A cut-off of 1.2 nm was used

to truncate short-range interactions. Long-range interactions were calculated

using the Particle-Mesh Ewald algorithm.

6.2.2 Analysis of trajectories

The analysis of the systems was conducted using tools provided by the GRO-

MACS package as well as in-house written Python scripts.

6.2.3 Basic analysis

To determine the stability of the structure of micelles, the root mean square

deviation (RMSD) has been calculated:

RMSD =

√√√√ 1

N

N∑
i

(ri − ri0)2 (6.1)

where ri and ri0 are the current and initial positions of i-th particle respectively,

and N is the number of particles in the system. The stability has been further

monitored by calculating the radius of gyration of micelles:
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Rg =

√∑N
i mi(ri − rc)2∑N

i mi

(6.2)

where mi is the mass of i-th particle, and rc is the position of the center of

the mass of the micelle. The solvent accessible surface area (SASA) was calcu-

lated using the FreeSASA library,242 which implements the Lee and Richards

algorithm for accessible surface area calculations.243

To determine the shape of the micelle, the inertia tensor has been calcu-

lated. In terms of its shape, the micelle can be classified as spherical, oblate,

prolate or triaxial. The criteria for a micelle to have a certain shape can be

defined in the following manner. Let I1, I2 and I3 be the principal moments

of inertia. Then the shape of the micelle can be determined as follows:

1. I1 ≃ I2 ≃ I3, micelle is spherical.

2. I1 ≃ I2 > I3, micelle is oblate.

3. I1 ≃ I2 < I3, micelle is prolate.

4. I1 ̸= I2 ̸= I3, micelle is triaxial.

The moments of inertia can be used further to quantify the shape by computing

the ellipticity parameter, ϵ, which is defined as:

ϵ =
Imax

Imin

(6.3)

where Imax and Imin are the largest and smallest principal moments of inertia.

6.2.4 Interface definition and density calculation

The interface has been defined using the in-house Python package, AICON,

described in Chapter 5. The closest oxygen atoms (O in Figure 6.2) to the

hydrophobic tails were selected as the atoms comprising the interface. The

densities were computed on the portion of the trajectory when the micelles

were already stabilized. The densities of carbon atoms in hydrophilic head,
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hydrophobic tail of both Triton X-100 and Tyloxapol were computed. Oxygen

atoms in water molecules were selected to calculate the water density.

6.2.5 Volume calculation

The volume of the micelles was calculated using the AICON code. After the

interface is defined, the volume estimation has been carried out using Monte

Carlo estimation. A million randomly generated points were labeled as inside

or outside the interface. The volume, then, was calculated using the following

equation:

V =
Ninside

Ntotal

d3 (6.4)

where Ntotal and Ninside are the total number of points and number of points

inside of the interface, respectively. d is the length of the cubic periodic box.

6.2.6 Neighbour analysis

Graph theory has been applied to calculate the number of neighbours and

their mutual connectivity. Firstly, the adjacency matrix has been defined.

The pairwise distance matrix between centers of masses of surfactants was

calculated. Distances shorter than a cut-off (rc = 10Å) are set to 1, whereas

the rest is set to 0. Therefore, the elements of the adjacency matrix are defined

as:

aij =

1 if rij ≤ rc

0 if rij > rc

(6.5)

where rij is the distance between particles i and j. Afterwards, for each

molecule, types and quantities of neighbours are found, and are used to calcu-

late the ratio Na

Ntot
and Nb

Ntot
, where Na and Nb are the numbers of neighbours of

type a and type b of the molecule, respectively, and Ntot is the total number

of neighbours.
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6.3 Results

In this section, the results of the analysis will be summarized. The shape

and size of each mixed micelle will be described. Furthermore, the volume

estimations alongside with the density calculations will be presented. Finally,

the neighbour analysis will be discussed.

6.3.1 Structural properties of micelles

To demonstrate the stability of each system, the corresponding RMSD and

radius of gyration have been calculated for each trajectory. Figure 6.3 shows

RMSD over time for TYL3-TX100 and TYL7-TX100 systems. Pure Tyloxapol

systems reach equilibrium fairly quickly with an average RMSD value of 34.36±
0.01Å and 19.04 ± 0.01Å for TYL3 and TYL7 systems respectively. Systems

containing an equal percentage of both TYL and TX100 also maintain their

stability over time with average values of 38.86± 0.02Å for TYL3 and 21.30±
0.02Å for TYL7. The remaining two systems for TYL7 reach a stable state with

average RMSD values of 45.03±0.01 for 75% TYL7 system and 47.83±0.01 for

25% TYL7 system. On the other hand, corresponding TYL3 systems greatly

fluctuate around average values of 38.10± 0.08 and 51.40± 0.08 for 75% and

25% TYL3 systems, respectively.

Figure 6.4 shows the radius of gyration for each system. The same general

behaviour is observed for each of the systems. The only systems which have

significant fluctuations in the Rg are the ones with 25% and 75% of TYL3, as

is the case when measuring the RMSD of the micelles.

The SASA of each micelle over time is presented in Figure 6.5. The

smallest SASA values were found in the pure TYL3 (47717 ± 24Å2), and the

pure TYL7 micelle (50326 ± 23Å2). It is worth noting, that pure Tyloxapol

micelles have smaller average SASA than pure Triton X-100 micelles reported

in Chapter 3. The mixed systems containing TYL7 and TX100 have similar

SASA values (54321 ± 25Å2, 54925 ± 26Å2, and 54827 ± 27Å2 in the 75%,

50% and 25% TYL7 systems, respectively). 50% TYL3 micelle has an average

SASA value of 53385±26Å2, which is the lowest of all mixed micelles. The 75%
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Figure 6.3: RMSD of Tyloxapol trimer (left) and heptamer (right) based micelles
as a function of time.

Figure 6.4: Radius of gyration of Tyloxapol trimer (left) and heptamer (right)
based micelles as a function of time.

and 25% TYL3 systems exhibit high fluctuations around the average values of

64996± 74Å2 and 57232± 53Å2, respectively.

Furthermore, the volume of each micelle was determined. Figure 6.6 shows

the change in the volume of the mixed micelles over time. Pure Tyloxapol mi-

celles have the smallest volume. The 25% and 75% TYL3 micelles have the

largest volumes which are approximately two times larger than their TYL7

counterparts. The 50/50 mixture of Triton X-100 and Tyloxapol have ap-

proximately equal volumes in both systems. The average values for volume

calculations are provided in Table 6.1.

To determine the shape of each micelle, the principal moments of inertia

were computed and the ellipticity for each system has been evaluated (Figure
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Figure 6.5: Solvent accessible surface area (SASA) of Tyloxapol trimer (left) and
heptamer (right) based micelles as a function of time.

6.7). The pure Tyloxapol systems were found to be oblate, and their average

ellipticity values were determined to be ∼ 1.4. The mixed micelles containing

25% TX100 are triaxial in shape, whereas the rest of the systems are prolate

ellipsoids.

6.3.2 Density calculations

The interfaces of the micelles have been constructed and the density profiles

of each species throughout the systems have been determined. To define the

hydrophobic-hydrophilic interface of micelles, the oxygen atoms that are closest

to the hydrophobic tail of TX100 and Tyloxapol have been chosen as vertices

for the interface. To calculate the densities of the hydrophobic tails and the

hydrophilic heads of the surfactants, only their carbon atoms have been con-

sidered, whereas for water only the oxygen atoms were considered. Figure 6.8

System SASA (Å2) Ellipticity Volume (nm3)
Tyl3 pure 47717± 24 1.370± 0.001 256.9± 0.8

Tyl3-TX100 75 57232± 53 2.609± 0.009 422.7± 7.1
Tyl3-TX100 50 53385± 26 1.902± 0.004 295.3± 1.9
Tyl3-TX100 25 64996± 74 2.099± 0.009 474.2± 11.2

Tyl7 pure 50326± 23 1.438± 0.001 294.7± 1.0
Tyl7-TX100 75 54321± 25 1.682± 0.001 310.0± 2.7
Tyl7-TX100 50 54925± 26 1.453± 0.001 293.5± 1.0
Tyl7-TX100 25 54827± 27 1.496± 0.003 302.3± 1.3

Table 6.2: Average SASA, ellipticity and volume values for each system.
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shows the density plots for the pure Tyloxapol systems. As discussed earlier,

r = 0 is at the surface of the interface. As the interface was defined as the

boundary between hydrophobic tails and hyrophilic heads, it can be observed,

that the density of carbon atoms in the surfactant tails are quickly reaching

0 as the distance increases. Furthermore, the carbon atoms in hydrophilic

head have approximately have a density half of that for the carbon atoms in

the hydrophobic tails. The water density in the bulk solution is on average

0.033Å−3, which is in accordance with the value obtained with other meth-

ods.170,244,245 When getting closer to the interface, the water density decreases

reaching an average value of 0.004Å−3 for TYL3 and a 0.007Å−3 for TYL7

systems respectively.

For the mixed systems, the densities are shown in Figure 6.9. For every

system, the peak density of hydrophilic heads are approximately two times

smaller than the density of hydrophobic head, as the heads are more mobile

and are found to be spread outside as well as inside of the micelle. Further-

more, water can be found inside of each micelle. Furthermore, in both of the

mixed systems containing equal percentages of Tyloxapol and Triton X-100

(Figure 6.9 c), d)), a larger density of Tyloxapol tails than Triton X-100 tails

is observed. In figure 6.9 d), the hydrophilic heads of both TYL3 and TX100

have a similar density profiles, whereas in TYL7 micelle, TYL7 head den-

Figure 6.6: Volumes of TYL3 (left) and TYL7 (right) micelles as a function of
time.
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Figure 6.7: Ellipticity of Tyloxapol trimer (left) and heptamer (right) based mi-
celles as a function of time.

Figure 6.8: Densities of water and carbon atoms in hydrophibic tail and hy-
drophilic head in pure TYL3 system (left) and pure TYL7 system
(right).

sity is larger than TX100 head density inside of the interface (Figure 6.9 c)).

Finally, in systems containing the least amount of Tyloxapol, the density of

Triton X-100 hydrophobic and hydrophilic parts is larger than the correspond-

ing densities of Tyloxapol. Larger density values of the entrapped water close

to the interface partly arise due to the limitations of the interface definition

discussed in the “Future work” section of the previous chapter.

6.3.3 Neighbour analysis

In order to assess the environment of each type of surfactants, a neighbour

analysis has been conducted. Figure 6.10 shows the distribution of TYL3

percentage around TX100 molecules throughout the trajectory. The average
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Figure 6.9: Density profiles for Tyloxapol-Triton X-100 mixed micelles.

values for the three TYL3-TX100 systems are 0.09 (25% TYL3), 0.18 (50%

TYL3), and 0.48 (75% TYL3). These values are fairly close to the percentage

of Tyloxapol molecules inside of the micelle. For the system with 25% TYL3,

TYL3 percentage inside of the micelle is ∼0.1. For 50% TYL3 system, the

corresponding value is 0.25, and for the 75% system it is 0.5. The similarity

between these percentages and neighbour percentages indicate that there is no

selectivity between Tyloxapol trimers and Triton X-100 molecules.

Similarly, neighbour analysis for TYL7-TX100 system is depicted in Fig-

ure 6.11. For the first two systems, the obtained values for the ratio of the
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Figure 6.10: Percentage of Tyloxapol trimers around TX100 surfactants.

Figure 6.11: Percentage of Tyloxapol heptamers around TX100 surfactants.

neighbouring Tyloxapol heptamers around the TX100 molecules are 0.03 and

0.11 for 25% TYL7 and 50% TYL7 systems respectively. The corresponding

ratios of TYL7 molecules inside of the mixed micelles are 0.04 (25% TYL7) and

0.13 (50% TYL7). For the 75% TYL7 system, the neighbouring and the actual

ratios are 0.2 and 0.3, respectively. This difference, however, does not neces-

sarily indicate to a selectivity. Due to the size and large number of Tyloxapol

heptamers, the neighbourhood of each molecule did not change significantly

from the beginning of the simulation (neighbours over time for 75% TYL3 and

75% TYL7 systems shown in Appendix D).

6.3.4 Conclusions

In this chapter, the structures of micelles formed by Tyloxapol and Triton

X-100 surfactants have been investigated. The pure Tyloxapol micelles have

quickly stabilized, and have shown the smallest surface area out of all the

systems, with the heptamer showing slightly higher average SASA than its

trimeric counterpart. Furthermore, pure micelles were the only oblate ellip-

soids, possessing small ellipticity values. Additionally, the density calculations
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show a certain amount of water inside of the core of the micelles. Anal-

ysis of the local environments of the surfactants has been conducted using

graphs. It has shown that the percentage of Tyloxapol surrounding Triton X-

100 molecules is close to the percentage of Tyloxapol in entire micelles, which

would indicate that there is no selectivity between the two types of surfac-

tants. This is expected, since both surfactants are similar in structure, with

one being the oligomeric version of the other. However, this new approach can

be generalized to be applied to other two-component mixed systems in order

to quantify the selectivity of one component towards the other and assess the

local chemical environments of different species.

6.3.5 Future work

A complete analysis of the 25% and 75% TYL3 systems will be performed in

order to gain more insight into what causes them to be less stable than the

other systems. After modifying the code to define a concave interface, the

density calculations will be repeated, and will provide more accurate density

profiles.

Mixed surfactant micelles have different properties, e.g. structural, wet-

ting, solubilizing, than their single-surfactant counterparts. They can enhance

solubilizion of certain poorly-soluble drugs. In our previous studies, we have

investigated drug solubilization capabilities of micelles formed by Triton X

surfactants. A further research to study drug encapsulation by the mixed mi-

celles of Triton X-100 and Tyloxapol will provide an interesting insight into

the dependence of solubilization from the composition of the nanoparticles.

The same non-steroidal anti-inflammatory drugs, ibuprofen and indomethacin

will be used in the next series of simulations. Additionally, a detailed analysis

will be conducted to describe the solubilization and morphological changes of

the mixed micelles induced by the drug molecules.
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Conclusions

The research summarised in this thesis has provided an in-depth understand-

ing of the molecular scale mechanisms which govern the morphology and drug

solubilization capabilities of surfactant based micelles. In Chapter 3, all-atom

molecular dynamics simulations were used to investigate micelles formed by

non-ionic surfactant Triton X-100. These surfactants contain an aromatic and

a methyl group in their hydrophobic tail, and polyethylene glycol (PEG) chain

comprised of 10 units in their hydrophilic head. In water, Triton X-100 formed

micelles that were prolate ellipsoids. In a solution containing non-steroidal

anti-inflammatory drugs (NSAIDs), ibuprofen and indomethacin, these mi-

celles became more elongated forming rod-like structures. The ibuprofen-

loaded micelle at its full capacity stays stable with an aggregation number

of 150. The indomethacin-loaded micelle, however, splits into two daughter

micelles that remain stable throughout the simulation. In addition, Chapter

4 has investigated the effect of the headgroup length of the surfactant on the

potential of its micelles as drug carriers. Triton X-114, another non-ionic sur-

factant closely related to Triton X-100, and having a hydrophilic headgroup

with 8 ethylene glycol units, has been studied. Pure micelles formed by Tri-

ton X-114 were triaxial in shape and slightly smaller in comparison with the

Triton X-100 micelles. Furthermore, ibuprofen and indomethacin have pro-

moted structural changes in the micelles, rendering them elongated. While

ibuprofen-loaded micelles remained stable similar to Triton X-100 micelles,
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continuous indomethacin encapsulation resulted in splitting of the micelle, a

phenomenon reported in Chapter 3. This has been explained by the extensive

interactions between indomethacin molecules, that cause them to aggregate in-

side the core of Triton X-100 and Triton X-114 micelles and destabilize them.

In comparison, the interactions between ibuprofen molecules were weaker, and

did not have any destabilizing effect on the micelles. The detailed analysis of

these systems scrutinizes the structure, shape, dimensions and hydration of

the micelles and inter-molecular interactions. These findings shed light on the

interactions of different components in drug delivery formulations and can act

as a guideline for future drug design.

Chapter 5 was focused on a Python package developed to construct inter-

faces between different phases, which allows one to describe various important

properties such as density profiles of different species in the system, volume

enclosed by the interface, etc. The need for such a tool arose from the fact,

that, to my best knowledge, no publicly available program or a script has

been able to correctly describe asymmetrical and non-spherical interfaces. As

the systems that are investigated in this project were often elongated, rod-

like structures, this tool was a necessity for an accurate description of the

hyrophobic-hydrophilic interface. Furthermore, the chapter has provided a

protocol to make any computationally demanding scientific script or software,

written in a relatively slow language such as Python, dramatically faster by

employing easy-to-implement compilation and parallelization.

Finally, in Chapter 6, micelles formed by two types of surfactants were

studied. Triton X-100 and Tyloxapol were used to form mixed micelles. Ty-

loxapol is an oligomeric surfactant based on Triton X-100, in which an aver-

age of 7 Triton X-100 are covalently connected. Two versions of Tyloxapol

were used, a trimer (Tyloxapol 3) and a heptamer (Tyloxapol 7). This work

touched on two important questions. Firstly, mixed micelles are known for

exhibiting properties different from their single-surfactant-based counterparts,

and by fine-tuning the composition, they can be adjusted for the desired appli-
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cation. Secondly, this work has investigated the effect of crosslinking between

the components of the micelle on latter’s stability, shape and structure, a topic

which to my best knowledge was not investigated before in molecular dynam-

ics. Pure Tyloxapol micelles were oblate ellipsoids and were more compact

than pure Triton X-100 micelles investigated in Chapter 3. With the increas-

ing percentage of Triton X-100, the micelles became larger, adopting either

prolate or triaxial shapes. The exception being the micelle containing 50%

of Tyloxapol 7, which was oblate and nearly as small as the pure Tyloxapol

micelle. Additionally, an approach of determining the local environment of

each type of molecule based on graph theory was introduced. In mixed Triton

X-100 and Tyloxapol micelles, this approach has been used to describe the

selectivity of each surfactant towards itself, or the other type. However, the

surfactants has shown little or no selectivity.
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Future work

A summary of the future work will be presented in this chapter.

8.1 Wrapping up and future prospects

As an extension to chapter 3 of this thesis, the solubilization of other poorly-

soluble non-steroidal anti-inflammatory drugs (NSAID), that have intermedi-

ary molar masses to ibuprofen and indomethacin (e.g. diclofenac, naproxen)

in Triton X-100 micelles may be useful to investigate. This project will provide

insight on the dependence of the mass and hydrophobicity of the drugs that

need solubilizing on the solubilization process itself.

As discussed in chapter 5, there are a few improvements that need to be

implemented for the code. First and foremost, the interface definition will be

refactored to use a more concave definition for the hull. Additionally, unit

tests will be implemented to assure the integrity and proper functionality of

the code. Furthermore, the code needs to be cleaned and prepared in order to

deploy it in an online repository (e.g. conda-forge, PyPI), to make the code

public and usable by others.

Due to time constraints, the mixed micelle investigation has not been

concluded. The stability of the two micelles with containing 25% and 75% of

the trimer surfactant, need to be further investigated as they have shown large

fluctuations in their RMSD, radius of gyration, etc. The amount of water

inside of the hydrophobic core in these systems needs to be determined, as
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excess water inside of the core can destabilize the micelle. Finally, poorly-

soluble drug solubilization inside of the mixed micelles will be investigated.

8.2 G-quadruplex DNA selective drugs

A G-quadruplex is a non-canonical conformation of DNA. It can be formed in

a single DNA strand or in multiple strands that are rich in guanine and can

be stablilized with a cation.246,247 The existence of these structures has been

shown and investigated extensively in vitro, although for a long time there has

been a postulation that suggests that these structures may also form and play

a regulatory role in vivo.248,249 One of the reasons is that guanine-rich segments

exist in some crucial functional parts, such as promoters of some genes and

telomeres, of the genome of many organisms. Interestingly, guanine-rich se-

quences has been found in the promoter regions of certain proto-oncogenes, e.g.

c-kit, c-MYC, KRAS.250–252 Regulation of G-quadruplex structures in these re-

gions may inhibit the transcription of the gene. Therefore, these regions gained

popularity as potential targets for anti-cancer pharmaceuticals.253–255

As a side-project in the framework of this Ph.D. research, G-quadruplex-

drug interactions have been investigated in all-atom molecular dynamic simu-

lations. In collaboration with Professor Miraz Rahman from School of Cancer

& Pharmaceutical Sciences, King’s College London, three novel drugs have

been investigated and their potential as a KRAS gene inhibitor has been par-

tially evaluated. As a part of my future work, this project will be resumed and

a complete analysis will be conducted in order to assess the selectivity of the

drugs towards G-quadruplexes, rather than towards a helical DNA.



I wish there were a far off corner,

A child’s innocent sleep -

Humanity living happily

And peacefully in a dream.

Hovhannes Tumanyan
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Starting Configurations of the Systems

Packmol input file used to generate the starting configurations is shown below. The same

code, with different files for ibuprofen and indomethacin, was used for both systems:

t o l e r an c e 2 .0

output tx100 ibup pre . pdb

f i l e t y p e pdb

s t r u c tu r e i b up i n i . pdb

number 100

i n s i d e box −60.5 −60.5 −60.5 60 .5 60 .5 60 .5

out s id e sphere 0 . 0 . 0 . 45 .

end s t r u c tu r e

s t r u c tu r e t r i t on x100 n 10 . pdb

number 100

atoms 70

i n s i d e sphere 0 . 0 . 0 . 10 .

end atoms

atoms 46

out s id e sphere 0 . 0 . 0 . 25 .

end atoms

end s t r u c tu r e

S2



Further analysis

Figure S1: RDF’s of oxygen in water with O and O2 in ibuprofen and Cl and N in in-
domethacin as reference atoms.
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Contact Maps of Drugs in a Crystalline Structure

(a) (b)

Figure S2: Contact heat maps of the drug - drug interactions for (a) ibuprofen and (b)
indomethacin in their crystalline structure.

(a) (b)

Figure S3: Difference in the contact maps of drug-drug interactions within the micelle and in
their crystalline structure for (a) ibuprofen and (b) indomethacin. Positive values represent
contacts which are more common in the structure taken by the drugs in the core of the
micelle, while negative values represent contacts which are more common in the crystalline
structure of the drug.
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Interaction between Triton X-100 hydrophobic tails

(a) (b)

(c)

Figure S4: Snapshots showing the representative interactions between the hydrophobic tails
of the Triton X-100 surfactants within the micelles. Generally the surfactant molecules inter-
act via a mixture of hydrophobic contacts between the benzene ring and the methyl groups
in their hydrophobic tails. The different colors in (a) - (c) represent different molecules.
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Interaction between encapsulated ibuprofen molecules

(a) (b)

(c)

Figure S5: Snapshots showing the representative interactions between neighbouring ibupro-
fen molecules within the core of a Triton X-100 micelle. The different colors in (a) - (c)
represent different molecules.
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Interaction between encapsulated indomethacin molecules

(a) (b)

(c)

Figure S6: Snapshots showing the representative interactions between neighbouring in-
domethacin molecules within the core of a Triton X-100 micelle. The different colors in
(a) - (c) represent different molecules.
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Penetration of water into the core of the micelles

(a) (b)

(c)

Figure S7: Plots of the amount of water as a function of ∆r at various times during the
production simulations of the (a) Triton X-100 micelle, (b) the ibuprofen-loaded Triton X-
100 micelle and (c) the indomethacin-loaded Triton X-100 micelle.
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Figure S1: RDFs for water. Reference atoms are oxygens in carboxyl groups of the drugs
and nitrogen and chlorine in indomethacin.
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Figure S2: Aggregation number of the TX-114 micelle
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Figure S3: Indomethacin encapsulation in daughter TX-114 micelles
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Ellipticity

(a) TX-114 micelle (b) TX-114 micelle with ibuprofen

(c) Parent micelle with indomethacin (d) Daughter micelles with indomethacin

Figure S4: Ellipticity of the micelles. The ellipticity is plotted as a function of time for
the (a) pure Triton X-114 micelle, (b) Triton X-114 micelle loaded with ibuprofen, (c) the
parent Triton X-114 micelle loaded with indomethacin and (d) the daughter Triton X-114
micelles (LM - larger micelle, SM - smaller micelle) loaded with indomethacin.
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Figure S5: Hydration of drugs. Bar plot showing the hydration of oxygens in the carboxyl
groups of indomethacin and ibuprofen and chlorine and nitrogen of indomethacin.
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SASA

(a) TX-114 micelle (b) TX-114 micelle with ibuprofen

(c) Parent micelle with indomethacin (d) Daughter micelles with indomethacin

Figure S6: Solvent assessible surface area (SASA) of micelles. Plots of the SASA
as a function of time for the (a) pure Triton X-114 micelle, (b) Triton X-114 micelle loaded
with ibuprofen, (c) the parent Triton X-114 micelle loaded with indomethacin and (d) the
daughter Triton X-114 micelles (LM - larger micelle, SM - smaller micelle) loaded with
indomethacin.

S7



RMSD

(a) (b)

(c)

Figure S7: Root-Mean-Square Deviation (RMSD) of the micelles. Figures (a) shows
the RMSD of the micelle in the presence of ibuprofen. In figures (b) RMSD of the in-
domethacin loaded micelle slowly increases until it splits into two. Figure (c) shows the
RMSD of the resulting big micelle and small micelle in orange and blue respectively.
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Radius of Gyration

(a) (b)

(c)

Figure S8: Radius of gyration of the micelles. Figures (a) shows the radius of gyration
of the micelle in the presence of ibuprofen. In figures (b) the radius of gyration of the
indomethacin loaded micelle slowly increases. At 750ns timestep, the value drops and starts
to increase at a larger rate until the micelle is split into two. Figure (c) shows the radius of
gyration of the resulting big micelle and small micelle in orange and blue respectively.
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Evolution of Contacts

Figure S9: Evolution of contacts between ibuprofen and TX-114

Figure S10: Evolution of contacts between indomethacin and TX-114
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Figure S11: Evolution of contacts between ibuprofen with itself

S11



Figure S12: Evolution of contacts between indomethacin with itself
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Contact Maps of Drugs in a Crystalline Structure

(a) (b)

Figure S13: Contact heat maps of the drug - drug interactions for (a) ibuprofen and
(b) indomethacin in their crystalline structure.

(a) (b)

Figure S14: Difference in the contact maps of drug-drug interactions within the
micelle and in their crystalline structure for (a) ibuprofen and (b) indomethacin.
Positive values represent contacts which are more common in the structure taken by the
drugs in the core of the micelle, while negative values represent contacts which are more
common in the crystalline structure of the drug.
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(a) (b)

Figure S15: The distance between the closest atoms in the drug-micelle system.
Figure (a) shows the distance between C5 and C11 of ibuprofen and TX-114 respectively
through last 200ns of the trajectory. Figure (b) shows the distance between the Cl of
indomethacin and C5 of the surfactant through the same duration of the simulation.
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Figure S16: Effect of degree of solubilisation on drug clustering. Effect of the number
of TX-114 non-hydrogen atoms in contact with each drug molecule (nTX−114) on the average
cluster size of ibuprofen (a) and indomethacin (b).
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Appendix C

Analysing code performance in

“AICON: A Python package to

analyze aspherical

nanoparticles”

To assess the performance of a code it needs to be profiled. The Python

standard library provides two great tools for profiling called cProfile and

profile. Below is an example of profiling a simple function that sorts an array

in descending order (Listing C.1). run() function from cProfile library takes

a command that needs to be executed and shows the execution time of the

different functions that were called. The output of run() function is shown

in the listing C.1. The column tottime shows the total time it took for the

corresponding function to execute. cumtime shows the execution time of

the function and all the other functions called from inside of it. The sort()

function (underlined) is the most computationally expensive in this case.
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Listing C.1: Profiling a simple sorting function

import cP r o f i l e

from t e s t import ar r

def s o r t ( a r r 1 ) :

l = len ( a r r 1 )

for i in range ( l ) :

for j in range ( l ) :

i f a r r 1 [ i ] > a r r 1 [ j ] :

a r r 1 [ i ] , a r r 1 [ j ] = a r r 1 [ j ] , a r r 1 [ i ]

def main ( ) :

s o r t ( a r r )

cP r o f i l e . run ( ’main ( ) ’ )
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Figure C.1: Output of the profiler

The above code can be compiled as it is or after adding Cython types.

The Cython style code will look like the following:

Listing C.2: Extended Python code with explicit types

import random

from t e s t import ar r

def s o r t ( l i s t a r r 1 ) :

cde f int l , j , i

l = len ( a r r 1 )

for i in range ( l ) :

for j in range ( l ) :

i f a r r 1 [ i ] > a r r 1 [ j ] :

a r r 1 [ i ] , a r r 1 [ j ] = a r r 1 [ j ] , a r r 1 [ i ]

def main ( ) :

s o r t ( a r r )

After compiling it, the profiling for the compiled version of the code is

presented in figure C.2.
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Figure C.2: Output of the profiler for the compiled version of the code

It can be seen, that just by adding data types into a Python code and

compiling it, the execution time of the code decrease approximately 19 times

(same array of length 1000 was used for pure Python function and for the

compiled version).

gprof2dot (https://github.com/jrfonseca/gprof2dot) Python package al-

lows to visualize the statistics provided by the profiler. Figure C.3 shows

visualization performed by the gprof2dot package. Each node in the graph

represents a function call. Arrows indicate the order of the execution. The

nodes are color-mapped such that the blue nodes are taking the least amount

of time, whereas increased red hue indicates more execution time. As it can

be seen, 96.93% of the code execution time was taken by the function main(),

which calls the function sort(), that takes 93.24% of the overall execution

time.
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Figure C.3: Visualized statistics provided by the profiler
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The profiling for AICON is shown in figure C.4. It can be seen that

the function that takes the most time to execute is the one called norm(),

which is called from the function responsible for iterating over the particles

and calculating every distance. This unravels the bottleneck of the code, which

then allows to work on optimization on that part of the code.
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Figure C.4: The visualization of the results from profiling the AICON code.



Appendix D

Additional analysis for Triton

X-100- and Tyloxapol-based

mixed micelles

In 75% TYL7 system, the percentage of TYL7 neighbours around TX-100

molecules does has a little change through time, whereas in 75% TYL3 system,

it changes significantly in comparison as the molecules move around easier

(Figure D.1).
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Figure D.1: Radius of gyration for Tyloxapol and Triton X-100 mixed micelles
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