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Abstract 
The prevalence of fake news in the current era, is thought to lead to the formation of 

false beliefs (Ecker et al., 2022). The false beliefs that arise from fake news are dangerous as 

they often guide decision around health, politics, and finance (European Commission, 2010). 

However, attempts to remedy false beliefs by exposing people to facts have largely failed to 

work (Yarritu & Matute, 2015). As such, a systematic, fundamental understanding of the 

mechanism through which false belief formation occurs is essential to develop effective 

countermeasures against fake news. Contingency learning provides one framework to 

understand the development and maintenance of some false beliefs. Contingency learning 

paradigms can be utilised to further understand the formation of associations between 

events when there is no true relationship between the events. In this thesis, I investigate 

these contingency learning principles and put them in context of false belief formation, 

especially, but not exclusively, in relation to medicine and disease.  

Currently, the majority of contingency learning studies utilize active paradigms. 

These active paradigms require people to be actively involved in the process of responding 

to individual stimuli before their perceived control over the outcome is measured. Less 

attention has been paid to passive contingency paradigms. In these, people instead of 

directly interacting with the stimuli, simply witness the stimuli and outcomes appear, 

followed by a measure of their perceived relationship. Despite being less prevalent in 

research, these passive contingency paradigms are possibly especially interesting to study in 

context of false belief formation in society, which, for many, may be the results of 

associations formed through observations (e.g., being exposed to social media information) 
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rather than actively interacting with this information. I adopted this passive contingency 

paradigm accordingly. 

In Chapter 1, I outline and discuss a range of false beliefs, and then narrow down to 

false beliefs formed from causal illusions. Chapter 2 discusses the methodological 

framework of the contingency learning literature in light of the methodology of the seven 

experiments used in this thesis. This review then led to the design of the seven experiments 

that forms the empirical backbone of this thesis. The first 5 experiments considered the 

boundary conditions under which density effects occur in context of judgments of 

effectiveness of putative treatments for disease. These five studies thus helped to uncover 

what may prevent or exacerbate false beliefs, and simultaneously addressed 

methodological expansions of established contingency learning paradigms. These initial five 

studies focused on beliefs that were newly formed; there was no a priori knowledge about 

cue and outcome prior to the experiments. The final two experiments, in turn, examined the 

outcome density effect with regards to the broader context in which they may form: the 

role of pre-existing dispositional affect, and the existence of prior beliefs. These seven 

experiments are reported in the chapters that follow. 

In Chapter 3 I investigate the influence of outcome density on judgements of 

effectiveness of medication, in a contingency paradigm, to test if outcome density effects 

differ between online and lab settings (Experiment 1). Large effects of outcome density 

were found across both settings, suggesting that participants give higher judgement of 

causality when the probability of outcome is higher compared to when the probability of 

the outcome is lower. In Chapter 4, I examined density effects by comparing cue and 

outcome density effects directly, to see if the same cognitive principles underlie both 
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(Experiment 2). Effects of both cue and outcome density were found, however outcome 

density effects were larger than cue density effects.  

To further understand these effects, in Chapter 5, Experiments 3 and 4 were 

conducted in which the order of cue and outcome presentation were manipulated, along 

with cue and outcome density effects. This extension further compares the density effects 

and allows for the exploration of whether the effect of cue or outcome density on 

contingency judgment is altered by reversing the order in which event information is seen. 

The size of the density effects stayed relatively consistent across the presentation order 

manipulation, and outcome density effects remained larger than cue density effects. The 

order of event presentation seems to make little or no difference to outcome and cue 

density effects.  

In Chapter 6 I further examined the outcome density effect across positive, negative 

and zero contingency conditions within the same study to compare the effect of outcome 

density (Experiment 5). In addition to this, the effect of scale length was explored by 

comparing a frequently used unidirectional judgement scale to a bidirectional scale. I found 

effects of outcome density, contingency, and scale. In addition to this, people naturally 

seem to be making associations that are more positive than the contingency would indicate. 

In chapter 7 and 8 I examine the role of prior beliefs (Experiment 6). The influence of 

pre-existing prior beliefs on judgements in passive contingency tasks has not been explored 

thus far, as far as I am aware. In addition to this, I examined whether the outcome density 

effect occurs in different contexts. Chapter 7 covers a pilot study, and Chapter 8 then builds 

on that through an experiment. There was some variability in judgement and prior beliefs 
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across contexts. Overall, there was evidence to suggest that context-specific prior beliefs 

influence contingency judgements. 

In Chapter 9, the final empirical chapter of this thesis, the role of affect is examined 

(Experiment 7). The contingency literature has focused on the depressive realism effect 

within active contingency paradigms. As such this experiment extended the research by 

examining a wider range of affect to identify whether naturally occurring differences in 

emotional state relate to differences in judgment. Affect was found to influence 

contingency judgements. Specifically, in the low outcome density conditions there was an 

influence of positive affect, negative affect, and anxiety on contingency judgements. In the 

high outcome density conditions, there was an influence of anger and stress on contingency 

judgements.  

Finally in Chapter 10 I discuss the findings in terms of their theoretical, empirical, and 

methodological contributions. In addition to this, I also provide recommendations for future 

areas of research within this field and discuss strengths and limitations of the findings. 

Together, the work presented in this thesis has enhanced the understanding of the 

mechanisms under which false beliefs may be formed from causal illusions and provides 

potential implications for current interventions on reducing false beliefs as well as future 

research.  
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Chapter 1: Introduction 
 

In the age of the Internet, the prevalence of fake news is supporting an increase in 

beliefs that are not founded on evidence (Carroll, 2015). Algorithms used by social media 

and search engines exacerbate the impact of spurious beliefs by favouring information that 

echoes people’s ideas and beliefs. The resulting myths become increasingly difficult to 

eradicate (Lewandowsky et al., 2012). 

As a case in point, on the 5th of November 2016, the fake news headline “FBI Agent 

Suspected in Hillary Email Leaks Found Dead in Apparent Murder-Suicide” trended among 

more than half a million Facebook users. Three days later, Hillary Clinton was defeated by 

Donald Trump in the US Presidential elections. Fake stories such as this one has been linked 

to this election result (Allcott & Gentzkow, 2017).  

This problem is not confined to the USA: Fake news is on the rise in European 

countries and often guides health, financial, and family decisions (European Commission, 

2010)(European Commission, 2010). For example after the 2023 earthquake in Turkey and 

Syria, pictures, videos and stories from previous disasters in other countries where shared 

claiming these were currently happening in Turkey and Syria (‘Turkey Earthquake’, 2023). 

This instilled panic and worry among many, who were unaware of the false nature of the 

information.  

1.1 Thesis rationale and motivation 
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To combat fake news, false beliefs must be countered, as research suggests that fake 

news can lead to the formation of false beliefs (Ecker et al., 2022). Unfortunately, campaigns 

that simply expose people to facts in the hope that this counters false beliefs have largely 

failed (Schwarz et al., 2007). Research indicates that showing people facts is not enough to 

eradicate false beliefs (Yarritu & Matute, 2015). Strikingly, such approaches can even have 

the opposite effect of strengthening the myth they were designed to combat (Lewandowsky 

et al., 2012). As such, a systematic, fundamental understanding of false belief formation is 

essential to develop effective countermeasures against fake news.  

Many false beliefs are false causal beliefs, and these are among the most important 

false beliefs because they may encourage courses of action that do not result in the hoped-

for benefits. Causal beliefs arise from individuals identifying causality, the process through 

which one event causes an effect, and the effect is dependent on the cause to occur. Causal 

relationships suggest that cause and effect are related, even if it may be temporary, and 

that the outcome follows the cause and does not precede it. People are predisposed to form 

causal beliefs and do so from a very early age (Sobel & Kirkham, 2006). However the 

inferences made about the underlying mechanisms of causality do not always match the 

causal belief about cause and effect, often described as a cognitive illusion (Sawa, 2009). 

Hence studying the mechanisms through which causal beliefs and the associated reasonings 

are made, give further understanding to issues that arise from cognitive illusions such as 

pseudoscience and superstitious thinking. Contingency learning provides one framework to 

understand the development and maintenance of some false beliefs. 

Contingency theory (Allan, 1980) provides a normative account of contingency 

belief, stating that the belief should correspond with the difference in the probability that 
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two events co-occur, P (Event 1|Event 2), and the probability that one of these events 

occurs in isolation, P (Event 1|No Event 2). This difference is quantified as ΔP—the degree of 

contingency. Unfortunately, people do not adhere to this normative account; contingency 

beliefs are often biased. People tend to believe that events that co-occur often must 

somehow be causally related, even if they are not (Allan & Jenkins, 1983; Blanco et al., 2011; 

Byrom et al., 2015; Van Tilburg & Igou, 2014). People furthermore use irrelevant contextual 

cues to infer causality (van Tilburg & Igou, 2014) yet fail to consider information actually 

relevant to the judgement (Matute et al., 2015). These discoveries in contingency learning 

research offer an ideal basis for understanding why people believe fake news, and what can 

be done to counter these beliefs. 

Take Vitamin C for example. Many people believe that taking Vitamin C cures the 

common cold (Gorton & Jarvis, 1999). A systematic review concluded that there was no trial 

evidence for the efficacy of Vitamin C (Hemilä & Chalker, 2013). Taking Vitamin C to cure the 

common cold was equally as effective as taking no medication. As people tend to recover 

with or without Vitamin C supplement, they are at risk of incorrectly attributing their 

recovery to Vitamin C. Nonetheless, the relationship between Vitamin C and the common 

cold is a relatively low-cost scenario.  

However, the situation becomes deeply troubling when considering the 

unsubstantiated belief that cannabis oil is a natural treatment for cancer 

(www.CureYourOwnCancer.org). Indeed, Facebook pages echoing this claim are followed by 

many thousands (CannabisOilCuresCancer, 35,282 followers; TheCureForCancers, 110,186 

followers). Here people have inferred a correlation between cancer remission with taking 

cannabis oil and may choose to use cannabis oil as a treatment for cancer, which could have 

http://www.cureyourowncancer.org/
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disastrous health consequences. There are similar claims around “clean” eating curing 

cancer, whereby some people have fabricated claims of having cancer which were cured 

through diets and alternative medicine, which many have believed and followed (S. A. Baker 

& Rojek, 2020).  

Clearly, there is real danger in forming false beliefs, which makes understanding 

people’s inability to differentiate between fake and real relationships a vital objective. 

Research into false beliefs by examining their roots in contingency learning may provide 

crucial insight into understanding and subsequently preventing the negative impact of fake 

news. This is a much-needed development.  

My objective is to understand this process in the context of false beliefs. My 

research addresses the factors that cause people to form false beliefs and how to combat 

this important problem. In doing so, my PhD fits the global call by governments worldwide, 

including the UK, to promote a knowledge based society and decrease belief in fake news 

(Claesson, 2019; Department for Digital, Culture, Media & Sport, 2021; Government 

Communication Service, 2022; The Digital, Culture, Media and Sport Committee, 2018). To 

meet this objective, I conducted a series of experiments using lab-based contingency 

learning paradigms. These are adapted from those used in previous research (e.g. Blanco et 

al., 2013; Matute et al., 2015). In a typical study of this kind, the participants’ task is to view 

a series of cue-outcome pairings and then to judge the contingency between the cue and 

outcome.  

1.1.1 Chapter and thesis overview 
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In this chapter, I review literature on the key concepts used in this thesis. Firstly, I 

will discuss different forms of false beliefs, and then focus on false beliefs formed under the 

illusion of causality. I will focus on outcome and cue density effects, using a contingency 

learning framework. I will outline contingency theory in detail as well two other models of 

associations, the probabilistic contrast model and the associative perspective. Finally, I will 

give an overview of the thesis as whole, what each chapter consists of and how each 

chapter relates to each other.  

This chapter of the thesis works to give a good understanding of the theoretical basis 

and framework underpinning the following empirical chapters. Chapter two will provide 

details on the general methodological framework of this project. The subsequent seven 

chapters report experiments that examine whether and how false beliefs about cue-

outcome contingencies are influenced by various factors such as outcome density, cue 

density, outcome and cue presentation order, response scale, context, prior belief, and 

affect. The final chapter concludes the overall findings of the empirical work and the 

contributions these have in this thesis.  

1.2 Examples of false beliefs and how they are studied in the lab 

Causal relationships suggest that cause and effect are related, even if it may be 

temporary, and that the outcome follows the cause and does not precede it. People are 

predisposed to form causal beliefs from a very early age (Sobel & Kirkham, 2006). However 

the inferences made about the underlying mechanisms of causality do not always match the 

causal belief between cause and effect, often described as a cognitive illusion (Sawa, 2009). 

Hence studying the mechanisms through which causal beliefs and the associated reasonings 
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are made, give further understanding to issues that arise from cognitive illusions such as 

pseudoscience and superstitious thinking. 

In this section, several types of causal belief are discussed, in particular scenarios 

where people may form false beliefs are outlined. These false beliefs are about the 

contingency between events or closely related events. The method through which these are 

studied in the lab will also be outlined.  

Chapter 2 will discuss the methodology of the contingency paradigm in detail. 

However, in this section the different paradigms of the casual beliefs will be compared to 

the contingency paradigm. As such an outline of the contingency paradigm is given below.  

1.2.1 The typical outcome density paradigm 

Contingency learning paradigms are typically fairly similar: participants are exposed 

to a sequence of trials in which two stimuli—usually a cue and an outcome—may or may 

not co-occur. This results in four possible combinations of cue and outcome, as presented in 

Table 1. The contingency between these stimuli is manipulated by changing the frequency 

of stimuli co-occurrence. In some studies, participants are given training with similar stimuli 

to those in the main trials, to ensure participants understand the task. Next, participants 

take part in the main task. Participants also provide their estimation of the degree to which 

the cue and outcome are related to each other.  

1.2.2 Illusory Correlations 

Cue 

Outcome 

Present Absent 

Present A B 
Absent C D 

 

Table 1 Visual presentation of the possible cue-outcome pairings in a contingency paradigm 
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An illusory correlation is the perception of a relationship between variables when 

there is none. When the distribution of two variables and their attributes are skewed such 

that one may be infrequent but distinctive (Ernst et al., 2019), then this can result in 

people’s overestimation of the frequency of the infrequent or more distinctive events, and 

making associations based on that (Weigl et al., 2018). Some cases of contingencies can be 

similar to illusory correlations.  

An example of this is the formation of stereotypes. A woman has her purse stolen by 

a person on a bike in a trench coat. In the future, she hugs her close purse each time she 

sees a person riding a bike in a trench coat. The infrequent and distinctive nature of these 

experiences may lead to stereotypes.  

One of the earlier studies conducted in illusory correlations, demonstrated the 

process by which illusory correlations could result in stereotypic beliefs about minorities. In 

the study, participants read a series of statements describing positive or negative 

behaviours of individuals who were either part of a majority group (A) or a minority group 

(B) (Hamilton & Gifford, 1976). Both groups had the same proportion of positive and 

negative statements presented, whilst group A had more statements overall. However, 

there was no real relationship between the statements or the groups (Table 2). Participants 

were asked to make a judgement about the group membership of the individuals they were 

shown. The results indicated that people were accurate when making associations between 

Groups  Positive attributes  Negative attributes Total 

Group A (majority) 18 (69%) 8 (30%) 26 
Group B (minority) 9 (69%) 4 (30%) 13 
Total 27 12 39 

 

Table 2 Hamilton and Gifford (1967) information given to participants 
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group membership and positive behaviours. However, they were more likely to 

overestimate the number of people in the minority group who exhibit negative behaviours. 

This example shows how the illusory correlation can result in stereotype formation, due to a 

biased perception of contingency.  

Typically, in illusory correlations paradigms, participants are shown a sequence of 

statements about the members of two groups, with each statement presenting a negative 

or positive attribute of members of each group. The negative and positive statements for 

the groups are skewed, as shown in Table 3, so that one group is the ‘majority’ group whilst 

the other is the ‘minority’ group. The proportion of negative and positive statements are the 

same. This often leads to a perception of a contingency between the groups and the 

attributes. The perceived contingency is reflected in a biased stereotype in favour of one 

group or event relative to the other. 

Table C Zero Contingency 

Action 

Outcome  

Present Absent  

Present 40 (80%) 10 (20%) P(O/C)=.8 
Absent 40 (80%) 10 (20%) P(O/~C)=.8 

  ΔP=.8-.8=0 

 

 

Table A  

Visual presentation of the possible 

outcome in a contingency paradigm 

Cue 

Outcome 

Present Absent 

Present A B 
Absent C D 

 

Table D Illusory Correlation 

Category 

Outcome  

Present Absent  

X 40 
(80%) 

10 
(20%) 

P(O/C)=.8 

Y 20 
(80%) 

5 (20%) P(O/~C)=.8 

  ΔP=.8-.8=.0 

 

Table B  

Visual presentation of the possible outcome 

in an illusory correlation paradigm 

Category 

Outcome 

Present Absent 

X 2A 2B 
Y A B 

 

Table 3 Contingency calculation compared to illusory correlations examples 
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A subset of illusory correlations are the phenomena of superstitions, which are the 

belief that unrelated events are causally connected despite the absence of any plausible 

causal links. In particular these beliefs focus on faith in magic or the fear of the unknown, or 

the belief that certain things or events will bring good or bad luck. A more everyday example 

of superstitious beliefs is the existence of ‘lucky’ or ‘unlucky’ items or events. A child may 

score a record number of goals during a football match when wearing yellow socks, and 

decide the socks are ‘lucky’ and wear them for future football matches. Alternatively, a 

student may fail an exam given on a Wednesday so decide that Wednesdays must be 

unlucky and avoid taking any more exams on Wednesdays. In both these cases, these events 

until then were infrequent, however the nature of the events made them distinctive, and 

due to this a perception of a relationship is formed, which then affects future behaviour.  

Illusory correlations have been studied extensively and have been found to be a 

robust effect (Fiedler, 2000; Hamilton & Sherman, 1989; Rodríguez-Ferreiro & Barberia, 

2017; Sanbonmatsu et al., 1987). In general, theories on illusory correlations are based 

around the use of heuristics in information processing, that is, short-cuts that are often used 

in decision making. The availability heuristic, the ease with which an idea comes to mind, is 

thought to result in illusory correlation, as some ideas, or pairings of ideas are vividly and 

easily remembered even though they do not occur frequently (Plous, 1993). These theories 

suggest that there is an advantage in memory for infrequent events (Weigl et al., 2018).  

The role of working memory capacity has been investigated in relation to illusory 

correlations in stereotype formation. In general, the strength of illusory correlations 

differed, when memory load in the working memory capacity was varied, with increased 

memory load, there was an increase in illusory correlations (Eder et al., 2011). Alternative 
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explanations for illusory correlations, focus on ad hoc inferences, as inferences of the 

frequency of the outcome is contingent on the frequency of the predictor. Hence when 

making inferences, the co-occurrence of the predictor and outcome are not required, for 

people to believe there is a relationship between the two, as the marginal frequencies of 

these variables are used to make these judgements (Ernst et al., 2019; Fiedler et al., 2009, 

2013; Fiedler & Freytag, 2004).  

Interestingly, it has been found that, the more you have been a participant in studies 

and have seen a wider range of paradigms, the less likely you are to report illusory 

correlations (Murphy et al., 2011). The authors suggested that the illusory correlation may 

be considered an effect of incomplete learning, opposed to the phenomenon being caused 

by a bias or heuristic.  

Illusory correlations and contingency biases share the notion that people mistakenly 

perceive a relationship when there is none. Similar paradigms are used in both areas of 

research as participants are often presented with a series of trials that contain outcome 

information for groups or cues. At the end of the trials, participants are asked to form a 

causal or associative judgement based on the information presented to them. In addition to 

this, due to the nature of the paradigms, zero contingencies are possible in both, hence it is 

possible to create scenarios where the frequency of events can be manipulated to be high 

or low, whilst ensuring there is no true relationship between the events or groups. 

Therefore it is possible to create scenarios where the frequency of events can be 

manipulated to be high or low, whilst ensuring there is no true relationship between the 

events, or create scenarios where groups can be large or small while ensuring that the 

target characteristic is associated with group. 
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However, there are a few differences between illusory correlations and contingency 

learning paradigms. Specifically, the explicit distinction between cues and outcomes does 

not play much of a role in illusory correlations, which rather focus on the alleged co-

occurrence of positive or negative attributes. In contrast, contingency learning places more 

emphasis on the role of cues and outcomes, which in turn provide the basis for judgements 

about association and directionality of an effect. In addition to this, in the typical 

contingency learning paradigm the frequency of outcomes and cues were not skewed such 

that one group is a ‘majority’. Rather, these are kept the same so that the probability of the 

outcome without the cue is the same as the probability of the outcome with the cue.  

Nevertheless, even though differences exist between these two paradigms, these 

seem to be mostly due to the different terminology used between areas of research. And as 

such, at this stage it is uncertain whether the effects and methodology from illusory 

correlations truly differ from contingency learning. 

To summarise, illusory correlations are a form of biased perception of contingency, 

whereby individuals perceive a correlation or relationship between two variables, due to the 

skewed distribution of the occurrence of those variables. The infrequency and 

distinctiveness of some variables and their occurrence leads to the illusory correlations. 

Illusory correlations are often used to explain stereotype formations and superstitious 

thinking. Whilst the paradigms used in illusory correlation research are similar to those in 

contingency learning approaches, cues and directionality seem to play a much larger role in 

contingency learning.  

1.2.3 Spurious correlations 
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Spurious correlations are distorted perceptions of causality between two variables 

whereby the correlation does not derive from those two variables. In many cases the 

presumed causal effect is attributable to the role of a third variable or is an incorrect 

inference about the presence of a relationship in the population based on sampling 

variability (Fiedler et al., 2002).  

A common example given for spurious correlations, is the increase in drowning when 

ice cream sales increase. It may seem like ice cream sales lead to more drownings; however, 

it is more likely that when it gets warmer, more people are likely to buy ice cream, and go 

swimming. Here there is a third variable which can explain the causality seen between ice 

cream sales and drowning. As another example, the years in which there are more people 

drowning in pools, seems to positively correlate with the number of films Nicolas Cage 

appears in, in those years (Vigen, 2015). Whilst these events are correlated, it is also merely 

a coincidence.  

For example, in a study on group stereotypes, participants were asked to judge the 

intelligence of two groups based on the performance the members of the group on an 

anagram task (Schaller & O’Brien, 1992). The following information was provided about 25 

members of each group attempting an anagram; the group membership of the person 

attempting the anagram, the difficulty of the anagram, and the outcome of the attempt 

(success or failure). This information was presented as a sequence of statements, Table 4, 

 

Group 

Easy  Difficult  Overall 

Success Failure  Success Failure  Success Failure 

A 5 0  5 15  10 15 
B 15 5  0 5  15 10 

 

Table 4 Stimulus spread in Schaller and O’Brien (1992) 
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after which participants provided judgements of both groups’ ability of future anagram 

tasks. The findings of the study suggest that participants did judge a difference in 

intelligence between the two groups, with group B being the more intelligent group, which 

was consistent with the overall performance only. The difficulty of the anagrams was not 

taken into consideration, even though this was shown to participants.  

Overall, Group A correctly completed fewer easy anagrams and was the only group 

to complete any of the difficult ones, albeit at a high failure rate. Whilst Group B did 

complete more of the easy anagrams, they also did some incorrectly, and completed none 

of the difficult anagrams. When this is aggregated it seems like Group B was the more 

successful group, see Table 4, even though Group A was the only group to correctly 

complete the harder anagrams. As the participants later judged Group B as being the more 

intelligent group, this shows that a perceived contingency of group and behaviour can result 

in stereotypes, even though the correlation is spurious. The perceived contingency is 

reflected in a biased stereotype in favour of one category relative to the other.  

Typically, in studies of spurious correlations, participants are shown a sequence of 

statements about the members of two groups, with each statement presenting a negative 

or positive attribute or outcome of that group. Participants are told these attributes 

occurred in different contexts or vary due to a third factor. However often, when people 

consider the group memberships, they do not consider the effect of the third factor. This 

often leads to a perception of a contingency between the groups and the outcomes. The 

perceived contingency is reflected in a biased stereotype in favour of one group relative to 

the other.  



 

 

32 

 

Spurious correlations are similar to errors or biases that arise in contingency 

learning; people may mistakenly believe two factors are causally related, when they are not. 

In terms of the methodology, similar paradigms are used in both areas of research, whereby 

participants are often presented with a series of outcome information for groups or cues. At 

the end of the trials, participants are asked to form a judgement based on the information 

presented to them. Due to the nature of these paradigms, even when there is no 

relationship between the cue or groups and outcomes presented to participants, they often 

form a biased perception of contingency, which favours a group or cue.  

 However, the spurious correlation paradigm also differs from the contingency 

learning one. Spurious correlations rely on the existence of a third factor that could explain 

the perceived causal relationship between two variables. For example, a hot day may 

explain the increase in ice cream sales and shark attacks, as opposed to shark attack and ice 

cream sales having a causal relationship. Whilst this is not the case in contingencies 

paradigms, as there is no true causal relationship between the variables and should not be 

explainable by another factor. Secondly, for spurious correlations there may be a 

correlation, however there is not causation, whilst for contingency learning, there is neither 

a correlation nor causation.  

To summarise, spurious correlations are a biased perception of causation, whereby 

causality is judged between two events, that may just be correlated or attributable to 

another factor. Whilst similar paradigms are used in both spurious correlation research and 

contingency learning, with spurious correlation there may seem to be a relationship 

between events due to chance or sampling variability, which is not the case with 

contingency learning.  
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1.2.4 Pseudocontingencies 

Pseudocontingencies are a form of contingency judgement in which individuals judge 

a correlation between two uncorrelated variables when they are jointly skewed. To 

demonstrate this phenomenon, take the example of academic and sporting achievement in 

two different schools. At school A there may be a high rate of academic and sporting 

achievement in comparison to school B. However, neither academic and sporting 

achievement can be observed at the same time, hence they are assessed or seen at 

different times. However, the base rate information for students from school A, may be that 

most students are high academic achievers and also high achievers in sports, in comparison 

to school B. This may then be generalised to suggest that success at academics and sports 

are positively correlated, even though neither were observed at the same time and were 

only observed in the context of different schools.  

Pseudocontingencies have been studied in a number of different fields from 

philosophy to economics. Skinner's (1948) experiments on conditioning in pigeons is some 

of the earliest work within this area. Across experiments Skinner induced a state of hunger 

in pigeons by reducing the weight of the pigeons to 75% of their normal weight. The pigeons 

were put in cages where a hopper swung into place at regular intervals and gave out food. 

Usually, the birds were conducting some behaviour and then the hopper would appear, 

afterwards the birds would repeat this behaviour for more food. Interestingly the birds 

started displaying a wide range of conditioned behaviours, hence a range of superstitions 

were induced in the pigeons.  
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 Within psychology there has been a greater focus on stereotype formation through 

pseudocontingencies and biases in information sampling. For example, participants were 

presented information about two towns, X and Y, and a series of desirable and undesirable 

behaviours of members of two different groups in each town (Meiser, 2003; Meiser & 

Hewstone, 2004). For each description of a behaviour, the related town context and group 

membership was also given, hence giving base rate information on group, town and 

desirability. For town X, group A was a majority and desirable behaviours were more 

frequent, whilst town Y, group B was a majority and undesirable behaviours were more 

frequent. The correlation of group and behaviour type were zero or negative for each town, 

when aggregated across towns there was a positive correlation. Participants gave 

judgements of estimation of desirable and undesirable behaviour frequency across both 

towns for each group, which showed a more positive evaluation of group A compared to B, 

despite the zero correlation between group and behaviour within each town (Meiser, 2003; 

Meiser & Hewstone, 2004).  

In the typical paradigms for examining pseudocontingencies, participants are 

presented with information on two or more different characteristics of two or more groups, 

either jointly or successively in a context. Afterwards participants make predictions using 

partial information of a particular group characteristic, to predict what level or value this 

group member may have. The presentation of variable information can vary, either being 

presented simultaneously or successively. In simultaneously presented information, 

variables were presented together, most often summarised in tables. Alternatively, in 

successive presentation the group characteristics are presented one by one, over several 

trials.  
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1.2.5 Biases of sequential dependence  

Biases of sequential dependence consider that individuals hold beliefs or 

assumptions about the underlying mechanisms of a sequence which affects how one 

interprets said observations and future judgements. The two commonly known examples of 

this are the hot-hand fallacy and gamblers fallacy. It is thought that these fallacies occur due 

to manifestations of the representative heuristic, as they are judgements formed about the 

probability of an event under uncertainty. When people rely on representativeness to make 

judgments, they are likely to judge wrongly because the fact that something is more 

representative does not actually make it more or less likely.  

The hot hand fallacy occurs when individuals believe in ‘streaks’ in sequences of hits 

and misses or belief in positive recency in events (Green & Zwiebel, 2017). This leads to 

individuals believing that once a random event has occurred, it has a greater probability of 

occurring in succession. For example, having observed 5 patients in a row for whom drug Z 

worked, someone may now believe it more likely than usual that it will work for the next 

patient. Most of the hot hand fallacy is seen and studied in sports. The Hot hand fallacy was 

first described in relation to the ‘hot hands’ basketball players were thought to have. It was 

suggested that when basketball players had made a successful shot, the succeeding shots 

were more likely to be successful as well (Gilovich et al., 1985). The effect has been found in 

other contexts such as finance (Hendricks et al., 1993), sports (Clark, 2003; Dorsey-

Palmateer & Smith, 2004), betting markets (Camerer, 1989), and prediction tasks like 

roulette games (Croson & Sundali, 2005). 
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It has been suggested that the streaks associated with the fallacy do exist in some 

sports such as darts, golf, and horse shoe pitching where wins and misses can occur in 

streaks (Ayton & Fischer, 2004; Gilden & Wilson, 1995a, 1995b). However, this seems to be 

due to skill and confidence, which may have led individuals to mistakenly expect clumps of 

the same events to occur in other domains of human performance as well (Ayton & Fischer, 

2004).  

The gamblers fallacy occurs when individuals see patterns where they do not exist, a 

form of negative recency in events, that is, a belief that the probability of independent 

events occurring decreases or increases depending on recent events, and that these will 

self-correct over time (Burns & Corpus, 2004). If they believe an event has happened more 

infrequently recently, then they will expect that event to happen frequently in the future. 

For example, if a fair coin is flipped 5 times in a row, with heads appearing all 5 times, the 

probability of flipping heads the following turn is 1/2. This will not be dependent on what 

the previous turns resulted in. However, those under the gambler’s fallacy may believe that 

due to heads appearing for 5 turns consecutively, then tails is due to occur on the 6th turn.  

Perhaps the most famous example of the gambler’s fallacy occurred in a game of 

roulette at the Monte Carlo Casino in 1913, during which the ball landed on black 26 times 

in a row, which has a probability of around 1 in 136.8 million, this was an extremely 

uncommon occurrence. Due to the incorrect reasoning that the streak was causing an 

imbalance in the randomness of the wheel, hence had to be followed by a streak of red, 

gamblers lost millions of francs by betting against black (Owen, 2011). The fallacy occurs in a 

number of settings that range from when people choose lottery numbers (Clotfelter & Cook, 

1993) to actual gambling situations such as blackjack or roulettes at the casino to race tracks 
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as well (Croson & Sundali, 2005; Keren & Wagenaar, 1985). It has also been found that 

gambler’s fallacy does occur outside the gambling setting, for example baseball umpires, 

loan officers, and asylum judges, have been found to employ the gambler’s fallacy 

consistently in their decision making (Chen et al., 2016; Suetens et al., 2016).  

It is thought that the gambler’s fallacy arises out of a belief in the law of small 

numbers - the belief that the balance of random outcomes that occurs in very large samples 

will also be reflected in small samples, streaks must eventually even out to be 

representative (Burns & Corpus, 2004). Hence suggesting the gambler’s fallacy is a form of 

representative heuristic, whereby people assess the probability of certain events by judging 

how similar the events are to previous events they have experienced and the similarity of 

the surroundings of the two events (Tversky & Kahneman, 1971, 1974).  

In a typical study for both of these fallacies, participants are asked to view a series of 

outcomes, and then asked to predict the outcomes of the succeeding events before they 

occur. However, in contingency paradigms participants are asked to make a judgement of 

association, based on cue and outcomes, rather than prediction of outcome based on 

previous outcomes. As such cues play a bigger role in contingency paradigms compared to 

these fallacies. However as outlined earlier, many contingency learning tasks examine cue 

effects by asking participants to predict the outcome based on the cue on a trial by trial 

basis.  

1.2.6 Confirmation Bias 

Confirmation bias is the tendency for individuals to search, interpret, or recall 

information such that it confirms or supports their prior beliefs (Nickerson, 1998). In 
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practice this may occur, when people interpret ambiguous evidence, discard, or ignore 

contradictory information so their beliefs are further supported. Confirmation bias is 

stronger for emotionally linked beliefs, desired outcomes, and deeply ingrained beliefs 

(Levine et al., 2001; Safer et al., 2001). It is also thought to offer an explanation for why 

some false beliefs form or persist. That is, if it is not a type of false belief about association 

but a reason why such false beliefs sometimes arise.  

Confirmation bias is seen in many situations. For example, many individuals with 

strong political beliefs may choose news sources which also align with their beliefs. The 

more individuals use the news source, the stronger the confirmation bias, as they are only 

searching for information that supports their beliefs. With so many news sources available, 

it is possible to find a new source that will support any belief. With the increase in social 

media, this effect can be amplified, as due to algorithms showing individuals stories or 

information that is similar to what the individuals already follow, whilst excluding contrary 

information.  

Explanations or the mechanisms through which confirmation bias occurs, fall 

predominantly under three categories: biased search for information, biased interpretation 

of information, and biased memory recall (Lord et al., 1979). In addition to this, 

confirmation bias is thought to explain four specific effects (Althubaiti, 2016; Hart et al., 

2009): illusory correlations, irrational primacy effect, belief perseverance and attitude 

polarisation.  

1.2.7 Halo effect 
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The halo effect is a cognitive bias that occurs when people have a positive 

impression of a person, or company in regard to one attribute, which positively influences 

their feelings or opinions of the given person or company on another attribute (Thorndike, 

1920). Within decision making research, this phenomenon is often found to occur when 

evaluators give more positive judgements based on their previous judgements, thus using 

unrelated information to make their evaluations (Gibson & Gore, 2016; Nisbett & Wilson, 

1977). This effect can occur in the negative direction as well, whereby if an individual 

dislikes one aspect of something, they will have negative predisposition toward everything 

about that object or person (Nisbett & Wilson, 1977).  

The halo effect is a common bias that occurs in everyday life. For example, in the 

workplace, one may see a co-worker or client who is smartly dressed, and thus assume they 

are more competent at their work than their colleague who wears a t-shirt to work. Another 

example is the ease with which often we base our overall impression of celebrities based on 

one or two of their positive attributes, such as seeing celebrities being successful or 

attractive, and then also thinking of them as being intelligent and kind.  

In a typical halo effect study, participants often given a positive characteristic of an 

individual, group or company. Afterwards they provide evaluations of said individual on 

other characteristics. The halo effect has been studied in many contexts such as intelligence 

(Landy & Sigall, 1974; F. R. Moore et al., 2011; Talamas et al., 2016), politics (Berggren et al., 

2017; Poutvaara et al., 2009; Surawski & Ossoff, 2006; Verhulst et al., 2010), marketing 

(Burke et al., 2018; Vance et al., 2016), and judiciary systems. (Dahl-Monroe, 2017; Efran, 

1974; Sigall & Ostrove, 1975). For example, research within the jury system, had found that 

the halo effect to influence judgements on sentencing a great deal. Individuals are often 
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more lenient in sentencing attractive people over unattractive ones even if they have 

committed the same crime (Efran, 1974). The authors suggested this may be due to the 

societal perception that attractiveness is related to successful future. Due to the extensive 

study of the halo effect, the paradigms and methodology used vary a great deal, however as 

the effect is found with such consistency it is considered to be a robust effect.  

The halo effect is similar to contingency learning, as a bias in perception occurs 

which then affects the future judgements individuals make. Importantly it is a bias in 

perception of co-occurrence of variables, attractiveness is perceived to be negatively 

associated with culpability, when it is likely not to be associated. However, an immediate or 

first impression, is what biases individuals with the halo effect, rather than the experience 

from a series of absent or present cue and outcomes. In addition to this, in a contingency a 

biased perception of association is made, as opposed to just a bias in perception as made 

due to the halo effect.  

To summarise, the halo effect occurs due to a positive first impression influencing 

future judgements, on unrelated matters. Whilst the halo effect is a form of biased 

perception, it differs from contingency judgements, as they are based on cue-outcome 

associations.  

1.2.8 Discussion 

To summarise, a number of different types of causal beliefs have been discussed, in 

which people may form false beliefs, which do not accurately reflect the underlying 

relationship between events or objects. To note, judging contingencies is different to 

judging causality. Whilst contingency judgements are made based on observations of the 
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probability of an outcome following on from particular cue, such as the probability of B 

occurring is highest after A occurs. Causality refers to the direct influence of an event 

causing another event, such that C has caused D. Inferring causality is a major challenge as 

the evidence on which these inferences are made can be faulty or incomplete thus leading 

to incorrect reasoning hence errors arising in this process are to be expected. In this thesis, I 

am interested in situations in which people infer a relationship between a cue and outcome, 

when there is no relationship. A contingency approach has been taken up, and the 

contingency between cue and outcome is explored across this thesis. The study of 

contingency may shed further light on the understanding of causality. To be able to examine 

the contingency between cue and outcome, all the outline causal beliefs cannot be 

examined, particularly as in some cases there may be some underlying factor which links the 

cue and outcome. As such in this thesis, the illusion of causality is examined, as the illusion 

arises when there is no relationship between the cue and outcome, however people tend to 

believe there is some relationship between the cue and outcome.  

1.3 Illusions of causality 

Successfully identifying associations between events is fundamental to cognition 

(Shanks, 2010). This form of pattern detection is a basic building block of the learning 

required for adaptive functioning, ranging from learning which words represent which 

objects or ideas, to learning which outcome(s) reliably follow a specific type of action 

(Batterink & Neville, 2011; Shanks, 1993; Shelton & Martin, 1992; Werker et al., 1998). 

Learning theorists have therefore rightly been concerned to understand whether and how 

associations and causes can be accurately identified—and to identify any conditions that 

hinder people’s ability to effectively gauge the strength of an association or causal path 
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between a cue and a related outcome. One such hindrance relates to the illusion of 

causality.  

Although studies of action–outcome and cue–outcome, where action is when 

someone or something acts and cue judgments have generally found that people are 

sensitive to the strength of positive and negative contingencies, judgments of causation 

consistently deviate from the ∆p rule when there is no contingency between the potential 

cause and the outcome (i.e., ∆p = 0) (Allan & Jenkins, 1983; Shanks & Dickinson, 1988). 

Effects such as this, where the attribution of causal relationships between two non-

contingent events, when ∆P is zero, are commonly referred to as an illusion of causality 

(Matute et al., 2015). Illusion of causality is an important phenomenon because it 

represents a consistent error in human learning that is thought to contribute to the 

development and maintenance of superstitious beliefs and pseudoscientific thinking 

(Matute et al., 2015). A framework through which the illusion of causality may be examined 

is the contingency account.  

1.4 Theoretical frameworks for contingency learning  

Below the contingency learning account is outlined along with the associative 

perspective and probabilistic contrast model. This thesis has taken a contingency approach 

for the experimental paradigms. However, the associative and probabilistic models may 

offer alternative or better explanations for the effects examined in this thesis, compared to 

the contingency account. As such in the discussion chapter the results will be compared to 

these two models as well. 

1.4.1 Contingency learning 
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The contingency learning account is a statistical theory of learning, originally 

developed to explain how people learn the underlying contingencies between two or more 

events (Pineño & Miller, 2007). A contingency refers to the covariation between two or 

more variables, when each variable only has two possible values (i.e., present vs absent). In 

typical contingency experiments participants are shown or given instances of two or more 

events. The individual events may be present or absent on each trial. After a set of trials 

participants are asked to rate the contingency between the event, or some form of causality 

between the events using a numerical scale. The higher the judgement, the higher the 

perceived contingency by participants.  

Whilst there are many models of contingency, the ΔP contingency account by Allan, 

(1980) is one of the simpler models (Shanks et al., 1996). In the ΔP account information 

regarding the cue and outcome is acquired according to the 2 by 2 contingency table, Table 

1. Each cell represents whether the cue and outcome are each present or absent, giving 4 

possible combinations. The contingency learning account states that the belief about events 

should correspond with the difference in the probability that two events co-occur, P(Event 

1|Event 2), and the probability that one of these events occurs in isolation, P(Event 1|No 

Event 2). This difference is quantified as ΔP—the degree of contingency (Allan, 1980). As 

such ΔP can range from -1 to +1. For both positive and negative ΔP values there is some 

relationship between cause and outcome, whereas if the potential cause has no total 

relationship on the outcome, then ΔP is zero. For a positive contingency the probability of 

the outcome occurring is higher with the presence of the cue. For a negative contingency 

the outcome is more likely to occur in the absence of the cue. 
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Research has found that participants’ ratings of contingencies often match the ΔP 

resulting from different probabilities of cue and outcome (Wasserman et al., 1990, 1996). 

However contradicting results have been found, and the contingency account has been 

found to fail to take into account effects such as cue competition.  

Whilst the contingency account may not be a perfect account of human contingency 

learning, the model is simple in its explanation of contingency learning. In particular it 

focusses on belief formation based on binary variables. Also the account is not made 

complex by considering causality, but simply refers to the covariation between events. As 

this thesis is not focusing on causality, but how people form beliefs based on events they 

experience or witness, the contingency account is appropriate here. In addition to this, the 

paradigms based on the contingency account allow for the examination of belief formation 

in ways that are intuitive for participants to grasp. Also, the paradigms can be easily 

changed to reflect different contexts as well.  

For all the experiments that use zero contingencies (i.e., ΔP =0), according to 

contingency learning theory, there would be an expectation that contingency judgements 

should be zero. Moreover, even if participants had a response bias when providing 

contingency judgments (e.g., an aversion to using the scale endpoint representing zero 

contingency) the contingency learning account cannot explain differences in judgment 

between conditions with identical ΔP between the high- and low-density conditions 

examined in this thesis. That is, across experimental manipulations, where the relationship 

between cue and outcome remained unchanged (at ΔP =0), no systematic differences in 

contingency judgements should arise.  
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However Wasserman (1990) found that people tend to weigh the cells of a 

contingency table (Table 1) according to, A > B > C > D for judgements of data presented in 

contingency tables. In the study participants weighed the 2 by 2 contingency tables to give 

contingency judgements. And found that people tend to weigh cell A trials the most 

followed, cell B and C trials, and cell D trials are given the least weighting. For example, this 

implies in the medication treatment scenarios used in this thesis, participants will give most 

weight to occurrences of patients given medication and recovering, followed by patients 

given medication not recovering, then patients no given medication and recovery, and the 

least weight to patients who do not receive medication and do not recover. In addition to 

this, it was also suggested that the trials of cells A and D lead to increased positive 

judgements whilst cell C and B counts decrease contingency judgements. Taking the medical 

treatment scenario again, when occurrences of patients given medication and recovering, 

along with not given medication and not recovery, results in more positive judgements. As 

such, patients given medication not recovering, along with patients no given medication and 

recovering decrease judgements. For instance, looking at Table 5 this is demonstrated, as 

increases in cells A or D, increases the positivity of the contingency, whilst increasing cells B 

and C decreases the positivity of the contingency. With this extension added to the 

contingency account, the results of this thesis may be better explainable by the account.  

1.4.2 Associative perspective 

The associative perspective considers the associative strength of two events, the 

conditioned stimulus (CS) and unconditioned stimulus (US). The Rescorla and Wagner (1972) 

model is one of the more prominent associative models, which focus on the formation and 

strengthening of cue and outcome associations. For the purposes of comparison here the CS 
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can be considered similar to a cue, whilst the US can be considered as an outcome. When 

these two events are paired it leads to an internal connection between the events. Strength 

of connection is determined by how often the events are paired together, how often events 

occur in isolation and how often both are absent. It is this mechanism that allows the model 

to be sensitive to CS–US contingencies in animal and human learning.  

Associative strength is determined by ΔVn
cue=α . β . (λ-Vn-1

Total). In the equation ΔVn
cue 

refers to the change in the associative strength of the cue on any given trial, n. There are 

two learning rate parameters, α and β, which represent the associability (salience) of the 

cue and outcome respectively. The learning paraments are bound between 0 to 1, and 

function according to their values of salience. The final term (λ-Vn-1
Total) represents the 

discrepancy between the amount of associative strength of the outcome λ, and the current 

Cue  

Outcome  

Present Absent  

Present 15 10 P(O/C) = .6 
Absent 10 10 P(O/~C) = .5 

  ΔP = .6-.5= 0.1 

Cue  

Outcome  

Present Absent  

Present 10 10 P(O/C) = .5 
Absent 15 10 P(O/~C) = .6 

  ΔP = .5-.6= -0.1 

Cue  

Outcome  

Present Absent  

Present 10 10 P(O/C) = .5 
Absent 10 15 P(O/~C) = .4 

  ΔP = .5-.4= 0.1 

Cue  

Outcome  

Present Absent  

Present 10 15 P(O/C) = .4 
Absent 10 10 P(O/~C) = .5 

  ΔP = .4-.5= -0.1 

Cue  

Outcome  

Present Absent  

Present 10 10 P(O/C) = .5 
Absent 10 10 P(O/~C) = .5 

  ΔP = .5-.5=0 

Table B Increased cell A trials  Table C Increased cell B trials 

Table E Increased cell D trials Table D Increased cell C trials 

Table A Comparison contingency calculation 

Table 5 Wasserman et al’s. (1990)  explanation of how cells A, B, C and D change contingency 
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total associative strength that has been acquired until trial n-1, by all the cues present on 

trial n, (Vn-1
Total). The value of λ, is dependent on whether the outcome is present (1) or 

absent (0). 

Experimental context also raises associative strength and can compete with cues to 

predict outcomes (De Houwer & Beckers, 2002). These models assume learning occurs on a 

conditioning trial only to the extent that the US is surprising. On the first conditioning trial 

when a CS is first paired with a US, as nothing signals the US, the US is surprising and 

therefore learning occurs. As conditioning trials proceed, CS will come to predict the US and 

the US will become less surprising. At some point the CS will predict the US perfectly and at 

this point no further learning will occur (Miller et al., 1995).  

1.4.3 Probabilistic contrast models 

The probabilistic contrast model is another rule-based account similar to the 

contingency accounts. According to the model, individuals reason about cause-effect 

relationships by recalling all the events of the contingency and calculating a similar statistic 

to ∆p (Cheng & Novick, 1990). Individuals compare situations that differ due to the presence 

of a target cue, whether the cue is present or absent. By comparing these situations 

inferences about the relationship between cue and outcome can be learnt. Causal power is 

driven by the idea that for any cause of an effect, there are always potential alternatives 

causes. So, knowledge of the base rate of the effect (frequency of outcome) will let one 

make a contrast between the candidate cause and alternative causes such as experimental 

context (Buehner et al., 2003; De Houwer & Beckers, 2002).  Base rate is 1 when the 

outcome always occurs when the cue is absent. Base rate is 0 when the outcome never 



 

 

48 

 

occurs when the cue is absent. The following equation is used by the model,  𝑃𝑖 =  
∆𝑝

1−𝑃(𝑒 𝑖̅⁄ )′
. 

In this equation, e, is the occurrence of the outcome and, i, is the occurrence of the event. 

When the cause is preventative, the denominator is P(e/ i). So, the power for an event to 

cause an outcome is a joint function of the overall contingency (P) and the probability of the 

outcome in the absence of the event.  

1.4.4 Summary 

In each empirical chapter the extent to which the results are predicted by the above 

accounts will be discussed. 

1.5 Manipulations in Contingency learning research 

1.5.1 Outcome density 

Unfortunately, people do not always behave according to the normative contingency 

account; contingency beliefs are often biased. People tend to believe that events that occur 

often must somehow be related, even if they are not (Allan & Jenkins, 1983). One of these 

effects is known as the outcome density effect—the tendency to make an association 

between cue and outcome due to high frequency of outcome when there is no actual 

association between cue and outcome (Allan et al., 2005; Matute, 1995; Musca et al., 2010). 

When the contingency is held at zero then the probability with which the outcome appears 

may bias judgments such that a higher probability of the outcome occurring may lead to 

higher contingency judgements (Alloy & Abramson, 1979; Shanks & Dickinson, 1991; Vallée-

Tourangeau et al., 2005). Hence, higher outcome densities may bias beliefs. Taking Table 6 

for examples of high and low outcome densities, the ΔP for both is zero, as such there is no 

relationship between the cue and outcome. The only difference between both calculations 
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is the probability of outcome occurring. It is often found that in when outcome density is 

higher, participants are more likely to judge a contingency between the cue and outcome.  

Alloy and Abramson (1979) conducted one of the first outcome density studies using 

a modified paradigm previously introduced by Jenkins and Ward (1965). In a series of 

contingency problem trials, participants were tasked with turning on a green light as often 

as possible by either pressing a button or not pressing a button, which would or would not 

result in a green light, in any combination. These researchers manipulated both the 

contingency between button pressing and the light turning on, as well as the overall 

frequency of the light turning on – referred to as the outcome density. Regarding the 

contingency level, in some conditions, the probability that the light would turn on after 

pressing the button was higher than chance and the probability that it would turn on after 

not pressing the button was lower than chance. This corresponds to a positive contingency 

between button pressing and light turning on. In other conditions, this probability was equal 

to chance, equivalent to no contingency. Regarding the outcome density, in some conditions 

Low outcome density calculation 

Cue 

Outcome   

Present Absent   

Present 25 75 P(O/C)=.25  
Absent 25 75 P(O/~C)=.25  

  ΔP=.25-.25=0 

Table 6 outcome density at Zero Contingency 

High outcome density calculation 

Cue 

Outcome   

Present Absent   

Present 75 25 P(O/C)=.75  
Absent 75 25 P(O/~C)=.75   

  ΔP=.75-.75=0 
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the probability on any given trial of the light turning on was higher than 50%, whereas in 

others it was not, representing high and comparatively low density, respectively. 

Participants took part in a total of 40 trials, after which they provided a judgement of 

control. An outcome density effect was found, whereby outcomes were judged to be more 

controllable when outcome density was high rather than low, even though there was no 

contingency between the cue (button press) and the outcome (green light)1.Subsequently, 

the outcome density effect was further examined and found to be robust across variations 

of the original paradigm (Blanco et al., 2013; Crump et al., 2007; Gillan et al., 2014; Matute 

et al., 2007; Msetfi et al., 2005; Vallée-Tourangeau et al., 2005). These variations include an 

allergy paradigm in which the participant assesses which foods cause allergy (Blanco et al., 

2013) and a medical treatment paradigm in which the participant judges the effectiveness 

of a treatment for a disease (Blanco et al., 2011).  

Chapter 3 of this thesis reports a study which tested the outcome density effect with 

zero contingency in a passive contingency task. 

1.5.2 Cue density  

When considering density effects and their influence on associations, the focus has 

been predominantly on outcome density effects (Musca et al., 2010; J. C. Perales et al., 

2005). Contrastingly, cue density effects (e.g., treatments for diseases) have not been 

extensively examined. Cue density effects are another type of causal illusions that can also 

be considered focussing on examining the formation of beliefs. Cue density effects occur in 

 

1 This original study shows that the tendency to ascribe cause when none existed was 

diminished in a sub-group of participants with depression—a finding which some describe as 

a demonstration of ‘depressive realism’ 
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zero contingencies when the probability of cue is manipulated to be high or low and 

participants judge a greater contingency between the cue and outcome in the high 

condition compared to the low condition (Table 7 for comparison of contingency 

calculations between high and low cue and outcome densities). As such the density of cues 

may also influence perceived associations, and in a similar way to outcome densities when 

making judgments (Blanco et al., 2013).  

Taking the example of allergy paradigm, much is known about how judgements 

changes when a constant number of medications is taken, but the disease outcome varies. 

However, little is known about what occurs when the medication taken varies, but the 

outcome remains constant. In the real world such variations in cue may occur for example in 

differential treatment strategies between hospitals or doctors, where the treatment (cue) 

frequency may vary, however recovery (outcome) may stay relatively consistent across 

settings. The cue density, also known as cause density, has been studied comparatively less 

than the outcome density. The methodological similarities and differences of cue density 

studied compared to outcome density studies are summarised below, along with the 

findings from cue density studies.  

1.5.2.1 Methodological similarities or differences between outcome density only studies 

and cue density only studies 
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Often when cues are manipulated, it is to see whether the manipulation leads to 

differences in predicting the outcome. Hence many cue studies often include an additional 

question per trial, that appears after the cue, asking the participant whether they think the 

Table A Low cue density at zero contingency 

Cue  
Outcome  

Present Absent Outcome density 

Present 10 10 P(O/C)=.5 
Absent 40 40 P(O/~C)=.5 
Cue density P(C/O)=.2 P(C/~O)=.2  

Cue Δp=.2 - .2=0 
Outcome Δp=.5 - .5=0 

 
Table B High cue density at zero contingency 

Cue  
Outcome  

Present Absent Outcome density 

Present 40 40 P(O/C)=.5 
Absent 10 10 P(O/~C)=.5 
Cue density P(C/O)=.8 P(C/~O)=.8  

Cue Δp=.8 -.8=0 
Outcome Δp=.5 - .5=0 

 
Table C Low outcome density at zero contingency 

Cue  
Outcome  

Present Absent Outcome density 

Present 10 40 P(O/C)=.2 
Absent 10 40 P(O/~C)=.2 
Cue density P(C/O)=.5 P(C/~O)=.5  

Cue Δp=.5 - .5=0 
Outcome Δp=.2 - .2=0 

 
Table D High outcome density at zero contingency 

Cue  
Outcome  

Present Absent Outcome density 

Present 40 10 P(O/C)=.8 
Absent 40 10 P(O/~C)=.8 
Cue density P(C/O)=.5 P(C/~O)=.5  

Cue Δp=.5 - .5=0 
Outcome Δp=.8 -.8=0 

 

Table 7 Low- and High-density calculations, for cue and outcome density at Zero 
contingency. When cue is manipulated outcome probability is constant, when 
outcome is manipulated cue probability is held constant 
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outcome will follow or not in a yes or no format. Once participants have answered this, the 

outcome may or may not follow (Matute et al., 2011a). As such participants are making 

predictive judgements after each trial, rather than a causal judgement. After the set number 

of trials, participants typically make their causal judgement on a numerical scale, whereby 

they judge the strength of the causal link between the cue and the outcome.  

The few cue density studies that exist focused on the difference in outcome 

predictions and causal judgments. Outcome density and cue density effects have often been 

found in studies assessing causal judgements, however these effects have not always been 

found in outcome predictions, whereby the predictions are made every trial (Allan et al., 

2005; J. C. Perales et al., 2005). As causal judgements are made at the end of a learning 

phase after multiple trials a more consolidated perception of causality can be made. 

However, with prediction judgements as they are made trial by trial the judgement can 

change from trial to trial and occurs with more limited evidence. As such, as predictive 

judgements are not essential in determining cue and outcome density effects and does not 

guarantee evidence for cue or outcome effects, this approach is not being carried forward 

within the experiments of this thesis.  

1.5.2.2 Cue manipulation only  

In Vadillo et al’s (2011) study, cue density was manipulated to be either low or high. 

The standard allergy contingency paradigm was changed to use space aliens and carrots in a 

between subjects’ paradigm. The cue density bias was found to be stronger for outcome 

predictions compared to causal judgements. Specifically, they found that people believed 

more strongly that a substance was an allergen when the substance in question featured in 
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more than 50% of learning trials, despite the contingency between substance and allergic 

reaction to be the same irrespective of the overall frequency of the substance.  

Similar results were obtained in a study using the same original standard allergy 

paradigm (Matute et al., 2011a), with high outcome density, and manipulated high and low 

cue density. Participants were asked at the end of 100 trials, ‘To what extent do you think 

that Batatrim is the cause of the healings from the crises in the patients you have seen?’ 

(Causal question), and ‘To what extent do you think that Batatrim has been effective in 

healing the crises of the patients you have seen?’ (Effectiveness question). The effect was 

present in both types of questions and both conditions, however it was strongest in the 

effectiveness question for both high and low cue density.  

Yarritu and Matute (2015) used a passive contingency task to examine the effect of 

cue density and prior expectation on judgement. One hundred and fourteen participants 

took part in a fully between-subjects experiment, using the same cover story as before. The 

probability of cue was manipulated to be high (0.8) or medium (0.5), and half the 

participants were presented with trials in which the cue occurred with a probability of 0.8, 

whilst the other half experienced trials with the cue occurring with a probability of 0.5. The 

probability of the outcome was 0.8 across all conditions. During the training phase, for each 

trial participants were asked a predictive question regarding whether the participants would 

recover from the illness, which was followed by the outcome. After all trials participants 

gave contingency judgements. There was a main effect of cue such that participants in the 

high cue probability condition gave higher judgements than in the medium density 

condition. There was no main effect or interaction effect for prior expectation.  
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1.5.2.3 Cue and outcome manipulations 

Perales et al. (2005) extended this earlier work by manipulating not only cue density, 

but simultaneously varying whether the contingency was null or positive. Whilst outcome 

density varied between contingencies, it was held constant within each contingency. An 

effect of cue density was found, with judgements being higher in the high-density condition 

compared to the low-density condition. Similarly, an effect of contingency was found with 

the higher judgements in positive contingencies compared to null contingencies. Overall, 

the strongest causal judgements were made in high cue density positive contingency 

condition.  

Few studies have simultaneously examined cue density and outcome density effects. 

In one such rare investigation, Blanco et al. (2013) used an allergy paradigm with zero 

contingency between cue and outcome, and employed a 2 × 2 design with cue density (high 

vs low) and outcome density (high vs low) to examine the interactive effects of cue and 

outcome. They found an effect of outcome density in all conditions, however, there was 

only a small effect of cue density, and only when outcome density was high.  

1.5.2.4 Other findings 

Within contingency paradigms, the densities of cues and outcomes are typically not 

manipulated within the same studies. However, a small number of studies have shown that 

when cues are manipulated to be on the same screen as the outcome or to disappear 

before the outcome appears, there is an effect of cue density (Musca et al., 2010). 

Participants are more likely to make higher causal judgements when the cue and outcome 

are on screen together, than when they are not even if the outcome does follow the cue. 
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Overall, the cue density effect occurs both when cue and outcome are seen together and 

when cue and outcome are in sequence, but the effect is stronger when they are seen 

together. When the cue and outcome occur together on screen it would be clear to see an 

association between the two events. However, it may also cause confusion in terms of the 

clarity between which event is the cue and which event is the outcome. In addition to this, 

in real life situations cues and outcomes do not often occur together at the same time, in 

fact there tends to be a time delay between the cue occurring which then results in an 

outcome.  

1.5.2.5 Summary of cue density  

Overall, the cue density effect has not been studied as extensively as the outcome 

density effect within contingency learning or using contingency paradigms. However, these 

studies do often follow a similar format to outcome density studies. An effect of cue density 

has been found across many studies, however the effect seems to be more prominent in the 

presence of a higher outcome density, when cue density is also high.  

Chapter 4 of this thesis reports a study which tested the difference in effect size of 

cue and outcome density effects with a zero contingency in a passive contingency task. 

1.6 Presentation Order effects  

The next section will focus on the order in which the cue and outcome are presented 

within any individual trial, and whether the size of the cue and outcome density effect 

changes depending on whether the cue or outcome is presented first. Unfortunately, there 

is not a great of research on this particular area, as such the literature on trial order 
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information (primacy and recency effects) are discussed, which are then linked to cue and 

outcome presentation order.  

1.6.1 Trial order effects - Primacy and Recency effects 

The order in which information is presented and its influence on decision making has 

been studied in several ways across a number of different disciplines. Two key effects that 

have emerged from this research are the primacy and recency effects.  

The primacy effect occurs when presented with a long series of information, 

individuals focus more on the initial information presented to them, at the expense of the 

subsequent information (Marshall & Werder, 1972; Rundus, 1980). Individuals also tend to 

weigh the initial information more in a series of information use this as an anchor from 

which to make their judgement. For example, within the evaluation and judgements of 

juries, it has been found that when opposing arguments of equal persuasiveness are similar 

in all factors of importance, the first presented argument has the most sway with the juries 

(Lawson, 1968).  

Yates and Curley (1986) examined these effects in contingency paradigms, to 

determine whether contingency judgements were affected by the order of information 

presentation across trials. The order of the trials was manipulated in such a way that trials 

presented early indicated a contingency in the opposite direction of the trials presented 

later. Half the participants were informed they would be required to recall the frequencies 

of the trials they saw, whilst half the participants were not. After a series of trials, 

participants recalled the frequencies of the trial types they saw. The primacy effect was 

present for the participants who had not been informed of the recall test compared to those 
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who had been informed. Similar findings have been found linking the primacy effect to 

contingency judgements (Dennis & Ahn, 2001; Marsh & Ahn, 2006). 

Contrastingly, the recency effect reflects a tendency for individuals to be more likely 

to remember the more recently presented information in comparison to other information 

presented at the start or the middle of a series of information. Across four experiments the 

recency effect was tested in human contingency judgments (López et al., 1998). Similar to 

Yates and Curley (1986), the trials of these four experiments were manipulated such that 

early trials indicated a different contingency to the later trials. The results showed a 

significant effect of trial order, in particular a recency effect was seen.  

However, combined these two effects and studies provide contradictory accounts of 

contingency judgements. A series of four experiments on contingency judgements 

conducted by Collins and Shanks (2002) found effects of both primacy and recency on 

contingency judgements. Participants were assigned to either make a contingency 

judgement at the end of 80 trials or make incremental judgements after every 10 trials. The 

final contingency judgements participants made were influenced by primacy when 

participants integrated information from across trials. When participants made incremental 

judgements recency effects were found.  

Overall, the evidence shows that the order in which information is presented across 

trials may influence contingency judgments. However, little is known about how judgements 

may be influenced when the presentation order of cue-outcome pairings is manipulated 

within trials.  

1.6.2 Cue outcome order in contingency learning research  
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Contingency learning paradigms tend to manipulate the densities of cues and 

outcome independently, such as Blanco et al. (2013). Hence, insights into interactions 

between cue and outcome are minimal. However, studies such as that by Musca et al.  

(2010) has shown that when cues are manipulated to be on the same screen as the outcome 

or to disappear before the outcome appears, there is an effect of make higher causal 

judgements when the cue and outcome are on screen together, than when they are not 

even if the outcome does follow the cue. However, studies within this area have not 

explored the order in which cues and outcomes are presented, for example where 

participants are presented with the outcome before the cue, and then asked to make causal 

judgements.  

However, Musca et al. (2010) did not manipulate the order of cue and outcome 

presentation, so while their findings may be interpreted in line with outcome and cue 

density effects, it is conceivable that these effects actually relate to the order of event 

occurrence, that is, manipulating the density of the ‘second event’ may have a stronger 

effect than manipulating the density of the ‘first event.’  

Shanks and Lopez (1996) examined the effect of manipulating order of cue and 

outcome presentation in regard to cue selection. Cues were manipulated to be abstract or 

concrete. Participants were able to form causal relationships between the cue and outcome, 

regardless of which way around the cue-outcome pairs were shown. However, this 

experiment used more than one cue on trials, and this was an active task in which 

participants gave predictive responses after each trial. At present, the literature does not 

seem to consist of any studies in which the order of cues and outcomes, in a series of cues 

and outcome pairings, are manipulated to be shown in a different order (such that the 
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outcome is presented before the cue) in a passive contingency paradigm. It is therefore 

unknown how this may affect judgements in a passive contingency paradigm. 

1.6.3 Summary  

To summarise, when considering the effects of order the research has focused on 

the effect of trial order on judgements, particularly the primacy and recency effects. Within 

the contingency literature one study has examined the effect of the outcome appearing 

after the cue, with the cue staying on screen, in comparison to the cue appearing, then 

disappearing which is followed by the outcome. Whilst another study has examined effects 

on cue-outcome presentation order within an active task.  

Chapter 5 of this thesis reports two studies which tested the effect of cue and 

outcome interchangeability with zero contingency in a passive contingency task. 

1.7 Contingencies 

With zero contingencies, within any blocks of trials, the relative frequency of the 

outcome does not vary between cue-present and cue-absent trials. The literature has shown 

that with higher probability of outcome, the more positive judgements become, even 

though within the zero contingency condition there is no relationship between the cue and 

outcome (Crump et al., 2007; López et al., 1998; Msetfi et al., 2005; Vallée-Tourangeau et 

al., 2005). The zero contingency condition will be one focus for this project, as this is the 

condition in which people often form (categorically) false beliefs, such that cues, and 

outcome are associated. However, I am also interested to see how judgements of cue-

outcome pairings vary in positive and negative contingencies compared to zero 

contingencies. Within a positive contingency, a cue does predict the appearance of the 
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outcome, meanwhile in a negative contingency the cue predicts the absence of the 

outcome. See Table 8 for contingency calculation, for examples of contingency calculation 

for zero, negative and positive contingencies for outcome density. The tables show a total of 

40 trials per contingency set – yet depending on the number of trials per cell type, the 

overall contingency varies across the sets. Increasing cue-no outcome and no cue-outcome 

pairings results in the negative contingency, whilst increasing cue-outcome and no cue-no 

outcome pairings results in a positive contingency. Overall, in a positive contingency the 

probability of outcome occurring with cue is higher than that the probability of outcome 

occurring without the cue, however the opposite is true for negative contingencies. Within 

both positive and negative contingencies, there is an association between the cue and 

outcome, unlike a zero contingency. However, I am interested to see how type of 

contingency can influence judgements.  

Outcome density at Negative Contingency 

Cue  

Outcome  

Present Absent  

Present 8 12 P(O/C)=.4 
Absent 12 8 P(O/~C)=.6 

  ΔP=.4-.6=-.2 

Outcome density at Positive Contingency 

Cue  

Outcome  

Present Absent  

Present 12 8 P(O/C)=.6 
Absent 8 12 P(O/~C)=.4  

  ΔP=.6-.4=.2 

Outcome density at Zero Contingency 

Cue  

Outcome  

Present Absent  

Present 8 12 P(O/C)=.4 
Absent 8 12 P(O/~C)=.4 

  ΔP=.4-.4=0 

Table 8 Contingency calculations for outcome density across zero, positive, and negative 

contingencies 
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Within the contingency paradigm literature, the influence of positive and negative 

contingencies has also been studied, positive contingencies more extensively than negative 

contingencies. Crump et al. (2007) used a 2 (zero vs positive contingency) by 2 (low vs high 

outcome density) by 2 (contingency ratings vs frequency rating) within subjects design to 

examine an adapted version of the contingency paradigm with 37 participants. In the 

paradigm participants viewed a stream of 60 cue-outcome pairs per trial, with 20 trials per 

block. After each trial participants were either asked to provide a frequency rating or a 

contingency rating, hence participants complete 10 frequency ratings and 10 contingency 

judgements per block. Main effects of both contingency and outcome were found, 

participants gave higher judgements in the positive contingency compared to the zero 

contingency, and participants gave higher ratings for the high outcome density compared to 

the low outcome density. An interaction effect of contingency by outcome density was also 

found, such that the difference between high and low outcome density conditions was 

larger for the zero contingency than positive contingency condition. The experiment 

suggests that participants do provide a more positive judgement in positive contingencies 

compared to zero contingencies.  

Perales et al. (2005) replicated a similar effect in an experiment which looked at cue 

density effects, in a 2 (between subjects: zero vs positive) by 2 (within subjects: high vs low 

density) design and collected predictive responses after each trial, and contingency 

judgements at the end the task from 44 participants. The study found main effects of 

contingency; participants gave higher judgements in the positive contingency compared to 

the zero contingency.  
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Cavus and Msetfi (2016) examined the effects of cognitive load and intertrial interval 

(ITIs) on judgements of control across zero and positive contingencies. ITIs occur between 

the gap between trials, and are thought to potentially affect they way in which participants 

view contingencies. In a 2 (between subjects: no vs high cognitive load) by 2 (within 

subjects: high vs low density) by 2 (within subjects: action vs context) by 2 (within subjects: 

positive vs zero contingency) design 34 participants gave judgements of control ratings for 

themselves and the context. Participants were randomly assigned to either no load or high 

load condition, in which participants could control a remote control which may turn on the 

music, however the music could also turn on by itself. Main effects of both outcome density 

and contingency were found, participants gave higher ratings in the positive contingency 

compared to the zero contingency, and higher ratings in the high outcome density condition 

than the low outcome density condition. This replicates previous findings.  

Maldonado et al. (2006) investigated the effect of inattentional blindness in positive 

and negative contingencies. In a 2 (between subjects: positive vs negative contingency) by 2 

(between: high vs medium density) by 2 (within subjects: attended cue vs incidental cue) 

design, 64 participants viewed a series of ill patients who presented with two different 

symptoms. Participants focused on one symptom, which was the attended cue as 

participants were actively attending to it, and after every 8 trials gave a judgement on the 

strength of the relationship between the attended symptom and the disease, for a total of 

32 trials. At the end of the task participants were asked to make a judgement on the 

relationship between the incidental cue which sometimes co-occurred with the attended to 

cue or by itself. Participants detected both the negative and positive contingencies for the 

attended cue, however for the incidental cue they only detected the positive contingency. 
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This experiment shows that people can detect both positive and negative contingency when 

they are paying attention to the cue. However, this experiment used paired cues, and did 

not assess the outcome density effect itself.  

Maldonado et al. (1999) also investigated the effect of training with a zero-

contingency condition first, and then on subsequent judgements in positive and negative 

contingency conditions. In a 2 (between: positive vs negative contingency) by 2 (between: 

trained vs untrained) design, 64 participants viewed 68 fictitious patients who did or did not 

have tropical herpiasis disease, and who did or did not have frontopigmentosis. After every 

8 trials participants provided a judgement for the strength of the relationship between the 

symptom and the disease based on the patients they have seen thus far. Both the trained 

and untrained groups detected the positive and negative contingencies, however those 

trained in the zero contingency group took longer to detect the contingency condition they 

were in. This shows that people can detect both positive and negative contingencies, 

however prior experience can delay the time taken to learn a new contingency. 

Msetfi et al (2007) conducted an experiment which investigated the influence of 

Inter Trial Intervals on judgements across zero, positive and negative contingencies, 

between depressed and non-depressed participants. In a 2 (contingency: zero, positive) by 2 

(length of intertrial interval: short, long) by 2 (mood: nondepressed, depressed) by 2 (sex: 

female, male) fully between-subjects design 96 participants provided judgements of control. 

They found significant main effect of contingency, participants gave higher judgements in 

the positive contingency compared to the zero contingency, similarly an interaction effect of 

ITI by mood indicated that when ITI was long non-depressed participants gave higher 

judgements in both zero and positive contingencies compared to depressed participants. In 
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a follow up experiment with 48 participants, the same effect was examined in a negative 

contingency condition (Msetfi et al., 2007). An interaction effect of mood by ITI was found, 

suggesting that non-depressed participants gave higher judgements of control in the long ITI 

condition compared to the short ITI. Depressed participants gave more negative judgements 

in the long ITI condition. Whilst this experiment has explored the influences of judgements 

across zero, positive and negative contingencies, these were not conducted within the same 

experiment. In addition to this outcome density was not considered here in this experiment.  

Later Msetfi et al. (2013) explored the effect of depression on contingency 

judgements across positive, negative and zero contingencies with high and low outcome 

density conditions. Using a 3 (within subjects: negative, zero, positive contingency) × 2 

(within subjects: low, high outcome density) × 2 (within subjects: action, context cue) × 2 

(between subjects: low vs high BDI) design, 50 participants provided contingency 

judgements. Participants imagined they were in a house with a hidden stereo system, they 

could control the music turning on in different rooms using a remote. However, the remote 

only works intermittently, and sometimes the music turns on by itself. Participants had to 

test the remote in each room. For each experimental trial participants had to press a space 

button (remote) after which an auditory signal may be presented. There were 40 trials per 

block, with 6 blocks (3 contingencies by 2 outcome density conditions). At the end of each 

block participants gave a rating of their own control (action) and the control of the context 

over the auditory signal, on a -100 to 100 scale. Main effects of contingency were found, 

suggesting that participants gave highest judgements in the positive contingency and lowest 

judgements in the negative contingencies. Main effects of outcome density were also found 

suggesting that participants gave higher judgements in the high outcome density condition 
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which were more toward the positive end of the judgement scale, compared to the low 

outcome density condition. For negative contingencies, the high outcome density 

judgements were closer to zero compared to the low outcome density judgements.  

However, this experiment uses a partially between factor design for low and high 

Beck’s Depression Inventory (BDI), as such there are only 24 (low) and 26 (high) participants 

for the BDI groups, giving relatively small samples for the other conditions. The study used a 

symmetrical calculation (Table 9) across all the calculations, which allows for more direct 

comparison across contingencies. Although the study uses conditions for the positive 

condition under which the P(O/C)=1, which means there are no trials where the cue occurs 

without the outcome. Similarly for the negative contingency the P(O/~C)=1, which means 

there is a complete absence of no cue-no outcome trials. These probabilities may possibly 

lead to exaggerated positive or negative biases, depending on which cell type has the most 

influenced. Wasserman et al. (1990) found that participants gave weighting to trial types 

Low outcome density at Negative 

Contingency 

P(O/C)=0 
P(O/~C)=0.5 

ΔP=0-.5=-.5 

High outcome density at Negative 

Contingency 

P(O/C)=.5 
P(O/~C)=1 

ΔP=.5-1=-.5 

Low outcome density at Positive 

Contingency 

P(O/C)=.5 
P(O/~C)=0  

ΔP=.5-0=.5 

High outcome density at Positive 

Contingency 

P(O/C)=1 
P(O/~C)=.5 

ΔP=1-.5=.5 

High outcome density at Zero 

Contingency 

P(O/C)=.75 
P(O/~C)=.75 

ΔP=.75-.75=0 

Low outcome density at Zero 

Contingency 

P(O/C)=.25 
P(O/~C)=.25 

ΔP=.25-.25=0 

Table 9 Msetfi et al. (2013) contingency calculations 
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according to A > B > C >D when making judgement. As such this may have an affect the 

results of the study, due to participants giving unequal weighting to trail types.   

1.7.1 Limitations  

Within the negative contingency literature, it is difficult to make comparison to much 

of the literature, due to the focus often being on inhibition and control (Karazinov, 2018; 

Lee & Lovibond, 2021; Avellaneda et al., 2016; Williams, 1995). Within this literature, there 

are often multiple types of cues presented simultaneously, whereby some cues may be 

paired with another cue, which results in no outcome. Hence these types of trials and cues 

are paired to assess inhibition. Whilst this literature does provide information regarding 

negative contingencies to some extent, the pairing of two or more cues together means 

many of these studies cannot be compared to the studies by Msetfi et al. (2013) or those 

reported in this thesis, which present singular cues. A similar issue occurs within the positive 

contingency literature as well where by cues are paired and unpaired throughout trials 

(López et al., 1998)  

Another issue which arises for comparison across the literature, is that many of the 

contingency studies, do not include both high and low outcome density conditions. Most 

often high outcome density conditions are only included, as it is well known that these 

produce biased judgements (Matute, 1996). As such, comparisons of the outcome density 

effect across positive and negative contingencies are difficult. Finally, much of the literature 

in this area focuses on active paradigms whereby participants can respond or provide the 

cue which results in an outcome or not (Blanco et al., 2011; Shanks & Dickinson, 1991). 

Whilst in some studies the outcome is programmed to occur on a certain number of times, 
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due to participants being able to provide the cue however many times they may want to, 

this results in the experienced contingency of participants varying greatly.  

1.7.2 Summary 

Overall, the contingency effects have been studied well. However, the research has 

primarily focused on zero and positive contingencies and/or active contingency paradigms.  

Chapter 6 of this thesis reports a study which tested contingency learning with zero, 

positive and negative contingencies in a passive contingency task. 

1.8 Overview of research questions 

The previous sections outlined and reviewed the literature on contingency learning. 

This thesis will further examine the outcome density effect, in relation to cue density and 

contingency to explore how this results in biased judgements. Across all the experiments I 

will be examining whether cue and outcome density effects are robust effects? The 

hypothesis that belief in an association between two events will increase, with higher 

frequency of alleged cause and target outcome, even if there is no actual relationship 

between the two is tested. In addition to this, I will be examining some of the boundary 

conditions under which the outcome density effect occurs, as well as comparing the size of 

outcome density effects and cue density effects for equivalent manipulations of density. Do 

methodological variations of the contingency paradigm effect the size of the outcome 

density effect? Finally, I will be examining the influence of affect and prior beliefs on 

judgement. Do factors beyond methodological variations influence the outcome density 

effect? These three research questions work together to understand the conditions under 



 

 

69 

 

which false beliefs may be formed, and potentially provide conditions under which the false 

beliefs may be reduced or overcome.  

1.9 Overview of chapters 

Chapter 2 outlines a scoping review of the methodological variations seen across 

contingency paradigms, along with the methodological framework of this thesis. There are 7 

empirical well-powered studies included in this thesis, outlined across chapters 3 to 9. The 

empirical chapters examine the influence of different factors on the outcome density effect, 

these are outlined in further detail below. The concluding chapter (chapter 10) discusses the 

findings, implications, and limitations of the project. 

1.9.1 Chapter 3 to 5: Outcome and cue density effects 

Four experiments are reported to replicate the outcome density effect and test the 

effect in lab and online settings. In addition to this, the studies address the gap in research 

between outcome and cue density effects by testing these effects against each other, and 

the effect presentation order of cue and outcome on these effects.  

Experiment 1 investigated the hypothesis that false beliefs or judgement of 

perceived association increased with higher frequency of alleged cause and target outcome, 

even if there is no actual statistical relationship between the two. In both online and lab 

settings, I examined the influence of outcome density on judgements of effectiveness of 

medication, in a contingency paradigm, to test if outcome density effects differ between 

online and lab settings. The experiment (N=58) confirmed that the outcome density effect, 

is a very large effect, participants give higher judgement of causality when the probability of 

outcome is higher compared to when the probability of the outcome is lower. Whilst the 
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effect was found in both locations, overall, the effect was larger in the lab compared to 

online, however there was no main effect of location.  

In Experiment 2, I compare cue density and outcome density effects directly, by 

manipulating these densities in a contingency paradigm. By investigating cue and outcome 

density effects at the same time, I investigate if the same cognitive principles underlie both, 

or if there is something qualitatively different between them. Experiment 2 (N=85) found an 

effect of both cue and outcome density; however, the cue effect seems to be smaller than 

the outcome density effect.  

In Experiments 3 and 4, I manipulate the order of cue and outcome presentation to 

compare the effects of the first seen event vs. the second seen event. This novel extension 

reflects that while, logically, a cause must precede an outcome, sometimes people observe 

or learn of an outcome before they see or hear of its possible causes. These event 

presentation order manipulations permit exploration of interaction effects involving both 

density level and event presentation order. I can therefore consider whether the effect of 

cue or outcome density on contingency judgment is altered by reversing the order in which 

event information is seen. Experiment 3 (N=96) found that the outcome density effect is 

present in an equal size, even when the order of event presentation is manipulated. 

Experiment 4 (N=97) found that the cue density effect is present in a similar size, even when 

the order of event presentation is manipulated. Although the effect was not as large as the 

outcome density effect. These results together suggest that the outcome density effect is a 

robust effect. Whilst the cue density effect is also found across these conditions it is a 

smaller effect. In addition to this order of event presentation makes little or no difference to 

the outcome and cue density effects. 



 

 

71 

 

1.9.2 Chapter 6: Scales and Contingencies  

Studies have not only found the outcome density effect with zero contingencies but 

also for both positive and negative contingencies. I further examined the outcome density 

effect across positive, negative and zero contingency conditions within the same study to 

compare the effect of outcome density. In addition to this the effect of scale length is 

explored be comparing a frequently used 0-100 judgment scale with a -100 to +100 scale. 

Experiment 5 (N=131) found an effect of outcome density, contingency and scale. In 

addition to this, people naturally seem to be making associations that are more positive 

than the contingency would indicate.  

1.9.3 Chapter 7 and 8: Beliefs and cover stories 

Prior literature has examined the influence of prior beliefs on judgements, and 

shows that prior beliefs can affect judgements, such that strong prior belief is linked to 

better learning when the to be learned association matches the prior belief. However if the 

learning is in the opposite direction of the prior belief then learning takes longer to occur 

and judgements can be more biased (Biele et al., 2009; Yarritu et al., 2015). In addition to 

this, research also suggests that the effects of prior belief can be modified based on factors 

such evidence of the predictive value of cues (Catena et al., 2008). However these have 

often focused on prior beliefs which have been induced within the experimental setting 

(Biele et al., 2009; Catena et al., 2008; Czupryna et al., 2021; Evans et al., 2005; J. C. Perales 

et al., 2007; Yarritu et al., 2015). The influence of pre-existing prior beliefs on judgements in 

passive contingency tasks has not been explored thus far, as far as I am aware. As such, this 

study explores this factor.  
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In addition to this, I examine whether the outcome density effect occurs in different 

contexts (e.g., beyond a standard medical treatment paradigm). First, a pilot was conducted 

to explore the most appropriate contexts to be used. As the prior beliefs one holds may 

affect judgments in the new contexts, these contexts were chosen to be based around real 

life scenarios, and prior belief was also assessed for each context. Experiment 6 (N=204) 

found the outcome density effect to remain robust. There was some variability in 

judgement and prior beliefs across contexts. Overall, there was evidence to suggest that 

context-specific prior beliefs influence contingency judgements.  

1.9.4 Chapter 9: Affect 

Individual differences in mood have also been studied in relation to contingency 

judgements. For example, it has been shown that positive mood may lead to increased 

belief that causes and effects are linked (Clore & Huntsinger, 2007). Alloy and Abramson 

(1979) showed individuals with depression had more accurate judgements of the 

relationship between their actions and outcomes compared to non-depressed individuals. 

To date research has focused on whether low mood influences contingency judgements, 

however the influence of other negative emotions such as anxiety, fear, or anger, in 

comparison to positive emotions such as joy, gratitude or amusement on contingency 

judgements, have been studied less. In addition to this much of the previous work has 

largely examined the influence of affect in active contingency paradigms, however I extend 

this work by using a passive contingency paradigm. This experiment measured mood to 

identify whether naturally occurring differences in emotional state relate to differences in 

judgment. Experiment 7 (N=169) found affect to influence contingency judgements. 

Specifically, there in the low outcome density conditions there was an influence of positive 
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affect, negative affect, and anxiety on contingency judgements. In the high outcome density 

conditions, there was an influence of anger and stress on contingency judgements.  
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Chapter 2: Methodological Framework  
 

This chapter outlines the methodological framework of the experiments in this 

thesis. Firstly, an overview of methodology used to study the outcome density effect is 

presented, which is then used to provide the methodological justifications for the 

experiments within this thesis. Following this, the general methodology is presented. Finally, 

the ethical approval details are given.  

2.1 Methodological Review of the Outcome Density Effect 

2.1.1 The typical outcome density paradigm 

Studies exploring the outcome density effect typically use the same paradigm: 

participants are exposed to a sequence of trials in which two stimuli—usually a cue and an 

outcome—may or may not co-occur. This results in four possible combinations of cue and 

outcome, as presented in Table 10. The contingency between these stimuli is manipulated 

by changing the frequency of stimuli co-occurrence. In some studies, participants are given 

training with similar stimuli to those in the main trials, to ensure participants understand 

the task. Next, participants take part in the main task. Participants also provide their 

estimation of the degree to which the cue and outcome are related to each other.  

2.1.2 Methodological variation in outcome density studies 

Cue  

Outcome 

Present Absent 

Present A B 
Absent C D 

 

Table 10 Visual presentation of the possible cue-outcome pairings in a contingency 
paradigm 
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Alloy and Abramson (1979) conducted one of the first studies on outcome density in 

contingency learning, using a modified paradigm previously used by Jenkins and Ward, 

1965. The studies presented depressed and non-depressed participants with a series of 

contingency problems. Participants were tasked with turning on a green light as often as 

possible by either pressing a button or not pressing a button, which would or would not 

result in a green light. Pressing the button would cause the light to turn on with a 

probability of X; not pressing the button would do so with a probability of Y, with X and Y 

dependent on the condition. The contingencies and outcome densities were varied 

between-subjects. Participants took part in a total of 40 trials, at the end of which they were 

asked to provide their judgements of control on a 5-point scale (1=complete control, 5=no 

control). Since these studies, the outcome density effect has been further explored using 

the same methodology as well as variations, briefly discussed below.  

Methodological variations across studies 

In this section the methodological variations seen within experiments which use the 

contingency learning task to examine the outcome density effect will be discussed. Twenty-

seven studies were found in this2, and some will be discussed below to demonstrate the 

different variations of the contingency paradigm.  

Scale type 

The way in which participants’ estimation of the degree to which the cue and 

outcome are related vary across studies. Some of these variations are linked to the scale 

wording used. Some use a numerical scale of 0 (no control) to 100 (complete control) (Gillan 

 

2 The search terms “outcome densit*” AND “contingenc*” were used for this literature search in July 2020. 
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et al., 2014a) whereas others use a visual analogue scale ranging from 0% (no improvement) 

to 100% (full recovery) (Chow et al., 2019b). The scale type used is typically dependent on 

the context of the experiment. Chapter 6 in this thesis reports a formal comparison of two 

types of scale and demonstrates and discusses how the choice of scale can affect the results 

of a contingency learning experiment. 

Measurement type 

Similar to scale type, participants’ estimation of contingency is often not the only 

measurement taken. First, the wording of the measures differ, such as judging your own 

ability to illuminate a light bulb (Gillan et al., 2014a) or that of another person (e.g., when 

children assessed the ability of two characters to grow plants; Moreno-Fernández et al., 

2017). In other cases, participants assess the effectiveness of an object. For example, the 

effectiveness of powder versus liquid in the ability to grow plants (Moreno-Fernández et al., 

2017). In many studies, where participants are actively controlling the occurrence of the 

cue, the level of control is measured (Chow et al., 2019b). Finally, some studies require 

participants to judge the perceived relationship at the end of each trial (Blanco et al., 2013), 

at the end of each block (Msetfi et al., 2015), or only at the end of the entire experiment 

(Vallée-Tourangeau et al., 2005). These variations depend on the context of the 

experiments, for example experiments using active tasks often assess control, whilst passive 

tasks often use judgements of contingency.  

Cover stories 

A methodological variation is the context or cover story used in contingency learning 

tasks differ between studies. Some cover stories are fairly simple, such as participants’ 
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aiming to illuminate a light bulb (Alloy & Abramson, 1979; Gillan et al., 2014a; Jenkins & 

Ward, 1965; Msetfi et al., 2005), controlling a blue flash of light on a computer screen 

(Matute et al., 2007b), or assessing the extent to which pressing the spacebar on a 

computer keyboard caused the appearance of a geometric shape (Crump et al., 2007; 

Vallée-Tourangeau et al., 2005). Other cover stories have a more real-world reflection. For 

example, in the commonly used allergy task, participants are given information about 

patients with the fictitious Lindsay syndrome who may be treated with a fictitious 

medication which may lead to patient recovery (Barberia et al., 2019; Blanco et al., 2013; 

Chow et al., 2019b; Yarritu et al., 2015). Some cover stories are more imaginative, such as 

participants pressing a button and shooting lasers at Martian spaceships to prevent them 

from landing and invading earth, in a video game format (Matute et al., 2014). In sum, 

different cover stories have been used to study the outcome density effect in contingency 

learning tasks. While different cover stories are used in different studies, there is little (if 

any) research that formally examines variation in contingency judgment as a function of 

cover story. Experiment 6 in this study reports such an investigation, using four different 

real-world scenarios to examine the outcome density effect. 

Passive vs active 

Often dependent on the context of the study, participants’ active or passive 

involvement varies between studies. In active tasks, participants may press a button whilst 

in passive tasks, participants view a series of cue and outcome combinations. In Alloy and 

Abramson (1979), participants were actively taking part in the study by choosing to press 

the button within three seconds of the beginning of the trial, regardless of whether they 

have control over a green light appearing. Hence when participants are actively involved in a 
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task, participants assess the relationship between their own action (cue) and the outcome. 

The active paradigm is often used to assess the illusion of control, whereby participants 

tend to indicate they have greater control over an outcome than the programmed 

contingency indicates. 

In the standard passive allergy paradigm, participants are told to imagine they are 

medical doctors. They must find out if a fictitious medication is effective in treating a 

fictitious illness and therefore leads to patient recovery. Participants view a series of 

information on patient illness and recovery in the presence of absence of medication 

(Blanco et al., 2013). In this paradigm, participants are learning the possible contingency 

between a cue and outcome by passively observing. Passive contingency tasks are often 

used to avoid differences in the relative frequency of cues derived from active intervention 

by participants, and to hinder any contributions from self-performance that may complicate 

the evaluation of the outcome density as a source of bias itself. Other techniques have been 

used here and these are sometimes problematic and may add noise. Due to this, the choice 

between active or passive participant involvement in outcome density experiments depends 

on the context and stimuli used. The reasons for researchers using an active or passive task 

are not always explicit. Presumably, some researchers choose the context which ends up 

being an active/passive task; while other researchers may choose an active/passive task and 

identify a suitable context, accordingly. 

There are other variations in these experiments, such as participants viewing the 

context and stimuli from a first-person view, most often seen in active participant 

involvement studies, compared to third person view, often seen in passive involvement 

studies.  
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Between vs within-subjects 

Between-subjects and within-subjects designs have both been used in contingency 

learning tasks. However, between-subjects designs typically have more participants than 

within-subjects designs. For example, using a within-subjects design, Crump et al. (2007), 

Moreno-Fernández (2017), Vallée-Tourangeau (2005), used samples of N=28, N=37 and 

N=34, respectively. In contrast, Barberia et al. (2019), Matute et al. (2011b), Vadillo et al. 

(2011a) using a between-subjects design used samples of N=150, N=108 and N=144, 

respectively. Due to this, within-subjects designs are an alternative used in contingency 

learning tasks, as a smaller number of participants are usually required. Moreno-Fernández 

et al. (2017), used an experiment with a within-subjects design, featuring two outcome 

density conditions (high vs low) to test if high probability of outcome encouraged causal 

illusions in children, which had been shown in adults previously (Matute et al., 2015). 

Participants played the role of a judge in a planting contest and assessed the ability of two 

different characters to make plants grow. Participants saw the two characters perform 

sequentially (one after the other), after which they were required to award a trophy to the 

best farmer. There were four blocks of trials, each consisting of 12 trials, two blocks for each 

condition, which were counterbalanced across participants. Whilst within-subjects designs 

are associated with order effects, this can be addressed by counterbalancing the order of 

conditions for participants. Some studies may also use a mixture of between and within-

subjects design features depending on the measures being studied (Cavus & Msetfi, 2016). 

When designing an outcome density study, choosing between-subjects versus within-

subjects design may be dependent on recruitment constraints, interest in specific individual 

difference, and design complexity.  
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Lab vs online 

Most contingency learning studies of the outcome density effect have been 

conducted in lab settings similar to Alloy and Abramson (1979), perhaps due to the ease of 

conducting experiments in lab settings. However, in recent years, experiments have been 

carried out in online settings. One study by Matute et al. (2007) compared outcome density 

effects between lab and online settings and concluded that online research was suitable for 

this line of research. The first experiment in this thesis extends this comparison of lab and 

online settings. 

Contingency 

The contingency literature has also examined positive and negative contingencies 

along with zero contingencies (Msetfi et al., 2007, 2013b; Vallée-Tourangeau et al., 2005), 

under various conditions. Chapter 6 in this thesis extends this work by directly comparing 

contingency judgements and the outcome density effect across contingencies.  

Manipulations within studies 

A factor that varies across and within studies is the outcome density itself. Several 

studies use only high outcome densities (Barberia et al., 2019), whilst other studies use both 

high and low outcome densities within the same experiment for comparison across 

conditions (Moreno-Fernández et al., 2017). Another way outcome density is varied, is by 

using continuous high and low outcome densities rather than binary high and low outcome 

densities. Chow et al. (2019) used a between-subjects design,  2 (high vs low outcome 

density) × 2 (binary vs continuous outcome density), in which participants imagined they 

were medical researchers and judged the effectiveness of a new experimental drug in 
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treating an illness. In the binary outcome density condition, outcome density was the exact 

value of either 80% (high outcome density) or 20% (low outcome density). In the continuous 

outcome density condition participants sampled from a bimodal distribution of outcomes 

from either the low distribution (M=20, SD=5) and high distribution (M=80, SD=5). The study 

found no interaction effects between outcome density and outcome variability, suggesting 

that fixed and variable outcomes did not produce significantly different effects. Depending 

on the experiment, more than one outcome density may be used, however most often high 

density is only used, as the outcome density effect is seen with high outcome density.  

2.1.3 Summary 

Contingency theory provides an account of causal belief, setting out the idea that 

when the contingency is zero, there should be no perceived contingency between a cue and 

outcome. However contingency beliefs can be biased by the outcome density effect, 

particularly when outcome density is high. Contingency learning tasks exploring the 

outcome density effect vary in methodology in terms of cover stories, designs, and 

measurement of dependent variables, online and lab settings, and binary and continuous 

outcome density used. Hence, when designing an outcome density study is important to 

consider these factors.  

2.2 Methodological justification 

In the previous section I outlined key variations in methodology across outcome 

density studies. Whilst these are all valid variations that are applicable to the contexts of 

each study, for the experiments in this thesis, all of these variations cannot be applied. As 
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such, below I outlined the methodological choices and the justifications for these choices 

that will be used throughout this project.  

2.2.1 Zero contingency 

Throughout this thesis, all experiments will feature zero contingencies, (experiment 

5 also features positive and negative contingencies). The main interest of this thesis is to 

examine the formation of false beliefs in situations where such beliefs should not occur as 

there is no association between the cue and outcome. As such zero contingencies are the 

most suitable contingency to use, even though the frequency of cues and outcomes can be 

varied, within a zero contingency paradigm the presence of the cue does not predict the 

occurrence of the outcome.  

2.2.2 Passive vs active 

In this area of research active tasks are more common and, as such, outcome density 

effects are often described as indicating an illusion of control. For the purposes of this 

project, however, I am interested in the passive tasks, because false beliefs formed through 

fake news are often caused by hearing or seeing information without personal intervention. 

People often do not actively take part in the formation of fake news. Also the key research 

objective for this thesis is to explore the underlying mechanism of false belief formation, 

and not judgments of control. As such the passive version of the contingency tasks will be 

used, where participants will observe a series of events and provide their judgements of 

contingencies. Accordingly I will use an adapted version of the standard allergy paradigm 

(Blanco et al., 2013) which used a medical context will be used. This paradigm is often used 
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within this field and the outcome density effect has been found with this paradigm. In 

addition to this the passive judgement paradigm is easy for participants to grasp. 

2.2.3 Scale type 

As the passive contingency paradigm in the medical context is being used for this 

project, the scale used will assess the effectiveness of the given medication for the initial 

experiments. In addition to this, the 0-100 scale will also be used, with the appropriate 

labels, such a scale is common in contingency learning research, and therefore supports 

comparison between my findings and those in the literature. For the later experiments, 

these design features are manipulated to develop a better understanding of the properties 

of the scale most commonly used in this line of research.  

2.2.4 Between vs within subjects 

For all but the sixth experiment in this thesis, outcome density is manipulated within 

subjects such that all participants complete one low and one high outcome density 

condition and provide a contingency judgement for each density. This is to allow for the 

precise comparison between densities, eliminating individual variability in judgment, to 

determine the presence and size of the outcome density effect, which is the basis of this 

project. Other than outcome density, the other factors are manipulated between and within 

subjects however this is dependent on experiment. Details of these are provided in each 

empirical chapter.  

Due to the within subjects’ manipulation, consideration has been given towards the 

stimuli used across the experiment. All experiments, except experiment 6 used the adapted 

version of the allergy paradigm (Blanco et al., 2013). However as the paradigm is repeated 
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multiple times, the use of the same stimuli can lead to learning effects, which may bias the 

judgements in the subsequent conditions. Maldonado et al. (1999) found a training phase 

with a zero contingency, followed by trials of either positive or negative contingency, led to 

participants taking longer to accurately detect the programmed contingency, in comparison 

to those who did not experience a zero contingency training phase. Whilst only one 

experiment in this thesis uses positive and zero contingencies, to mitigate effects such as 

these which may be applicable to zero contingency conditions as well, three fictitious 

disease and illness names were used, such that participants never encountered the same 

stimuli within an experiment.  

2.2.5 Number of Trials 

To avoid any fatigue effects due to too many trials, the number of trials will be kept 

low. However, it is also important to ensure that participants sample enough trial types out 

of the four possible trials. As such each condition will contain 40 trials. This allows for a 

minimum of 4 trials per trial type (A, B, C or D, see Table 10), while maintaining a zero 

contingency for outcome densities as high (low) as 0.80 (0.20). As participants may not fully 

be paying attention for every trial, reducing the trial number to 10 or 20, so that only 1 or 2 

trials (see Table 11 for calculations for different trial numbers) of certain trial types may 

affect the overall validity of the experiment. Within each block of 40 trials, all the trials will 

be fully randomised, to mitigate trial order effects.  

2.2.6 Other considerations 

When designing an outcome density paradigm, it is vital to consider the 

combinations of cue and outcome that participants may sample, that may not have been 
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purposefully built into the experiment. Taking the example of intertrial intervals (ITIs), the 

duration of time between the onset of one trial and the onset of the next trial, may also be 

considered as the absence of both cue and outcome, as seen in Table 10. Due to this, 

increased or decreased intertrial intervals could change the contingencies and outcome 

densities present in a study. For example, if there are long intertrial intervals, participants 

may experience this as the absence of both cue and outcome beyond what the experiments 

manipulated, as seen in Table 12. This could then result in the contingency no longer being 0 

20 trials 

Medication  

Recovery  

Present Absent  

Present 2 8 P(O/C)=.2 
Absent 2 8 P(O/~C)=.2 

  Δp=.2-.2=0 

 

10 trials 

Medication  

Recovery  

Present Absent  

Present 1 4 P(O/C)=.2 
Absent 1 4 P(O/~C)=.2 

  Δp=.2-.2=0 

 

30 trials 

Medication  

Recovery  

Present Absent  

Present 3 12 P(O/C)=.2 
Absent 3 12 P(O/~C)=.2 

  Δp=.2-.2=0 

 

40 trials 

Medication  

Recovery  

Present Absent  

Present 4 16 P(O/C)=.2 
Absent 4 16 P(O/~C)=.2 

  Δp=.2-.2=0 

 

Table 11 Calculations for different numbers of trials 
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even though this may have been the programmed contingency. Rather, participants may 

experience a positive contingency, and which would then bias their estimates of the 

contingency and bias the results. Due to this, when designing outcome density experiments, 

potentially unintended combinations of cue and outcome should be taken into 

consideration, so the designed contingency and outcome density is maintained. For the 

experiments within this thesis, the presence of cue and outcome, and the absence of cue 

and outcome are defined as individual images, Figure 1, as such even though there may be 

intertrial intervals, these should not be defined as no cue – no outcome pairings.  

2.3 General methods 

I employed a standard contingency learning paradigm throughout these studies with 

small, but important, incremental variations from one experiment to the next. I discuss the 

common design and experiment idiosyncrasies below. Details of specific differences are 

outlined within the relevant methods section for each study.  

2.3.1 Design 

No Medication Unhealthy/ no recovery patient Recovered patient Medication 

Figure 1 Stimuli images. Adapted from Blanco et al. (2014) with their permission 

Zero Contingency with no intertrial interval 

Action 

Outcome  

Present Absent  

Present 15 5 P(O/C)=.75 
Absent 15 5 P(O/~C)=.75 

  ΔP=.75-.75=0 

Zero Contingency with intertrial interval 

Action 

Outcome  

Present Absent  

Present 15 5 P(O/C)=.75 
Absent 15 5+5 P(O/~C)=.60 

  ΔP=.75-.60=0.15 

 

Table 12 Zero contingency calculations without and with 5  intertrial intervals 
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Across all experiments density level was manipulated within subjects. The 

dependent variable was always participants’ judgements of the effectiveness of a 

medication, except experiment 6 which used different cover stories.  

Density level 

Outcome density was manipulated to be either low (0.2) or high (0.8) (Table 13) 

while maintaining a zero contingency. The density levels refer to the probability of an 

outcome occurring in the presence of a cue or the absence of a cue. The higher the density, 

the higher the probability the outcome occurs with and without a cue. Cue density was held 

at a medium density of 0.5, for both high and low outcome density. Except experiment 5 

which also included non-zero contingencies, the same contingency calculation was used for 

all studies. The experiments were run across two sessions. For each session there was a 

block of high and a block of low outcome density trials; each block consisted of 40 trials. The 

block shown first was chosen randomly. To reduce any carry-over or learning effects across 

Low outcome density at Zero Contingency 

Medication  

Recovery  

Present Absent  

Present 4 16 P(O/C)=.2 
Absent 4 16 P(O/~C)=.2 

  Δp=.2-.2=0 

 

Medication  

Recovery  

Present Absent  

Present 16 4 P(O/C)=.8 
Absent 16 4 P(O/~C)=.8 

  Δp=.8-.8=0 

High outcome density at Zero Contingency 

Table 13 Low and high outcome density calculations in zero contingency 
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sessions, different medication and illness names were used for each session, randomly 

assigned to block and experiment session for each participant. 

Judgements  

Participants indicated at the end of each block to what extent they thought the 

medication presented to them had been effective in treating the illness the patients were 

suffering from (except experiment 6). They did so on a slider scale ranging from 0 (it was not 

effective at all) to 100 (it was perfectly effective). For experiments 5 and 6, the slider scale 

ranged from -100 (It caused all symptoms in all cases) to 100 (It prevented all symptoms in 

all cases). There was no slider handle displayed until a response was given to avoid 

judgment anchoring (Mussweiler et al., 2012). Participants could not move to the next 

screen until a response was given. 

2.3.2 Task and stimuli 

The experiment is a conceptual replication of Blanco et al. (2014), part of the 

material used the stimuli from Blanco et al. (2014) with their permission. The task was built 

on Gorilla (Gorilla Experiment Builder, 2020), as an online task so participants could 

complete the task from their location of choice for the online portion of the experiment. 

The illness, Lindsay syndrome, and medication name, Batatrim, for the task were names 

used in previous studies (Blanco et al., 2014; Yarritu et al., 2015). Three additional sets of 

illness and medication names were created to permit counterbalancing and to ensure 

participants were provided new stimuli covers for each session, thereby counterbalancing of 

illness/medication across conditions to reduce carryover effects across conditions. The 

following new names were also used: Amplexia syndrome and Fexolise; Marasia syndrome 
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and Lysopran; and Sawyer Syndrome and Quitrile. All the illnesses and medications were 

fictional. See Figure 1 stimuli images. Participant saw two of the four orders in Table 14, one 

for each session. The same stimuli were used for all studies except experiment 6.  

2.3.3 Procedure 

The study was designed on Gorilla (Gorilla Experiment Builder, 2020) and took place 

online (except experiment 1). Participants completed a contingency estimation task four 

times (except experiment 7). The sessions were a minimum of three days apart to minimize 

carry-over or learning effects. Participants were recruited through Prolific, an online 

research participant platform with approximately 100,000 registered research volunteers 

(Prolific, 2020) and were prompted to complete the first session of the experiment. After 3 

days, participants were invited to complete the second session of the experiment, which 

followed the same procedure as the first session. Participants could complete the task from 

their location of choice. 

   High Outcome Density 
Block 

Low Outcome Density 
Block 

Session 
1 

    

   Outcome 
density  

Order 
1 

Lindsay Syndrome and 
Batatrim  

Marasia Syndrome and 
Lysopran 

 Order 
2 

Marasia Syndrome and 
Lysopran 

Lindsay Syndrome and 
Batatrim 

Session 
2 

    

  Outcome 
density 

Order 
1 

Amplexia syndrome and 
Fexolise 

Sawyer Syndrome and 
Quitrile 

 Order 
2 

Sawyer Syndrome and 
Quitrile 

Amplexia syndrome and 
Fexolise 

 

Table 14 Order of densities, illness and medication shown to participants for each session 
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Upon choosing to take part in the study, participants read the information sheet, 

provided consent to participate and answered demographic questions (gender, age, 

ethnicity, an ability to communicate in English), and then read the instructions. Participants 

imagined that they were a doctor specialising in new illnesses and their potential 

treatments. Once participants started the task, they were told the following patients are 

suffering from syndrome and may be treated with a specific medication. They then 

proceeded to the first trial. 

Within each trial, the following images were shown (see Figure 1), in a standard 

presentation order: fixation cross for 750ms, unhealthy patient image for 2000ms, 

medication image or no medication image for 3000ms, recovered patient image or not 

recovered patient for 3000ms. These images automatically followed each other, without 

input from the participant. Between trials, participants clicked ‘next’ to continue. Each block 

contained 40 trials; each session had 2 blocks (low vs. high density). Trial orders were 

randomised for each participant. Each block takes approximately 8 minutes to complete.  

Participants indicated at the end of each block to what extent they though the 

medication presented to them had been effective in treating the illness the patients were 

suffering from. They did so on a slider scale ranging from 0 (it was not effective at all) to 100 

(it was perfectly effective). Each session featured two points of measurement, one after the 

high outcome density block, and one after the low outcome density block. Over the 2 

sessions, in total there were 4 points of measurement. At the end of the task a short debrief 

was given thanking participants for completing the experiment. Upon completion 

participants were paid.  
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2.3.4 Participants Recruitment 

Participants were over the age of 18, fluent in English and registered on Prolific 

platform as a UK resident, see Table 15 for participant sample size and demographics across 

experiments. For a 2x2 within-subjects interaction of assuming (a) an attenuated interaction 

pattern, (b) any mean differences being 0.5 (all SD=1), (c) alpha=.05, (d) 40 people per 

group, (e) 0.5 common correlation with no sphericity, a power of 87% is achieved for 80 

participants. As such all the studies except the first one* provides ample sample size to test 

the hypothesis (*originally enough participant were recruited, however due to Covid-19 

recruitment had to be stopped resulting in only 58 participants fully completing the 

experiment). This power analysis is applicable to all experiments in this thesis.  

2.4 Ethics 

All experiments in this project involve human participants, and all the experiments 

were conducted in accordance with the ethical standard of the research ethics committee of 

King’s College London. See Table 16, for the ethics identifier for each experiment. For all the 

experiment low risk ethics were gained, except experiment 7 which required high risk ethics 

 N Age (years), modal 

group, range 

Female gender, N (% of 

sample) 

    

Experiment 1 58 18-20 (18-50) 47 (81%) 

Experiment 2 86 21-25, (18-64) 19 (46.3%) 

Experiment 3 96 26-30 (18-71+) 62 (64.6%) 

Experiment 4 97 31-35 (18-70) 60 (61.9%) 

Experiment 5 131 21-25 (18-65) 50 (38.2%) 

Pilot 6 100 26-30 (18-70) 25 (25%) 

Experiment 6 204 31-35, 36-40 (18-70+) 93 (45.6%) 

Experiment 7 169 18-20 (18 -71+) 118 (69.8%) 

 

Table 15 Demographics of participants included in analyses 
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as participants affect information was also collected. Prolific (Prolific, 2020) and the 

Department of Psychology research participation pool at King’s College London (SONA) were 

used to recruit participants. All data was collected using GDPR compliant participant 

recruitment services.  

 

  

Ethics Identifier Experiment 

MRSP-19/20-17678 Experiment 1 

MRSP-19/20-19281 Experiment 2, 3 ,4 

MRSP-20/21-25363 Experiment 5 

MRSP-21/22-29497  Pilot 6 

MRSP-22/23-34307 Experiment 6 

HR-19/20-19492  Experiment 7 

 

Table 16 Ethics identifier for each experiment 
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Chapter 3: Outcome density in Online vs 

Lab 
 

Most contingency learning tasks in the past on the outcome density effect have been 

conducted in lab settings similar to Alloy and Abramson (1979), perhaps due to the ease of 

conducting experiments in lab settings. However, it may perhaps be that this effect is due to 

the artificial lab settings used in previous experiments. In recent years lab experiments were 

replicated, in online settings, to both ease recruitment of a more representative sample and 

test if effects seen in controlled lab settings manifest in comparatively less controlled online 

settings.  

Blanco et al. (2013) compared the effects of cue and outcome density effects in an 

online contingency paradigm. They used an adapted version of the allergy paradigm 

typically used in human contingency learning. Participants imagined they were doctors who 

had to judge whether a given medication was effective in treating patients in recovering 

from an illness. A significant effect of outcome density was found. Later Msetfi et al. (2015) 

conducted three experiments online assessing the strength of the outcome density effects 

based on collectivistic or individualistic values, whether participants were rating the control 

exerted by the context or their own control over the outcome via the action, and mood. 

Whilst an outcome density effect was found across the three studies, the effect was not 

present under all conditions.  

Matute et al. (2007) have directly compared the outcome density effect in a lab and 

online setting experiment. In a 2 (lab vs online) × 2 (control vs no control) × 2 (obtain vs 
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avoid flashes) between-subjects contingency learning task participants viewed a series of 

blue flashes on the computer screen for which they could choose to press a button (Matute 

et al., 2007b). The experiment was conducted online via a virtual lab and replicated in 

laboratory settings. Half the participants in both conditions were told they either had to 

control the flashes or they had no control. Of these groups, half were also told they had to 

avoid or obtain blue flashes. The study found a comparatively large effect size for the 

illusion of control effect in both the laboratory and the internet condition, even though all 

conditions used zero contingencies. Hence recent research is showing that outcome density 

experiments may be conducted in both lab and online settings.  

Whilst Matute et al. (2007) has conducted an experiment which examined the 

outcome density effect directly in online and lab settings, the experiment focused on the 

control participants had over the outcome. For this thesis, the adapted version of the allergy 

paradigm using medication and illness stimuli used in Blanco (2013) is of more interest as it 

is more reflective of how people may generally take in information. However thus far there 

has been no study which has been conducted examining the outcome density effect using 

the adapted standard allergy paradigm, across online and lab settings. As such, the first 

experiment of this thesis examines if there is a difference in the size of the outcome density 

effect in lab and online settings, using a within subjects’ design. This experiment aims to see 

if the outcome density effect is the same in lab and online settings, and if so, the 

subsequent experiments will be conducted online. This is both for ease of recruitment, and 

to reflect a more “real-life” setting in which people typically receive information.  

The main goal of this chapter is to examine whether the outcome density effect is 

robust. This chapter also examined how methodological variations in the contingency 
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learning paradigm affect the size of the outcome density effect. The experiment investigates 

the hypothesis that false beliefs or judgement of perceived association increases with higher 

frequency of alleged cause and alleged outcomes, even if there is no actual statistical 

relationship between the two. In both online and lab settings, I examined the influence of 

outcome density on judgements of effectiveness of medication, in a contingency paradigm, 

to test if outcome density effects differ between online and lab settings. The task and 

stimuli are as outlined in the general methods. 

3.1 Methods 

3.1.1 Design 

A 2 × 2 × 2 mixed design was used, with judgement of effectiveness of medication in 

treating illness as the dependent variable. Three factors were varied in the experimental 

design: location (within subjects: online vs. lab) by outcome density (within subjects: high 

vs. low density) by session order (between subjects: online first vs. lab first; Table 17 and 

Figure 2).  

  High Outcome Density Block Low Outcome Density Block 

Session 
1 

   

   Order 1 Lindsay Syndrome and 
Batatrim  

Marasia Syndrome and Lysopran 

   Order 2 Marasia Syndrome and 
Lysopran 

Lindsay Syndrome and Batatrim 

Session 
2 

   

 Order 1 Amplexia syndrome and 
Fexolise 

Sawyer Syndrome and Quitrile 

  Order 2 Sawyer Syndrome and 
Quitrile 

Amplexia syndrome and Fexolise 

 

Table 17 Order of outcome density for each session 
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Experiment Location 

Participants completed a contingency estimation task four times, twice online in a 

location of their choice and twice in the lab under the supervision of the researcher. Order 

of location was counterbalanced: half the participants were set up to complete the task 

online first and the other half completed the task in the lab first. Participants completed 

both sessions. 

Outcome density.  

Outcome density was manipulated to be either low (0.2) or high (0.8) (Table 18), 

while maintaining a zero contingency.  

3.1.2 Procedure and measures 

Upon sign-up, participants selected two experiment dates, three to ten days apart. 

Next, participants were then randomly allocated to lab or online as their first session. The 

Random allocation to condition 

Online condition 

High density 

Low density 

Low density 

High density 

Lab condition 

High density 

Low density 

Low density 

High density 

Lab condition 

High density 

Low density 

Low density 

High density 

Online condition 

High density 

Low density 

Low density 

High density 

Session 1 

Session 2 

Figure 2 Participant allocation to conditions across session 
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study information sheet and further instructions were emailed to participants in advance of 

taking part in either session. For the online session, login details were emailed at the start of 

the experiment. For the lab session, login details were completed by the researcher. The lab 

and online sessions follow the same procedure.  

In the lab session participants logged into the experiment and completed it. A 

session took approximately 18 minutes to complete, and at the end of the second session a 

short debrief was given. If first session participants did not complete the online session 

within 48 hours, an email was sent every 24 hours reminding participants to complete the 

session, to ensure the session was completed at least 2 days before the lab session. 

Participants would then complete their second session either in the lab or online. Once 

participants completed both sessions, they were given either participation credits or £6.  

3.1.3 Participants 

A power analysis was performed to estimate required sample size, based on effect 

sizes from Chow et al. (2019), a recent study on outcome density. Specifically, I aimed for a 

sample size that would allow us to detect a possible interaction effect where a moderately 

Low outcome density at Zero Contingency 

Medication  

Recovery  

Present Absent  

Present 4 16 P(O/C)=.2 
Absent 4 16 P(O/~C)=.2 

  ΔP=.2-.2=0 

High outcome density at Zero Contingency 

Medication  

Recovery  

Present Absent  

Present 16 4 P(O/C)=.8 
Absent 16 4 P(O/~C)=.8 

  ΔP=.8-.8=0 

Table 18 Outcome Density manipulation calculations 



 

 

98 

 

sized (Cohen, 2013) outcome density effect existed in one location (δ=.33 e.g. in lab) but not 

the other (δ=0 e.g. online). To detect the corresponding 2 × 2 within-subject interaction 

effect with a power of 1 – β=0.80 and Type-I error of α=.05 (two sided), the sample size 

required was N=80. I aimed for 100 participants to allow for study cancellations and attrition 

between sessions.  

Participants were 105 students recruited from the Department of Psychology 

research participation pool at King’s College London. Participants confirmed they were over 

18 and fluent in English. Eighty-four participants completed the first session of the study, 

and 58 participants completed both sessions before testing was stopped due to the 

imposition of restrictions on movement due to COVID-19 (March 2020). Table 19 contains 

participants’ demographics.  

3.2 Results 

I conducted two paired-samples t-test to verify that the outcome density effect was 

present in both locations separately. Participants judged the effectiveness of the medication 

to be significantly lower in the low outcome density than the high outcome density 

condition both online, t(57)=7.82, p < .001, and in the research lab, t(57)=6.00, p < .001 

(Table 20).  

 First Session 
(N=84) 

Second Session 
(N=58) 

Age, modal group, (range) 18-20 (18-50) 18-20 (18-50) 
Female gender, N (% of 
sample) 

70 (83.3%) 47 (81%) 

Online session, N (% of 
sample) 

45 (53.6%) 36 (62.1%) 

 

Table 19 Demographics 



 

 

99 

 

I ran a 2 × 2 × 2 mixed ANOVA with judgements of the effectiveness of medication as 

the dependent variable. Within-subjects independent variables were location (online or 

research lab) and outcome density (low or high). Session order (online first or lab first) 

served as between-subjects factor. I found the predicted significant main effect of outcome 

density on effectiveness judgements, F(1, 56)=63.66, p < .001, η𝑝
2=.53. Participants judged 

the medication to be significantly less effective in the low outcome density condition 

(M=22.56, SD=14.17) than the high outcome density condition (M=46.02, SD=21.02), with 

an effect size of d=1.31. There was no significant main effect of location F(1,56)=0.60, 

p=.443, η𝑝
2=.011, of first session location order F(1,56)=0.001, p=.971, η𝑝

2=.00. There was no 

significant location × first session location interaction effect, F(1, 56)=0.25, p=.620, η𝑝
2=.004. 

The large outcome density effect was not significantly qualified by the location of 

testing, or by the location of the first session: there was no significant location × outcome 

density interaction effect, F(1, 56)=1.43, p=.236, η𝑝
2=.025; and there was no significant 

outcome density × first session location interaction effect, F(1, 56)=0.41, p=.840, η𝑝
2=.001.  

There was, however, a significant three-way interaction for location × outcome 

density × first session location interaction effect, F(1, 56)=5.45, p=.023, η𝑝
2=.089. This triple 

interaction suggests that the size of the outcome density effect may vary according to the 

 Location 

 Lab Online 

High density response 47.4 (23.49) 44.83 (24.53) 
Low density response 19.57 (16.95) 25.45 (20.88) 
95% CI for mean difference 20.70, 34.95 11.72, 27.14 
Density effect size d  1.36 0.85 

 

Table 20 Mean (SD) judgement of medication effectiveness response by manipulation 
of density and location 
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combination of testing location and the session order. I therefore compared the size of the 

outcome density effect across each combination of testing location and first session location 

(see Table 21 and Figure 3). This follow-up analysis demonstrated that the outcome density 

effect was large in each session (as defined by location and order) but seemed particularly 

large in the lab session when this was the first session that the participant had done, and 

seemed smaller for the online session if this was the participant’s second session.  

3.2.1 Session effect 

To further examine the effect of sessions order, I ran two further ANOVAs for each 

session. I ran a 2 × 2 × 2 mixed ANOVA with location and outcome density as within-subjects 

factors and outcome density order during first session (low first or high first) as independent 

variables, and effectiveness judgements as dependent variable. There was no significant 

effect of location × density order during the first session, F(1, 57)=0.97, p=.330, η𝑝
2=.017), 

outcome density × density order during the first session, F(1, 57)=3.00, p=.089, η𝑝
2=.051), 

location × outcome density × density order during the first session, F(1, 57)=0.17, p=.680, 

η𝑝
2=.003).  

 Lab session first Online session first 

 Lab Online Lab Online 

High OD response 50.28 
(22.69) 

42.50 
(23.49) 

42.68 
(24.54) 

48.64 
(26.24) 

Low OD response 17.75 
(12.90) 

26.92 
(21.52) 

22.55 
(22.08) 

23.05 
(20.02) 

95% CI for mean difference 23.58, 
41.48 

6.45, 
24.72 

8.18, 
32.10 

10.98, 
40.20 

Outcome density effect size d  1.76 0.69 0.86 1.10 
 

Table 21 Mean (SD) response by order of first session location and location 
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I ran a 2 × 2 × 2 mixed ANOVA with location and outcome density as within-subjects 

factors and density order during the second session (low density first or high density first) as 

independent variables, and effectiveness judgements as dependent variable. There was no 

significant effect of location × density order during the second session, F(1, 57)=0.58, 

p=.450, η𝑝
2=.010), outcome density × 

 density order during the second session F(1, 57)=0.27, p=.870, η𝑝
2=.000), location × 

outcome density × density order during the second session, F(1, 57)=0.47, p=.500, η𝑝
2=.008). 

3.2.2 Inclusion of all participants 

The 2020 coronavirus pandemic prevented 26 participants from completing the 

second session of the study. Within-subjects ANOVA relies on full cases, thus excludes those 

Figure 3 Mean effectiveness judgements by first session location, and location with 95% 
confidence 

High Density 

Legend 

Low Density 
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participants who completed only the first session. To verify that results upheld with and 

without the inclusion of these partial study completions I ran the same analysis using a 

random-intercept multilevel regression analysis (which retains partial responses) in SPSS. 

This type of analysis partitions residuals into a participant-level term (the random intercept) 

and observation-level term (residual error), thereby circumventing the (participant-level) 

independent error-terms assumption that regular regression analysis makes. I regressed 

participants’ judgement on effect-coded location (-1 online, 1=research lab), outcome 

density (-1=low, 1=high), and the location × outcome interaction; a random intercept was 

assigned to participants. Similar to the ANOVA results, I found a significant main effect of 

outcome density F(1, 280)=101.24, p < .001, B=11.60, SE=1.15, 95%CI=[9.33, 13.87], 

t(280)=10.06, p < .001. Neither the main effect of location, F(1, 280)=0.42, p=.518, nor the 

location × outcome density interaction, F(1, 280)=2.64, p=.105, was significant. 

3.3 Discussion  

Experiment 1 examined the influence of outcome density on judgments of 

effectiveness of medication in treating illness, in a contingency paradigm in both online and 

lab settings. The findings suggest that the outcome density effect is present in both online 

and lab settings, supporting the hypothesis, suggesting that this paradigm can be effectively 

used online. 

The findings of this study confirm that the outcome density effect is considerably 

large. Furthermore, participants gave higher judgement of causality when the probability of 

outcome was higher compared to when the probability of the outcome was lower. 

Wasserman (1990) found that people tend to weigh the cells of a contingency table (Table 
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22) according to, A > B > C > D, with more trials of cells A and D leading increased positive 

judgements whilst cell C and B counts decreased positive contingency judgements. Looking 

at Table 18, for the contingency calculations across the low and high conditions, there are 

more cell A trials for the high outcome density condition, which increases the positive 

judgements that participants make. There are more cell B trials for the low outcome density 

condition, which decreases the positive judgements. There are more cell C trials for the 

high-density condition, which decreases positive judgements, and more cell D trials for the 

low-density conditions which increases the positive judgements. Cell A trials are weighted 

more highly, as are cell B trials, consequently this explains the difference judgements seen 

for high and low outcome density conditions.  

The findings also reflect the findings of Matute et al. (2007) who found evidence of 

the similar effects between online and lab settings. Blanco et al. (2013) found an outcome 

density effect, η𝑝
2=.40, which is similar in size to the findings of this study η𝑝

2=.53, although 

partial eta squared does adjust for according to other factors examined. Of course, the 

actual comparisons of effect sizes across papers are difficult, as effect sizes along with 

means and standard deviations are often not reported in these papers; not to mention 

methodological and putative population differences. Indeed, here I am interested in the 

effect sizes in passive contingency tasks, whilst the vast majority of research in contingency 

learning has focused on judgements of controls in active contingency learning tasks. For 

Cue 

Outcome 

Present Absent 

Present A B 
Absent C D 

 

Table 22 Replication of Table 1 - Visual presentation of the possible cue-outcome pairings in 
a contingency paradigm 
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example, Jenkins and Ward’s (1965) study examined the influence of judgements of control 

on different levels of outcome density and contingencies. Looking at high outcome density 

compared to the low outcome density condition in zero contingency, an effect size of 0.55 

can be calculated for the judgement of control of the spectator who observed the 

participant actively take part in the experiment. The Jenkins and Ward (1965) experiment is 

not an exact like to like of the current experiment, however it is interesting to compare the 

effect sizes to one of the early experiments in this field. The different in the effect sizes may 

be expected the experimental design are very different.  

Similarly, Msetfi et al. (2005) explored the influence of intertrial intervals (ITI), 

gender and depressive affect on judgements of control using low and high outcome 

densities. Calculating the effect sizes of the outcome density provides the following effect 

sizes: women short ITI d=0.11, men short ITI d=0.20, women long ITI d=0.23, men in long ITI 

d=1.26 (the effect sizes for participants with depressive affect is not calculated here). Here 

the effect sizes vary quite bit between men and women, and short and long ITI. I have not 

examined gender difference in outcome bias, as it was not part of my research question, 

and participants are not balanced across gender to run such tests. However, when 

considering the effect of ITI, the effect sizes do vary quite a bit between short and long ITI. 

The contingency paradigm within this experiment, and the following experiments, have 

been programmed such that ITI should not be an issue. An ITI is considered the absence of 

both the cue and outcome, which does occur in between trials. However, in the 

experiments of this project the cues and outcomes are clearly defined at the start of each 

block of trials, such that no cue and no outcome are still images that participants see. Hence 

any blank time between trials is not defined as an ITI in the same way as in Msetfi et al. 



 

 

105 

 

(2005) experiment. Hence when considering the effect sizes for the short ITI these are much 

lower than the effect sizes found in this experiment. 

There was a three-way interaction, suggesting that outcome density effect may vary 

depending on the order of session by location. This may suggest that for this paradigm, 

there is a larger effect in the first session, compared to the second session, dependent on 

the location, with the largest effect in the online location when presented first. Despite the 

three-way interaction the effect was present throughout, and therefore conducting studies 

online is acceptable, and practically more feasible. 

3.3.1 Theoretical Evaluation 

Contingency account 

The contingency account would predict participants to judge a zero contingency, 

when the programmed contingency is zero, regardless of probability of outcome. Taking 

Table 23 (which were the calculations used in experiment 1), as an example, for both the 

high and low outcome probabilities the overall contingencies are zero, as such the 

contingency account would predict participants to also make similar judgements. Even 

Low outcome density at Zero Contingency  

Medication  

Recovery  

Present Absent  

Present 4 16 P(O/C) = .2 
Absent 4 16 P(O/~C) = .2 

  ΔP = .2-.2=0 

High outcome density at Zero Contingency 

Medication  

Recovery  

Present Absent  

Present 16 4 P(O/C) = .8 
Absent 16 4 P(O/~C) = .8 

  ΔP = .8-.8=0 

Table 23 Outcome Density manipulation calculations used in experiment 1 
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though the probability of the outcome occurring is far higher in one condition than the 

other. As such the contingency account does not account for the outcome density effects 

found in this thesis.  

When considering Wasserman’s extension to the contingency account, the extension 

has slightly different predictions. Looking at Table 24 , for the contingency calculations 

across the low and high outcome density conditions, for the high outcome density 

conditions, the majority of cells are present in cells A and C, outcome present trials, whilst 

for the low outcome density conditions the majority of trials are present in cells B and D, 

outcome absent trials. For the high-density condition even though there are 16 trials of A 

and C, cell A trials are weighted more and increase the positive judgements. For the low 

outcome density condition, whilst there are an equal number of B and D trials, cell B trials 

are weighted more highly, and cell B trials decrease the positive contingency. As such using 

Table a Low cue density at Zero 

Contingency 

Medicat
ion  

Recovery 

Present Absent 

Present 4 4 
Absent 16 16 

 P(C/O) = .2 P(C/~O) = .2 

  Δp = .2-.2=0 

Table b High cue density at Zero 

Contingency 

Medicat
ion  

Recovery 

Present Absent 

Present 16 16 
Absent 4 4 

 P(C/O) = .8 P(C/~O) = .8 

  Δp = .8-.8=0 

Table c Low outcome density at Zero 

Contingency 

Medicat
ion  

Recovery  

Prese
nt 

Abse
nt 

 

Present 4 16 P(O/C) = .2 
Absent 4 16 P(O/~C) = .2 

  Δp = .2-.2=0 

Table d High outcome density at Zero 

Contingency 

Medicat
ion  

Recovery  

Prese
nt 

Abse
nt 

 

Present 16 4 P(O/C) = .8 
Absent 16 4 P(O/~C) = .8 

  Δp = .8-.8=0 

 

Table 24 Low- and High-density calculations, for cue and outcome density at Zero 
contingency 
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this extension it would be predicted that for these calculations participants would give more 

positive judgements in the high outcome density conditions, and less positive judgements in 

the low outcome density conditions. These predictions reflect the findings of the 

experiment.  

As such the contingency account does not predict the findings of experiment 1, 

however with the Wasserman extension the findings of experiment 1 are accounted for.  

Associative account 

Overall, the associative perspective can predict cue and outcome density effects, 

however these effects would be expected to decrease in size the more trials that occur. This 

is because the overall strength of an association between a cue and an outcome is 

determined by the predictive value of the cue, rather than the overall number of 

coincidences between both events. In the short term, however, before associative strength 

reaches its asymptote, the ‘coincidence’ can have a temporary biasing effect. The outcome 

density effect is understood as a transient pre-asymptotic bias arising from accidental cue-

outcome pairings before the context becomes an effective competitor (Shanks, 2007). If 

there is unequal salience for the events on the contingency, the associative models can 

predict outcome density effects.  

The difference between the high and low outcome density effect could also be 

accounted for. With the high outcome density condition there are more opportunities for 

learning to take place as the outcome occurs in more trials in which an association could be 

formed. This would also suggest that learning would take place faster with the high 
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outcome density condition. As such if there were more trials the differences between the 

conditions may not be seen.  

Probabilistic account  

Probabilistic models can predict more extreme levels of outcome density results in 

higher judgments of control in positive and negative contingency conditions. However, they 

cannot predict outcome density effects in zero contingency, as power is 0. When power zero 

is assumed, there is no relationship between the cue and outcome (Cheng & Novick, 1990). 

However, it could be argued that a zero contingency is misperceived by people as being 

slightly positive or negative rather than completely zero from the standpoint of the 

probabilistic account. Note that this account predicts that a 0-100 scale will artificially bias 

responses in a zero-contingency condition even in the absence of demand characteristics. 

Some participants will perceive a positive contingency (and will give a non-zero response), 

others will perceive some negative contingency and are not permitted to give a negative 

response. Even if the participants feel that they should respond with zero (even though they 

perceive some contingency) the mean will be above zero. Using this idea, the model could 

predict outcome density bias. This may for example occur in within-subjects designs where 

participants judge multiple contingencies. And due to comparisons between contingencies 

one could be perceived to be more or less positive than the other, leading to the outcome 

density effect. This could possibly explain the outcome density effect found in this 

experiment, although the same medical cover story was used with different stimuli for each 

condition. 

3.3.2 Limitations 
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Due to the 2020 pandemic, the estimated sample size from the power analyses, 

could not be met, as data collection had to be stopped early. Hence only 58 participants 

completed both sessions of the study. However even with the sample size constraints a 

large effect size was found across the conditions. In addition to this, future studies using the 

same paradigm and effects, could use smaller samples sizes as well.  

Due to the nature of the design, whilst participants were encouraged to leave a gap 

of 3 days between sessions, this was not always possible, and some participants only had a 

2-day gap, whilst others had a 10-day gap. For future studies, to ensure more consistency a 

3-day gap was used for all participants when there were two sessions. As with any online 

studies there will be some issues, one participant for example, lost their internet connection 

during the testing phase. However, the online sessions were conducted to simulate a more 

real-life scenario where people may receive information about different types of events and 

form beliefs and judgements.  

3.4 Conclusion 

Overall, these findings suggest that the outcome density effect is present in both 

online and lab settings, supporting the hypothesis, suggesting that this paradigm can be 

effectively used online. The three theoretical accounts are able to predict these findings to 

an extent.   
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Chapter 4: Outcome vs Cue density 

effects 
 

The previous experiment replicated the outcome density effect in lab and online 

settings. Specifically, in zero contingency tasks, where there is no relationship between the 

cue and outcome, increasing the probability of the outcome, leads people to perceive a 

positive relationship between the cue and outcome. Experiment 2 complements these 

findings by taking a closer look at cue density effects in comparison to outcome density 

effects.  

When considering density effects and their influence on associations, the focus has 

been predominantly on outcome density effects (Musca et al., 2010; J. C. Perales et al., 

2005). Contrastingly, cue density effects (e.g., treatments for diseases) have not been 

extensively examined. Studies have found stronger cue density effects when cue density is 

high compared to when cue density is low in contingency paradigms (Matute et al., 2011b; 

Vadillo et al., 2011b). Few studies have simultaneously examined cue density and outcome 

density effects. In one such rare investigation, Blanco et al. (2013) used an allergy paradigm 

with zero contingency between cue and outcome and employed a 2 × 2 design with cue 

density (high vs low) and outcome density (high vs low) to examine the interactive effects of 

cue and outcome. They found an effect of outcome density in all conditions, however, there 

was only a small effect of cue density, and only when outcome density was high. This study 

manipulated cue and outcome density at the same time to be high and low, as such it is not 
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fully clear what the difference in the sizes of effects are between cue and outcome density 

effects, when the other is held constant.  

Overall, the cue density effect has not been studied as extensively as the outcome 

density effect within contingency learning or using contingency paradigms. However, these 

studies do often follow a similar format to outcome density studies. An effect of cue density 

has been found across many studies, however the effect seems to be more prominent in the 

presence of a higher outcome density, when cue density is also high.  

The main goal of this chapter is to examine whether the outcome density effect and 

cue density effect are robust. This chapter also examined how methodological variations in 

the contingency learning paradigm affect the size of the outcome and cue density effects. 

This experiment investigates the density effect on contingency judgment of equivalent 

manipulations of cue density and outcome density, to see if, and how much, outcome 

effects and cue effects differ in size. As such this study adds to the literature by conducting a 

highly powered, within-subjects comparison of cue and outcome density effects. To provide 

further data on the relative contribution of cue density and outcome density to the over-

estimation of contingency, in Experiment 2, I compare cue density and outcome density 

effects directly, by manipulating these density effects in a contingency paradigm, extending 

the work of Blanco et al. (2013). By investigating cue and outcome density effects at the 

same time, I investigate if there is something qualitatively different between them. If the 

effect sizes differ and/or one effect is conditional on the level of the other variable (with the 

other variable always having an effect) then this suggests that there are different things at 

play. To ensure equivalent comparison when cue is manipulated to be high or low, outcome 

density will be held at a medium density and vice-versa. Previous findings suggest cue 
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effects are likely to be smaller than outcome effects, as such I predict outcome density 

effects to be larger than cue density effects.  

4.1 Methods 

This experiment investigated the influence of cue and outcome density on 

judgements of effectiveness of medication in treating illnesses, in a contingency paradigm, 

and sought to compare the sizes of the corresponding effects to each other. This study 

extends Blanco et al. (2013) by manipulating cue and outcome to be either high or low 

whilst holding the other constant. The task and stimuli are the same as outlined in the 

general methods.  

4.1.1 Design 

A 2 × 2 × 2 mixed design was used, with judgement of effectiveness of medication in 

treating illness as the dependent variable. Three factors were varied in the experimental 

design: manipulation of event (within subjects: cue density vs. outcome density) by density 

level (within subjects: high density vs. low density) by session order (between subjects: cue 

density first vs. outcome density first).  

Cue and Outcome density manipulation.  

Cue density was manipulated to be either low (0.2, Table 26) or high (0.8,Table 26) 

while maintaining a zero contingency. Outcome density was held at a medium density of 

0.5, for both high and low cue density. Outcome density was manipulated to be either low 

(0.2,Table 26) or high (0.8, Table 26) while maintaining a zero contingency. Cue density was 

held at a medium density of 0.5, for both high and low cue density. Each session featured a 

low and a high-density block, with 40 trials. The block shown first was chosen randomly 
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without replacement. Participants saw two of the four orders in Table 25, one for each 

session. Within each density type, cue or outcome, there were two levels to the densities, 

either high (0.8) or low (0.2). Participants completed two sessions. Half the participants 

completed the cue density condition during the first session, and outcome density condition 

   High Outcome Density 
Block 

Low Outcome Density 
Block 

Session 
1 

    

   Cue or 
Outcome 
density  

Order 
1 

Lindsay Syndrome and 
Batatrim  

Marasia Syndrome and 
Lysopran 

 Order 
2 

Marasia Syndrome and 
Lysopran 

Lindsay Syndrome and 
Batatrim 

Session 
2 

    

  Cue or 
Outcome 
density 

Order 
1 

Amplexia syndrome and 
Fexolise 

Sawyer Syndrome and 
Quitrile 

 Order 
2 

Sawyer Syndrome and 
Quitrile 

Amplexia syndrome and 
Fexolise 

 

Table 25 Order of Densities, Illness and Medication shown to participants for each session 

Table a Low cue density at Zero 

Contingency 

Medicat
ion  

Recovery 

Present Absent 

Present 4 4 
Absent 16 16 

 P(C/O)=.2 P(C/~O)=.2 

  Δp=.2-.2=0 

Table b High cue density at Zero 

Contingency 

Medicat
ion  

Recovery 

Present Absent 

Present 16 16 
Absent 4 4 

 P(C/O)=.8 P(C/~O)=.8 

  Δp=.8-.8=0 

Table c Low outcome density at Zero 

Contingency 

Medicat
ion  

Recovery  

Prese
nt 

Abse
nt 

 

Present 4 16 P(O/C)=.2 
Absent 4 16 P(O/~C)=.2 

  Δp=.2-.2=0 

Table d High outcome density at Zero 

Contingency 

Medicat
ion  

Recovery  

Prese
nt 

Abse
nt 

 

Present 16 4 P(O/C)=.8 
Absent 16 4 P(O/~C)=.8 

  Δp=.8-.8=0 

 

Table 26 Low- and High-density calculations, for cue and outcome density at Zero 
contingency 
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in the second session, with the second half of participants completing outcome density 

condition first and cue density second (Figure 4). The manipulation of cue and outcome is 

referred to as event manipulation in this section. This manipulation is conceptualised as an 

event manipulated, as participants complete one session of cue density manipulation and 

one session of outcome density manipulation which is counterbalanced. This could 

potentially be conceptualised as a session order manipulation; however, participants do not 

complete both cue and outcome density manipulations in both sessions. As such a within 

subjects comparison of cue or outcome manipulation in session one and two cannot be 

done. Instead, it is thought that it would be better to conceptualise this as an event 

manipulation.  

4.1.2 Procedure and measures 

Random allocation to condition 

Outcome density condition 

High density 

Low density 

Low density 

High density 

Cue density condition 

High density 

Low density 

Low density 

High density 

Cue density condition 

High density 

Low density 

Low density 

High density 

Outcome density condition 

High density 

Low density 

Low density 

High density 

Session 1 

Session 2 

Figure 4 Participant Allocation to conditions across sessions 
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The procedure was similar to the previous study, with the exception that it took 

place online only. Participants signed up on the Prolific research participant platform 

(Prolific, 2020) and were prompted to complete the first session of the study. The task for 

each session took about 18 minutes to complete, and at the end of the task a short debrief 

was given. After 3 days, participants were invited to complete the second session of the 

study, which followed the same procedure as the first session. Participants were paid £2.50 

for each completed session and had to complete both sessions to be paid. 

4.1.3 Participants 

Ninety-one participants were recruited to allow for participants to drop out between 

sessions; 91 completed the first session of the experiment, and 85 participants completed 

both sessions. Participants were over the age of 18 and fluent in English; see Table 27 for 

participant demographics.  

4.2 Results 

I ran a 2 × 2 × 2 mixed analyses of variance (ANOVA) to test the hypothesis that 

outcome density effects are larger than cue density effects. Judgement of effectiveness of 

the medication was the dependent variable. The three independent variables were: event 

manipulation order (within subjects: cue density vs. outcome density), density level (within 

subjects: high density vs. low density), and session order (between subjects: cue first vs. 

 Second Session (N=85) 

 Cue Density (N=41) Outcome Density 
(N=45) 

Age, modal group, (range) 21-25,26-30 (18-70) 21-25, (18-64) 
Female gender, N (% of 
sample) 

31 (70.5%) 19 (46.3%) 

   

Table 27 Study demographics across density types 
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outcome first). In this factorial analysis (and the equivalent analyses in our subsequent 

studies) it is the effects involving density level that are of prime interest for our hypotheses 

because these relate to the impact that cue/outcome density has on contingency 

judgments.  

As predicted, there was a significant main effect of density, F(1, 83)=101.91, p < .001, 

η𝑝
2=.55. Participants judged the medication to be more effective in the high-density 

conditions (M=43.58, SD=19.06) than the low-density conditions (M=24.88, SD=17.22). 

There was a main effect of event manipulation order on effectiveness of judgements, F(1, 

83)=11.16, p=.001, η𝑝
2=.12. Participants judged the medication to be less effective in the 

outcome density condition (M=31.09, SD=18.06) than the cue density condition (M=37.37, 

SD=18.38). I found a significant interaction effect for event manipulation order by density 

level, F(1, 83)=8.93, p=.004, η𝑝
2=.097. This suggests that the size of the density effect varies 

according to the order in which the event was presented. I therefore compared the size of 

the density effect, across both cue and outcome density (Table 28 and Figure 5). This 

analysis demonstrated that the density effect was nearly three times as large in the 

outcome density condition compared to the cue density condition.  

To further understand the two-way interaction effect, both pairs of simple main 

effects were examined. Two paired-samples t-tests verified that the density effect was 

 Density Type 

 Cue Outcome 

High density response 43.45 (20.80) 43.74 (16.89) 
Low density response 31.29 (23.95) 18.61 (16.85) 
95% CI for mean difference 6.54, 17.77 19.41, 30.85 
Density effect size d  0.54 1.49 

 

Table 28 Mean (SD) judgement of medication effectiveness response by manipulation of 
event and density. 
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present in both cue and outcome density conditions. Participants judged the effectiveness 

of the medication to be significantly higher in the high-density conditions than the low 

density conditions, both in the cue density condition, t(84)=4.54, p< .001, and in the 

outcome density condition t(84)=8.74, p<.001. Two paired-samples t-tests were conducted 

to verify whether there was an effect of event manipulation order in both the high density 

and low-density condition. Participants’ judgements of the effectiveness of the medication 

did not differ significantly between cue and outcome density in the high-density condition, 

t(84)=-.092, p=.927. However, it did differ significantly in the low-density condition 

t(84)=5.10, p<.001, with participants giving lower judgements for the outcome density 

condition than for the cue density condition (Figure 5).  

All other main effects and two-way interactions were small and non-significant, 

there being no main effect of session order, F(1, 83)=.46, p=.467, η𝑝
2=.006; no interaction 

effect of density by session order, F(1, 83)=.92, p=.342, η𝑝
2=.011; and no effect of event 

manipulation order by session order, F(1, 83)=1.65, p=.202, η𝑝
2=.02.  

Figure 5 Mean effectiveness judgments by manipulation of event for high and low densities, 
with 95% confidence intervals 

High Density 

Legend 

Low Density 
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There was a significant three-way interaction for event manipulation order by 

density level by session order, F(1, 83)=5.51, p=.021, η𝑝
2=.062. This suggests that the size of 

the density effect may vary according to the combination of the event type (cue density or 

outcome density) that is manipulated and session order. Therefore, I compared the size of 

the density effect across each combination of session order, and manipulation of event (cue 

or outcome) (Table 29 and Figure 6). This analysis demonstrated that the density effect was 

present for both cue and outcome in the first session, with both effects being large. In the  

second session the outcome density effect was present again. However, there was no 

significant effect of cue density. 

In sum, from the two-way and three-way interactions involving density level and 

event manipulation order I conclude that the effect of density level is smaller for cue density 

manipulations than it is for outcome density manipulations of an equivalent scale, such that 

a cue density effect on contingency judgment is only detected in some of the conditions of 

this experiment. The cue effects appear to be small enough that context or contrast effects 

can counteract the effect of cue density as indicated by the moderating effect of session 

 First session Second session 

 Cue Density 
Manipulation 

Outcome Density 
Manipulation 

Cue Density 
Manipulation 

Outcome Density 
Manipulation 

High density 
condition 

46.95 (21.49) 47.59 (26.19) 40.18 (19.81) 39.61 (27.33) 

Low density 
condition 

27.83 (20.34) 19.39 (16.69) 34.52 (26.72) 17.78 (17.19) 

95% CI for 
mean 
difference 

11.69, 26.56 19.76, 36.65 -2.50, 13.81 13.94, 29.72 

Outcome 
density 
effect size d  

0.91 1.28 0.24 0.96 

 

Table 29 Mean (SD) response by order of first session cue and outcome, and 
manipulation of cue or outcome 
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order. This is in line with previous research that examined the interactive effects of cue 

densities and outcome densities on contingency judgments, which found that cue effects 

where only found with high outcome densities (Blanco et al., 2013). Thus, the findings 

suggest that there is an effect of both cue and outcome density but that the cue effect is 

smaller than the outcome effect. 

I ran a 2 × 2 × 2 mixed ANOVA with manipulation of event and density as within-

subjects factors and density order during first session (low first or high first) as independent 

variables, and effectiveness judgements as dependent variable. There was no significant 

main effect of density order during first session F(1, 83)=2.01, p=.152, η𝑝
2=.025. There were 

no interaction effect of manipulation of event × density order during first session, F(1, 

Figure 6 Mean effectiveness judgments by first session order of event, and manipulation 
of event for high and low densities, with 95% confidence intervals 

High Density 

Legend 

Low Density 
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83)=.340, p=.562, η𝑝
2=.004, density × density order during first session, F(1, 83)=.547, 

p=.462, η𝑝
2=.007, manipulation of event × density × density order during first session, F(1, 

83)=.020, p=.887, η𝑝
2=.000. 

I ran a 2 × 2 × 2 mixed ANOVA with manipulation of event and density as within-

subjects factors and density order during second session (low first or high first) as 

independent variables, and effectiveness judgements as dependent variable. There was no 

significant main effect of density order during second session F(1, 83)=1.92, p=.170, 

η𝑝
2=.023. There was a significant interaction effect of manipulation of event × density order 

during second session, F(1, 83)=5.63, p=.020, η𝑝
2=.064 (Table 30). There was no significant 

interaction effect of density × density order during second session, F(1, 83)=3.72, p=.057, 

η𝑝
2=.043, manipulation of event × density × density order during second session, F(1, 

83)=1.38, p=.243, η𝑝
2=.016.  

4.3 Discussion 

This study examined the influence of cue density and outcome density on 

judgements of effectiveness of medication in treating illnesses, in a contingency paradigm 

online. In particular, the study tested the potential difference in impact of cue density and 

outcome density effects. I replicated the findings for outcome and cue density effects in 

contingency learning from Blanco et al. (2013), as well as the outcome density findings from 

Experiment 1 in online settings. My finding shows that the outcome density effects are 

larger than cue density effects on average. The relative difference in size appears to depend 

on other factors. Thus, the findings suggest that there is an effect of both cue and outcome 
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density, however the cue effect seems to be smaller than the outcome density. In addition, 

the cue effect does not seem to be present under all conditions tested in this study.  

The aim of this study was to examine if the outcome density effect was larger or the 

same size as the cue density effect. If both the cue and outcome have the same effect on 

judgements of effectiveness, I would have expected to see results that show effect sizes to 

be of similar sizes, however the results do not show this. This may suggest that the outcome 

density effect is more of a robust effect regardless of context, whilst cue density effect is not 

as a robust of an effect.  

 Low density first  High density first 

 Cue Outcome 95% CI for 

mean 

difference 

Event 

density 

effect 

size d  

 Cue Outcome 95% CI for 

mean 

difference 

Event 

density 

effect 

size d 

Low 

density 

response 

32.58 

(24.41) 

18.38 

(16.75) 

7.60, 

20.80 

0.68  29.46 

(23.51) 

18.94 

(17.23) 

2.72, 

18.31 

0.51 

High 

density 

response 

49.80 

(18.44) 

44.32 

(23.94) 

-2.33, 

13.89 

0.26  34.37 

(20.84) 

42.91 

(30.97) 

-19.18, 

2.09 

0.32 

95% CI for 

mean 

difference 

9.75, 

24.69 

18.83, 

33.05 

   -3.43, 

13.25 

14.07, 

33.88 

  

Outcome 

density 

effect size 

d  

0.80 1.26    0.22 0.96   

 

Table 30 Mean (SD) response by order of second session order density, and manipulation of 
event and density 
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The experiment compared the magnitudes of the outcome density effect and the 

cue density effect. Consistent with the findings from Blanco et al. (2013), who conducted a 

similar study but with a between-subjects design with only 27 participants per condition, 

the outcome density effect is more of a robust effect regardless of other manipulations, 

whilst the cue density effect is less robust and more dependent on other experimental 

manipulations. Thus, the outcome density effect was large and present in all conditions, 

whilst the cue density effect was smaller and dependent on session order. The cue density 

effect was present in the first session but not in the second session. This may result from 

participants in their second session comparing the perceived effectiveness of the 

medication in the (current) cue density condition against the perceived effectiveness of the 

medication in the (previous) outcome density condition.  

When compared to the outcome density means in the second session, the high-

density results are very similar, whilst the low-density condition, is where the cue density 

differs a great deal from the outcome density condition. This seems to be for both first and 

second session. This may suggest that the cue density relies on a higher outcome density, to 

show an effect, or to show a bigger effect. And with a lower outcome density, the effect 

diminishes. With these factors combined, second session, learning effects and lower 

density, may explain the lack of cue density effect in the second session.  

This possibility is suggested by the fact that the mean effectiveness judgments are 

less extreme for the cue density condition in Session 2 (Figure 6). That is, mean 

effectiveness with high event density is lower for cue density manipulation than for 

outcome density manipulation, while the reverse is true for mean effectiveness with low 

event density. If such comparisons were made, I would expect an outcome density effect in 
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the second session that is larger than the cue density effect seen in Session 1. This is not 

apparent in Figure 6, though it is true that for low event density, mean effectiveness is more 

extreme (i.e., lower) for the outcome density manipulation than for the cue density 

manipulation.  

Also, to note, Blanco et al. (2013) looked at the interaction of low and high outcome 

and cue densities, as such they did not look at cue density effects when outcome when held 

at medium. With our results, I can additionally add to the literature, that cue density effects 

can occur with medium outcome density.  

4.3.1 Theoretical Evaluation 

Contingency account 

According to the contingency account, as all four conditions of this experiment are 

zero contingencies, participants would be expected to make similar judgements across all 

conditions. See Table 26 for calculations of the experiment.   

When considering the contingency calculations of Table 26, direct comparisons of 

the cell types can be made between the two low density conditions and the two high 

density conditions. According to Wasserman (1990) people tend to rank the cells weights as, 

A > B > C > D, with more trials of cells A and D leading increased positive judgements whilst 

cell C and B counts decreased positive contingency judgements. When examining the low 

contingency conditions for both cue (Table 26a) and outcome density (Table 26c), cells A 

and D are the same, whilst cells B and C are reversed. Comparing conditions, there are more 

counts of cell B for the low outcome density condition compared to the low cue density 

condition, which participants weighed more than the cell C trials. However, this higher 
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weighting would decrease the positive contingency judgements, as cells B and C decrease 

positive contingency judgements. This matches the findings of this experiment, whereby for 

the low-density condition participants have given more positive judgements for the cue 

density condition than the outcome density condition.  

When examining the high contingency conditions for both cue (Table 26b) and 

outcome density (Table 26d), again cells A and D have the same frequency counts, whilst 

cells B and C are reversed. For the high cue density condition there are more counts of cell 

B, than there are for the high outcome density condition. As such lower judgements would 

be expected for the high cue density condition, than the high outcome density condition, 

which also reflects the results of the current study. Here the Wasserman extension is able to 

account for the findings of experiment 2.  

Similar cross-session effects have been observed in other studies of judgment and 

preference, including when—as I did here—sessions are separated by at least one day 

(Rakow et al., 2020). I argue that such effects deserve further attention in contingency 

learning to better understand the role relative or comparative judgments play when people 

assess contingency from observed or remembered samples of information (Stewart et al., 

2006). Whatever the mechanism responsible, it does seem that compared to the outcome 

density effect, the cue density effect relies on larger density manipulation to show an effect, 

or to show a large effect.  

Associative account 

Whilst the associative account could account for the outcome density effects until 

the asymptote is reached, it cannot account for cue density effects, as the equations ∆𝑉 =
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 α ∗ β ∗ (λ − 𝑉𝑡𝑜𝑡𝑎𝑙), only accounts for the presence and absence of the outcome with λ. It 

does not account for the presence and absence of the cue. As such when cue was 

manipulated in this experiment, outcome density was held constant across high and low cue 

density, the Rescorla-Wagner model would predict the same level of associative strength for 

both high and low cue density conditions. An assumption of the model is that learning only 

occurs if the cue is present, otherwise learning cannot occur, and associative strength 

cannot be formed. If the model is changed such that it accounts for the presence and 

absence of the cue as well, ∆𝑉 =  α ∗ β ∗ ((λα ∗ λβ) − 𝑉𝑡𝑜𝑡𝑎𝑙), then it would be able to 

account for cue density effects in the same way as outcome density effects.  

However, the size of the cue and outcome density effects were different in this 

experiment. This could perhaps be accounted for by assuming differential salience of the 

cue and outcome. If the cue is thought to be more salient than the outcome, then smaller 

cue density effects may be expected, as the low cue density conditions would reach the 

asymptote quicker than the low outcome density conditions. As such the associative 

perspective could explain the findings of this experiment.  

Probabilistic account  

As mentioned above, if it is argued that zero contingencies are in fact misperceived 

as being slightly negative or positive, then cue density effects may be predicted in a similar 

way to outcome density effects. However even with this assumption, the difference in the 

size of effects of cue and outcome density effects cannot be accounted for.  

4.4 Conclusion 
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Our experiments therefore clarify two key results that any theory of contingency 

learning must be able to explain. First, it clarifies that density effects in contingency learning 

are larger for outcome density manipulations than for cue density manipulations. Also it 

furthers supports the weightings indicated by (Wasserman, 1990) for the different cell types 

for contingency tables.  
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Chapter 5: Cue and Outcome 

Interchangeability  
 

As an extension to the research, in Experiments 3 and 4, I manipulate the order of 

cue and outcome presentation to compare the effects of the first seen event vs. the second 

seen event. This novel extension reflects that while, logically, a cause must precede an 

outcome, sometimes people observe or learn of an outcome before they see or hear of its 

possible causes. For example, a medic may observe signs of infection in patients before 

learning what potential causes the patients were exposed to, or a manager might see that 

their salesforce has made a number of successful sales before they find out what steps their 

workers took in an attempt to achieve those successes. These event presentation order 

manipulations permit exploration of interaction effects involving both density level and 

event presentation order. I can therefore consider whether the effect of cue or outcome 

density on contingency judgment is altered by reversing the order in which event 

information is seen. Aside from cues and outcomes to be functionally different, they 

typically also differ in temporal order. To contrast cues and outcomes on the basis on their 

roles, then the temporal confound would need to be manipulated. Manipulating the order 

of cues and outcomes allows one to do so, and the impact of this temporal ordering can be 

directly assessed. For example, it may be that the effects are the same size, provided that 

they occupy the same temporal position (e.g., both presented together), but not when 

occupying different temporal positions (e.g., one first, one second), as is the default in 

studies so far. I can therefore assess whether previous observations that outcome density 

effects are larger than cue density effects might be better understood as reflecting that 
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density effects are larger for whichever event is seen second rather than first. As such I wish 

to explore the effect of this temporal ordering, and do not know how this will affect the cue 

and outcome density effects. If information presentation order has an effect on outcome 

density, then it would be expected that the size or magnitude of the outcome density effect 

would differ between the two conditions. It would be expected that the density effect 

would be larger in the outcome-presented first condition, as the cue information would be 

interpreted through the lens of the outcome information. The main goal of this chapter is to 

examine whether the outcome and cue density effects are robust. This chapter also 

examined how methodological variations in the contingency learning paradigm affect the 

size of the outcome and cue density effects. 

5.1 Experiment 3: Cue and outcome interchangeability—Outcome Density 

Experiment 3 investigated whether the impact of cue and outcome density on 

judgements of effectiveness of medication depend on the order in which cue and outcome 

are presented. Experiment 3 investigated whether this manipulation of cue-outcome 

presentation order moderated the effect of outcome density on contingency judgment. 

5.1.1 Method 

A similar design to the one outlined in the General Methods was employed. The 

order of event presentation was manipulated, along with outcome density. In the trials of 

one session, the cue was shown first followed by the outcome—thereby following the 

standard order of presentation: fixation cross, unhealthy patient image, treatment cue 

image then treatment outcome image. In the trials of the other session, the outcome was 

shown first followed by the cue – the image order being fixation cross, unhealthy patient 
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image, treatment outcome image then treatment cue image. See Figure 7 for flowchart of 

the event presentation order manipulation.  

A 2 × 2 × 2 mixed design was used, with judgement of effectiveness of medication in 

treating illness as the dependent variable. Three factors were varied in the experimental 

design: the order of event presentation (within subjects: cue then outcome vs. outcome 

then cue), the corresponding outcome density level (within subjects: high vs. low density), 

and the session order (between subjects: cue then outcome in first session vs. outcome 

then cue in first session). 

Design 

Cue 

No Cue 

No Outcome 

Outcome 

No Outcome 

Outcome 

No Outcome 

Outcome 

Cue 

No Cue 

Cue 

No Cue 

Cue event then outcome event Outcome event then cue event 

Figure 7 Event order presentation for cue and outcome order manipulation 
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Order of cue and outcome presentation was manipulated, to either show the cue 

first followed by the outcome or the outcome first followed by the cue, in a session. 

Participants completed two sessions, 3 days apart (Figure 8). To reduce any carry-over or 

learning effects across sessions, different medication and illness names were used for each 

session, assigned at random. Outcome density was manipulated to be either low or high 

while maintaining a zero contingency. Cue density was held at a medium density of 0.5, for 

both high and low outcome density. For each session there was a block of 40 high density 

trials and 40 low density trials. The block shown first was chosen randomly without 

replacement. To reduce any carry over or learning effects across sessions, different 

medication and illness names were used for each session.  

Participants 

Random allocation to condition 

Cue then Outcome condition 

High density 

Low density 

Low density 

High density 

Outcome then cue condition 

High density 

Low density 

Low density 

High density 

Outcome then cue condition 

High density 

Low density 

Low density 

High density 

Cue the Outcome condition 

High density 

Low density 

Low density 

High density 

Session 1 

Session 2 

Figure 8 Participants Allocation to conditions across session 
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Participants were 110 Prolific members; 107 participants completed the first session, 

and 96 participants completed both sessions. Three participants withdrew their 

participation during the session, as such their data was not included in the analyses.  

5.1.2 Results and Discussion 

I ran a 2 × 2 × 2 mixed ANOVA. The dependent variable was judgement of medication 

effectiveness. The three independent variables were: event presentation order (within 

subjects: cue then outcome vs. outcome then cue); outcome density (within subjects: high 

vs. low density); and session order (between subjects: cue-then-outcome in first session vs. 

outcome-then-cue in first session). Outcome density effects were expected, in both event 

presentation order conditions.  

As predicted, and replicating the findings of Experiment 1, there was a large and 

statistically significant main effect of outcome density, F(1, 94)=141.34, p < .001, η𝑝
2=.60. 

Participants judged the medication to be less effective in the low-density condition 

(M=19.16, SD=11.51) than the high-density condition (M=43.83, SD=22.16). There was no 

significant main effect of event presentation order on judgements of effectiveness, F(1, 

94)=2.64, p=.107, η𝑝
2=.027. Judgments of medication effectiveness did not differ significantly 

between the cue first (M=30.13, 95% CI [19.77, 31.05], SD=16.82) and outcome first 

(M=32.86, 95% CI [19.03, 28.70], SD=16.42) conditions. As this is a well-powered experiment 

with reasonably narrow CIs for means and mean differences, these findings suggest that 

event presentation order makes little difference to the judgement of medication 

effectiveness.  
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There was no interaction effect of event presentation order by density, F(1, 94)=.21, 

p=.647, η𝑝
2=.002; the size of the density effect did not vary significantly by event 

presentation order (Table 31 and Figure 9). Thus, neither here, nor for the main effect of 

event presentation order, did I find statistically significant evidence that event presentation 

order made a difference. Additionally, there was no significant three-way interaction for 

event presentation order by density by session order, F(1, 94)=.001, p=.972, η𝑝
2=.000. See 

Figure 10. 

 Experiment 3: Outcome density Experiment 4: Cue density 

 Cue First Outcome First Cue First Outcome First 

High density 

response 

42.93 (26.96) 44.70 (23.99) 46.55 (19.10) 46.87 (21.31) 

Low density response 17.52 (14.94) 20.83 (15.65) 35.70 (20.33) 31.58 (23.23) 

95% CI for mean 

difference 

19.77, 31.05 19.03, 28.70 6.07, 15.61 9.63, 20.95 

Density effect size d  1.17 1.18 0.55 0.69 

 

Table 31 Experiment 3 and 4 mean (SD) judgement of medication effectiveness response by 
event presentation order and density 

Figure 9 Mean effectiveness judgments by event order presentation for high and low 
densities, with 95% confidence intervals 

High Density 

Legend 

Low Density 
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None of the other effects in this ANOVA have any bearing on the hypotheses of this 

experiment, but they are reported for completeness. There was no significant main effect of 

session order, F(1, 94)=.000, p=.997, η𝑝
2=.000; and no significant interaction effect for 

density by session order, F(1, 94)=.071, p=.791, η𝑝
2=.001, or for event presentation order by 

session order, F(1, 94)=3.29, p=.073, η𝑝
2=.034.  

I ran a 2 × 2 × 2 mixed ANOVA with manipulation of event and density as within-

subjects factors and density order during first session (low first or high first) as independent 

variables, and effectiveness judgements as dependent variable. There was no significant 

main effect of density order during first session F(1, 83)=2.01, p=.152, η𝑝
2=.025. There were 

no interaction effect of manipulation of event × density order during first session, F(1, 

83)=.340, p=.562, η𝑝
2=.004, density × density order during first session, F(1, 83)=.547, 

Figure 10 Mean effectiveness judgments by session, for event order presentation by high 
and low densities, with 95% confidence intervals 

High Density 

Legend 

Low Density 
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p=.462, η𝑝
2=.007, manipulation of event × density × density order during first session, F(1, 

83)=.020, p=.887, η𝑝
2=.000. 

I ran a 2 × 2 × 2 mixed ANOVA with manipulation of event and density as within- 

subjects factors and density order during second session (low first or high first) as 

independent variables, and effectiveness judgements as dependent variable. There was no 

significant main effect of density order during second session F(1, 83)=1.92, p=.170, 

η𝑝
2=.023. There was a significant interaction effect of manipulation of event × density order 

during second session, F(1, 83)=5.63, p=.020, η𝑝
2=.064. There was no significant interaction 

effect of density × density order during second session, F(1, 83)=3.72, p=.057, η𝑝
2=.043, 

manipulation of event × density × density order during second session, F(1, 83)=1.38, 

p=.243, η𝑝
2=.016 see Table 32. 

Our primary interest in this experiment was whether event presentation order 

moderated the outcome density effect. I found no significant evidence for such moderation. 

However, null-hypothesis significance testing is not designed to evaluate evidence for the 

Table 32 Experiment Mean (SD) response by session, and manipulation of cue or 
outcome 

 First session Second session 

 Cue First Outcome 

First 

Cue First Outcome 

First 

High density response 41.58 

(28.94) 

42.98 

(24.99) 

44.12 

(25.31) 

46.64 

(22.92) 

Low density response 15.64 

(14.44) 

19.69 

(15.13) 

19.18 

(15.32) 

22.13 

(16.30) 

95% CI for mean 

difference 

17.25, 

34.61 

16.50, 30.09 17.30, 

32.58 

17.39, 31.64 

Outcome density effect 

size d  

1.13 1.13 1.19 1.23 
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absence of an effect. I undertook two further analyses to evaluate how well the data aligned 

with the null hypothesis that the outcome density effect is not affected by event 

presentation order.  

First, I used confidence intervals to identify the plausible size of the effect that event 

presentation order has on the outcome density effect (Greenwald, 1975). To do so, I 

computed the outcome density effect for each participant (i.e., difference in judgment, for 

high outcome density minus low outcome density). The effect size for the difference in 

effect (cue first minus outcome first) was d=.047, 95% CI [-0.153, 0.247]. From this I 

conclude that if event presentation order moderates the size of the outcome density effect, 

that moderating effect is likely small, |d| < 0.25. 

Second, I computed a Bayes Factor to assess the evidence for the point null 

hypothesis of zero effect (d=0) against an alternative prior (Dienes, 2014). Informed by our 

data from Experiment 2 and reasoned assumptions about the plausible effect of reversing 

the event presentation order (Dienes, 2019) I used a normally distributed alternative prior 

with a mean of d=0.75 and SD of 0.75 in units of d. These parameter values were chosen to 

be half of the outcome density effect size observed in Experiment 1. This prior places the 

greatest density at the point representing the possibility that half of the observed outcome 

density effect is contingent on the cue preceding the outcome, while also representing a 

range of other possibilities including an increased outcome density effect when the cue 

follows the outcome or a reverse density effect.3 BF01=10.24, meaning that the odds of the 

 

3 Our prior has 68% of its density on the interval [0, 1.5] where d=1.5 was the effect observed 

in Experiment 1. This reflects an assumption that the most plausible effect of presenting the 

outcome before the cue is to reduce the size of the outcome density effect. I made this 

assumption on the basis that most theories of contingency learning assume, explicitly or 
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data are around 10 times greater under H0 than under the alternative prior. This is 

conventionally described as ‘strong’ evidence for H0. 

5.2 Experiment 4: Cue and outcome interchangeability—Cue Density 

Experiment 4 investigated whether the impact of cue and outcome density on 

judgements of effectiveness of medication depends on the order in which cue and outcome 

are presented. Experiment 3 investigated whether this manipulation of cue-outcome 

presentation order moderated the effect of outcome density on contingency judgment, 

whilst—in a symmetrical fashion—Experiment 4 investigated if the same manipulation of 

cue-outcome presentation order moderated the effect of cue density on contingency 

judgment.  

5.2.1 Methods 

A similar design to the one outlined in the General Methods was employed. The 

order of event presentation was manipulated, along with cue density rather than outcome 

density. In the trials of one session, the cue was shown first followed by the outcome—

thereby following the standard order of presentation: fixation cross, unhealthy patient 

image, treatment cue image then treatment outcome image. In the trials of the other 

session, the outcome was shown first followed by the cue—the image order being fixation 

cross, unhealthy patient image, treatment outcome image then treatment cue image. 

 

implicitly, that the outcome follows the cue (see General Discussion). Therefore, reversing 

this event ordering is likely to disrupt the process of evaluating contingency (e.g., increasing 

judgmental noise thereby decreasing the size of the effect).  
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A 2 × 2 × 2 mixed design was used, with judgement of effectiveness of medication in 

treating illness as the dependent variable. Three factors were varied in the experimental 

design: the order of event presentation (within subjects: cue then outcome vs. outcome 

then cue), the corresponding cue density level (within subjects: high vs. low density), and 

the session order (between subjects: cue then outcome in first session vs. outcome then cue 

in first session). 

Design 

Order of cue and outcome presentation was manipulated, to either show the cue 

first followed by the outcome or the outcome first followed by the cue, in a session. 

Participants completed two sessions, 3 days apart, as seen in Figure 8. To reduce any carry-

over or learning effects across sessions, different medication and illness names were used 

for each session, assigned at random. Cue density was manipulated to be either low or high 

while maintaining a zero contingency. Outcome density was held at a medium density of 

0.5, for both high and low cue density. For each session there was a block of 40 high density 

trials and 40 low density trials. The block shown first was chosen randomly without 

replacement. To reduce any carry over or learning effects across sessions, different 

medication and illness names were used for each session.  

Participants 

I recruited 100 participants from Prolific for Experiment 4. All participants completed 

the first session of the experiment, and 97 participants completed both sessions.  

5.2.2 Results and Discussion 



 

 

138 

 

I performed a 2 × 2 × 2 mixed ANOVA. The dependent variable was judgement of 

medication effectiveness. The three independent variables were: event presentation order 

(within subjects: cue then outcome vs. outcome then cue); cue density (within subjects: high 

vs. low density); and session order (between subjects: cue-then-outcome in first session vs. 

outcome-then-cue in first session). As per Experiment 3, it is the interaction effects involving 

both event presentation order and cue density that are important for the main contribution 

of this experiment to our investigation. In line with Experiment 2, cue density effects are 

expected in both event presentation order conditions, but these are expected to be smaller, 

on average, than the outcome density effects in Experiments 2 and 3. 

Replicating the findings of Experiment 2, there was a statistically significant main 

effect of cue density, F(1, 95)=42.09, p < .001, η𝑝
2=.307. Participants judged the medication 

to be less effective in the low-density condition (M=33.63, SD=17.34) than the high-density 

condition (M=46.68, SD=15.34). There was no significant main effect of event presentation 

order on judgments of effectiveness F(1, 95)=.89, p=.887, η𝑝
2=.009. Participant judgment of 

medication effectiveness did not differ significantly between the cue first (M=41.12, 

SD=15.88, 95% CI [37.92, 44.32]) or outcome first (M=39.19, SD=17.02, 95% CI [35.75, 

42.62]) conditions.  

There was no statistically significant event presentation order by density interaction, 

F(1, 95)=1.68, p=.198, η𝑝
2=.017 (Figure 11). The size of the density effect did not vary 

significantly by event presentation order (Table 31). Together with the absence of a main 

effect of event presentation order, this suggests that there is little evidence that event 

presentation order made a difference. There was no significant three-way interaction of 
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event presentation order by density by session order, F(1, 95)=.12, p=.731, η𝑝
2=.001, see 

Figure 12. 

None of the other effects in this ANOVA analyses have any bearing on the 

hypotheses of this experiment, but they are reported for completeness. There was no 

significant main effect of session order, F(1, 95)=2.09 p=.152, η𝑝
2=.021; and no significant 

interactions for density by session order, F(1, 95)=1.26, p=.265, η𝑝
2=.013, or event 

presentation order by session order, F(1, 95)=2.66, p=.106, η𝑝
2=.027.  

I ran a 2 × 2 × 2 mixed ANOVA with event presentation order and density as within-

subjects factors and density order during first session (low first or high first) as independent 

variables, and effectiveness judgements as dependent variable, to investigate whether 

density order during first session has an order effect. There was a significant main effect of 

density F(1, 94)=140.95, p < .001, η𝑝
2=.60. There was a significant main effect of first session 

Figure 11 Mean effectiveness judgments by event order presentation for high and low 
densities, with 95% confidence intervals. 

High Density 

Legend 

Low Density 
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density order F(1, 94)=4.22, p=.043, η𝑝
2=.043, participants gave lower judgements if they 

were in the low density first condition (M=28.35, SD=20.60), compared to the high density 

first condition (M=34.27, SD=19.34), suggesting there may have been an anchoring effect 

present that is based on the first judgement they made. There was an interaction effect of 

event presentation order × density order during first session, F(1, 94)=12.05, p=.001, 

η𝑝
2=.114, suggesting that responses varied for event presentation order according to which 

density participants were shown first. There was a significant 3-way interaction of event 

presentation order × density × density order during first session, F(1, 94)=.9.30, p=.003, 

η𝑝
2=.090. There was no interaction effect of density × density order during first session, F(1, 

94)=1.14, p=.290, η𝑝
2=.012.  

Figure 12 Mean effectiveness judgments by session, for event order presentation by high 
and low densities, with 95% confidence intervals 

High Density 

Legend 

Low Density 
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I ran a 2 × 2 × 2 mixed ANOVA with event presentation order and density as within- 

subjects factors and density order during second session (low first or high first) as 

independent variables, and effectiveness judgements as dependent variable. There was no 

significant main effect of density order during the second session F(1, 94)=1.18, p=.280, 

η𝑝
2=.012. There were no significant interaction effects of event presentation order × density 

order during the second session, F(1, 94)=.80, p=.374, η𝑝
2=.008, or density × density order 

during the second session, F(1, 94)=.043, p=.836, η𝑝
2=.000, manipulation of order of event × 

density × density order during the second session, F(1, 94)=.072, p=.789, η𝑝
2=.001, see Table 

33. 

I used approaches equivalent to those I used in Experiment 3 to re-examine the 

absence of a significant moderating effect of event presentation order on the cue density 

effect. This moderating effect of event presentation order was small, d=–0.13, with a 95% CI 

of [–0.33, 0.07] suggesting that the moderating effect is unlikely to be greater than small-to-

medium in size. The Bayesian analysis again pitted a point null hypothesis of d=0 against a 

Table 33 Experiment 4 Mean (SD) response by order of session, and manipulation of cue 
or outcome 

 First session Second session 

 Cue First Outcome 

First 

Cue First Outcome 

First 

High density response 45.48 

(18.80) 

51.82 (18.10) 47.59 

(19.53) 

41.81 (23.27) 

Low density response 36.31 

(17.82) 

33.71 (25.17) 35.10 

(22.70) 

29.40 (21.12) 

95% CI for mean 

difference 

2.32, 16.02 9.29, 26.91 5.64, 19.34 5.10, 19.73 

Outcome density effect 

size d  

0.50 0.83 0.59 0.56 
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normal alternative prior with M and SD of half the effect size found in Experiment 2 

(d=0.27). The data were again more probable under the null than under the alternative 

prior, with the Bayes Factor of BF01=3.21 representing mere ‘anecdotal’ evidence for H0. 

5.3 General Discussion of experiment 3 and 4 

Experiments 3 and 4 examined the influence of the order of cue and outcome 

presentation on judgements of effectiveness of medication, in a contingency learning 

paradigm. The findings suggest that event presentation order makes little or no difference 

to the judgement of medication effectiveness or to the size of the outcome density and cue 

density effect. Across the experiments, the size of effects for cue and outcome density were 

relatively consistent.  

Experiments 3 and 4 examined whether the density effect differed when the 

presentation order of the cue and outcome was manipulated, to see if the outcome effect is 

due to frequency of outcome or being seen second. I find it intriguing that this manipulation 

made no difference to the presence of density effects, and little difference to their size. For 

example, the finding that presentation order did not matter allows us to cautiously discount 

the possibility that the cue density effect is smaller than the outcome density effect as a 

result of the cue being typically presented before the outcome. After all, little changed 

when I reversed this default event presentation order. Moreover, the finding suggests that 

contingency judgments do not rely on events being encountered in their ‘logical’ order with 

the putative cause preceding the outcome.  

Our experiments therefore clarify two key results that any theory of contingency 

learning must be able to explain. First, it clarifies that density effects in contingency learning 
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are larger for outcome density manipulations than for cue density manipulations. Second, it 

clarifies that contingency judgments and the size of density effects are mostly unaffected by 

the presentation order of the contingent events (cue and outcome).  

5.3.1 Theoretical Evaluation  

Contingency account 

As discussed in chapter 4, the contingency account cannot account for cue and 

outcome density effects. In addition to this there is an assumption of the contingency 

account, and other human contingency learning and association accounts, that the cue 

occurs first, and then the outcome occurs (De Houwer & Beckers, 2002). However, the order 

in which cue and outcome must occur is not essential to contingency calculations.  

The Wasserman extension was able to predict the cue and outcome density findings. 

If there is no assumptions about the order of cue and outcome then the Wasserman 

extension is able to account for these findings. For the contingency calculations, the order in 

which cue and outcome occur is not strictly necessary. So long as both the cue-values and 

outcome-values are encoded in memory, the cue and outcome could occur in any order. 

Therefore, if we assume the account does not need a cue to precede the outcome, it can 

account for the findings that presentation order of cue and outcome does not affect cue or 

outcome density effects.  

Associative account 

In regard to event presentation order, the associative account assumes that the cue 

is followed by the outcome, as otherwise there would be no surprise element and hence no 

learning (Shanks, 2007). Therefore, switching the order of the cue and the outcome should 
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disrupt learning. As such, the setup of associative models would suggest that they cannot 

naturally account for the finding that contingency judgments were largely unaffected by 

reversing event presentation order to place the outcome before the cue. At minimum, this 

suggests that for an associative account to explain our data, the CS and US must be 

arbitrarily defined – the first presented event is being associated with the second presented 

event regardless of the assigned labels of cause and outcome. This is because, if surprise for 

one event following another is the mechanism for learning, our data suggest that surprise at 

outcome-value for given cue-value is approximately equivalent to surprise at cue-value for a 

given outcome value.  

There has been a great deal of research within this area, which has not particularly 

worried about the order in which cues, and outcome are shown. And the findings of this 

experiment do show it is not a particularly important issue to consider. However as one of 

the implicit assumptions of the Rescorla-Wagner associative perspective is that the cue 

precedes the outcomes, it cannot account for the findings of this experiment.  

Probabilistic account  

Similar to other models, the base assumption of probabilistic contrast models is that 

cues are followed by outcomes. Taking the probabilistic contrast model calculation as an 

example, the account suggests that  power is driven by the idea that for any cause of an 

effect, there are always potential alternatives causes. Accordingly, knowledge of the base 

rate of the effect (frequency of outcome) will let one make a contrast between the 

candidate cause and alternative causes such as experimental context, and causal power is 
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defined by contingency of an outcome contrast. As such this model neither explicitly states 

anything regarding presentation order. 

5.3.2 Limitations and Future Directions 

Overall, the results of Experiment 3 and 4 suggest that the effects of cue density and 

outcome density, are not effects of first seen or second seen events, as the size of the 

density effects remain relatively consistent. However, the size of the cue density effects was 

larger when outcome was seen first, compared to when cue was seen first. In the paradigms 

used in these experiments, the cue and outcome occur within milliseconds of each other. In 

real world settings, cue-outcomes pairings may be separated by much longer time gaps. 

Future research would benefit from establishing if the interchangeability of cue and 

outcome persists across greater time durations.  

5.4 Conclusion  

In summary, this research has illustrated robustness of the outcome density effect, 

and its greater size in comparison to cue density effects. In addition to this, event 

presentation order has negligible effect on judgements, for both cue and outcome density 

effects. Thus, perhaps cue density effects are inherently smaller than outcome density 

effects. Furthermore, contingency judgments do not seem to rely on events being 

encountered in their ‘logical’ order with the cause preceding the outcome.  
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Chapter 6: Scales and Contingencies 
 

Prior literature has examined positive and negative contingencies; however, these 

have most often been conducted on active paradigms whereby participants can respond by 

providing the cue which may result in the outcome (Blanco et al., 2011; Shanks & Dickinson, 

1991). In some studies, the outcome is programmed to occur on a certain number of times, 

due to participants being able to provide the cue however many times they may want to, 

this results in the experienced contingency of participants to vary greatly from the 

programmed contingency. In addition to this, much of the prior literature on negative 

contingency has examined negative contingency in relation to inhibition and control 

(Karazinov, 2018; Lee & Lovibond, 2021; Avellaneda et al., 2016; Williams, 1995). Within this 

literature, cues are paired to assess inhibition. Whilst this literature does provide 

information regarding negative contingencies to some extent, the pairing of two or more 

cues together means many of these studies cannot be compared to the current study, which 

is only looking at singular cues. A similar issue occurs within the positive contingency 

literature as well whereby multiple cues are paired and unpaired with the outcome 

throughout trials (López et al., 1998). Finally, many of the contingency studies, do not 

include both high and low outcome density conditions. Most often high outcome density 

conditions are only included, as it is well known that these produce biased judgements 

(Matute, 1996). As such comparisons of the outcome density effect across positive and 

negative contingencies are difficult.  
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This experiment investigated the outcome density effect across positive and 

negative contingencies in comparison to zero contingency conditions. Positive and negative 

contingencies in direct comparison to zero contingency are of interest, to see if people make 

consistent errors across tasks, or whether biases are specific to the zero-contingency design. 

In addition to this, it will be interesting to see if people can accurately judge the extent to 

which an association is positive or negative or if people overestimate the programmed 

contingency. So far, the existing literature has shown that people judge zero contingencies 

to be more positive than they truly are. As such it may be expected that participants will 

judge positive contingencies to be more positive than the programmed contingency. 

However, with negative contingencies it may be argued that participants will make “more 

extreme” judgements and consequently judge a more negative contingency than the 

programmed contingency, or perhaps participants will give a less extreme judgment with a 

shift towards less-negative judgments. Based on previous findings it would be expected that 

high density conditions would give higher judgements than low density conditions in 

negative contingencies (Msetfi et al., 2013a).  

A potential issue in studying negative contingencies is the 0-100 scale typically used 

in contingency paradigms. With the 0-100 scale participants cannot indicate a negative 

association. Whilst with a zero and positive contingency it would not be expected for 

participants to give a negative judgement. However, for the zero contingency, participants 

tend to make positive judgements, and it is unclear if this is due to the scale biasing them 

towards a positive association as there is no space to make a negative judgment. And out of 

the possible answer choices of 101 options, only one indicates for a zero contingency or no 

association whilst 100 indicate a positive judgement. As such the scale itself typically used 
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for paradigms such as these could be leading towards the general positive bias seen in 

outcome density effects. In addition to this, when considering a negative contingency using 

the 0-100 scale participants cannot provide a judgement which would reflect the negative 

contingency they are experiencing.  

A study was conducted to test the influence of interactive effects of the cue and 

outcome on contingency judgements (Blanco et al., 2013). The study consisted of two 

experiments which used a zero-contingency paradigm and varied the frequency of both the 

cue and outcome, with one experiment using a 0 to 100 scale and the other using a -100 to 

100 scale. Outcome and cue density effects were found across the studies. However, the 

stimuli were also varied between studies and the study did not manipulate scale type within 

the same experiment, as such it is not clear how the scale type affects judgements of 

contingencies.  

Neunaber and Wasserman (1986) examined the effects of unidirectional and 

bidirectional rating scales on contingency judgements. Fifty-two participants were allocated 

to either the unidirectional or bidirectional scale condition. They took part in 13 blocks of 

trials, there were four positive (+.80, +.60, +.40, +.20), four negative (-.80, -.60, -.40, -.20) 

and five zero contingency blocks. An active contingency task was used, whereby participants 

could respond by pressing a button which may or may not result in a bulb lighting up. After 

each block, participants gave a contingency judgement. Judgements in the unidirectional 

scale were less sensitive to variations in contingences. Judgements in the bidirectional scale 

for the positive and negative contingencies were highly symmetrical. Judgements in the 

bidirectional scale were also not biased by the probability of the outcome. However, this 
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was an active contingency paradigm in which participants could freely respond which means 

the experienced contingency by participants may not match the programmed contingency.  

Hence this experiment has two aims. Firstly, to investigate how judgement scores 

differ between positive, zero and negative conditions, by including all the contingencies. To 

ensure equal occurrence of outcomes, such that one contingency is not more “positive” or 

“negative” than the other, symmetrical contingency calculation will be used, to ensure even 

distribution of events across contingencies. Consequently, I predict a difference in 

judgement of effectiveness between the high- and low-density conditions, with higher 

judgement scores given in the high-density condition compared to the low-density 

conditions, across all contingencies and scale conditions. In the contingency variation 

experiment, I predict there will be a difference in judgement across the three conditions, 

positive, zero and negative, with highest judgement for the positive contingency, and lowest 

judgement for the negative contingency. 

Secondly the experiment investigated the difference in judgement of perceived 

association when using two different types of judgement scales in a passive contingency 

task. I predict that people will give higher judgement scores in the 0-100 scale condition 

compared to the -100 to 100 scale condition, due to the larger range of judgements that can 

be chosen with the -100 to 100 scale. Finally, I predict that the outcome density effect will 

appear across all conditions. The main goal of this chapter is to examine whether the 

outcome density effect is robust. This chapter also examined how methodological variations 

in the contingency learning paradigm affect the size of the outcome density effect. 

6.1 Methods 
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6.1.1 Design 

A mixed design was used, with judgement of effectiveness of medication in treating 

illness as the dependent variable. The following independent variables were varied in the 

experiment design: scale (between subjects: 0-100 (Old scale) vs -100 to 100 (new scale) by 

contingency (within / between subjects: zero vs positive vs negative contingency) vs 

outcome density (within subjects: high vs low density).  

In the old scale condition, only the positive and zero contingencies were tested, as 

measuring a negative contingency using a 0-100 scale may not be appropriate. In the new 

scale condition, all three contingencies were tested.  

All participants completed two zero-contingency judgements, and two non-zero 

contingency judgements (positive or negative), giving a total of 4 contingency judgements 

per participant. See Table 34 for contingency calculation for high- and low-density 

conditions across positive, negative and zero contingencies. For previous experiments, the 

probability of outcome given cue was 0.2 for the low outcome density conditions and 0.8 for 

the high-density conditions. However due to the inclusion of the positive and negative 

contingencies in this experiment to ensure symmetry in the contingency calculations the 

probability of outcome given cue was changed for the zero contingency. Thus 0.35 for the 

low outcome density condition and 0.65 for the high outcome density conditions were used. 

This then allowed for the average probability of outcome occurring across low density 

blocks across all contingencies to also be 0.35, as there were 14 trials which the outcome 

occurred out of a total of 40, 14/40=0.35. Similarly, across all high-density blocks in all 

contingencies the average probability of outcome occurring is 0.65 as there were a total 26 
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trials on which the outcome occurred in all contingencies, 26/40=0.65. To ensure a 

symmetrical design, the contingency calculations for positive and negative contingencies 

were flipped. So, the probability of an outcome given cue in the positive contingency, was 

used for the probability of outcome given no cue, and vice versa. This allows for an equal 

comparison of the two contingencies.  

The task is based on Blanco et al. (2014), with the same medical treatment paradigm 

used in previous chapters. See Figure 13 for the participants allocation to different arms of 

Table e Low outcome density at Negative 

Contingency 

Cue 

Outcome  

Prese
nt 

Abse
nt 

 

Present 4 16 P(O/C)=.2 
Absent 10 10 P(O/~C)=.5 

  ΔP=.2-.5=-.3 

Table f High outcome density at Negative 

Contingency 

Cue 

Outcome  

Prese
nt 

Abse
nt 

 

Present 10 10 P(O/C)=.5 
Absent 16 4 P(O/~C)=.8 

  ΔP=.5-.8=-.3 

Table a Low outcome density at Positive 

Contingency 

Cue 

Outcome  

Prese
nt 

Abse
nt 

 

Present 10 10 P(O/C)=.5 
Absent 4 16 P(O/~C)=.2  

  ΔP=.5-.2=.3 

Table b High outcome density at Positive 

Contingency 

Cue 

Outcome  

Prese
nt 

Abse
nt 

 

Present 16 4 P(O/C)=.8 
Absent 10 10 P(O/~C)=.5 

  ΔP=.8-.5=.3 

Table d High outcome density at Zero 

Contingency 

Cue 

Outcome  

Prese
nt 

Abse
nt 

 

Present 13 7 P(O/C)=.65 
Absent 13 7 P(O/~C)=.65 

  ΔP=.65-.65=0 

Table c Low outcome density at Zero 

Contingency 

Cue 

Recovery  

Prese
nt 

Abse
nt 

 

Present 7 13 P(O/C)=.35 
Absent 7 13 P(O/~C)=.35 

  ΔP=.35-.35=0 

Table 34 Contingency calculations for outcome density 
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the study, including branching to between-subjects conditions and the order in which 

participants encountered conditions within-subjects. Thus, participants either made 

judgments using the new scale or the old scale but made judgments for two different 

contingency conditions. Within a given contingency, participants encountered both a high-

outcome-density and low-outcome-density condition. 

6.1.2 Procedures 

The procedure is similar to the previous studies. Participants signed up on the Prolific 

research participants platform and were prompted to read the information sheet and then 

complete the consent form. After completing demographic questions all participants took 

part in 4 contingency judgement tasks in one session. Identical timings were used for all 

Participant Allocation 

Old scale 

Zero 

Contingency 

New scale 

High 

density 

Low 

density 

Low 

density 

High 

density 

Positive 

Contingency 

Zero 

Contingency 

High 

density 

Low 

density 

Low 

density 

High 

density 

High 

density 

Low 

density 

Low 

density 

High 

density 

High 

density 

Low 

density 

Low 

density 

High 

density 

High 

density 

Low 

density 

Low 

density 

High 

density 

High 

density 

Low 

density 

Low 

density 

High 

density 

Negative 

Contingency 
Positive 

Contingency 

Positive 

Contingency 

Negative 

Contingency 
Positive 

Contingency 

High 

density 

Low 

density 

Low 

density 

High 

density 

Zero 

Contingency 

High 

density 

Low 

density 

Low 

density 

High 

density 

High 

density 

Low 

density 

Low 

density 

High 

density 

High 

density 

Low 

density 

Low 

density 

High 

density 

Zero 

Contingency 

Figure 13 Participant allocation across conditions. Outcome density=Density 
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trials. Participants were randomly allocated to the conditions. The experiment took around 

40 minutes to complete.  

6.1.3 Participants 

 A total of 131 participants were recruited for the study, of whom 50 were female. 

The modal age group was 21 to 25, with ages ranging from groups of 18 to 65.  

6.2 Results 

6.2.1 Descriptive 

See Table 35, Table 36 and Figure 14 for descriptive data. Table 35 shows descriptive  

statistics for each condition of the experiment. Table 36 shows the proportion of 

participants who perceived a positive, negative or zero contingency, for each condition. 

Figure 14 shows the spread of contingency judgements per condition.  

6.2.2 Scale Type 

 
Old Scale New Scale  

Positive Zero Positive Zero Negative  
High Low High Low High Low High Low High Low 

N 44 44 44 44 44 44 87 87 43 43 

Mean 63.41 48.11 44.70 32.84 43.09 26.23 22.54 -5.14 -9.53 -20.84 

Median 66 50 45 33 60 30 22 0 -8 -18 

Standard 

Deviation 

18.41 18.04 21.00 18.59 39.61 41.23 33.39 34.38 34.15 36.14 

Range 85 75 91 92 168 153 155 175 140 145 

Minimum 10 0 0 0 -83 -55 -75 -96 -90 -95 

Maximum 95 75 91 92 85 98 80 79 50 50 

 

Table 35 Judgement scores descriptive statistics by Scale, Contingency (positive vs. zero vs. 
negative) and Density (high vs. low) 
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 As the analyses focusses on scale type, a 2 × 2 × 2 mixed ANOVA was used, with 

judgement of effectiveness of medication in treating illness as the dependent variable. 

Negative contingency was not included in this analysis as it was not measured on this scale  

type. Three factors were varied in the experimental design, which were the factors for the 

 
Old Scale New Scale 

Proportion of 

participants who 

perceived a… 

Positive Zero Positive Zero Negative 

High Low High Low High Low High Low High Low 
          

Positive contingency 

(%) 

100.0 100.0 95.5 97.7 86.4 77.3 69.0 43.7 37.2 23.3 

Zero contingency (%) 0.0 0.0 4.5 2.3 0.0 0.0 14.9 10.3 2.3 2.3 

Negative 

contingency (%) 

- - - - 13.6 22.7 16.1 46.0 60.5 74.4 

 

Table 36 Proportion of participants who perceived a positive, zero, or negative contingency by Scale, 
Contingency and Density 

Figure 14 Judgement scores including median and interquartile ranges 
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ANOVA: contingency (within subject: positive vs zero contingency) by density (within 

subjects: high vs low density) and scale type (between subjects: old scale vs new scale).  

There was a large main effect of contingency F(1, 86)=44.60, p < .001, η𝑝
2=.341. 

Participants judged the medication to be less effective in the zero-contingency condition 

(M=23.51, SD=23.36) than the positive contingency condition (M=45.21, SD=23.26). There 

was also a large main effect of density F(1, 86)=31.17, p < .001, η𝑝
2=.266. Participants judged 

the medication to be less effective in the low-density condition (M=24.84, SD=22.53) than 

the high-density condition (M=43.89, SD=25.05). There was a large main effect of scale type 

F(1, 86)=47.11, p < .001, η𝑝
2=.354. Participants judged the medication to be less effective 

with the new scale (M=21.46, SD=24.94) than with the old scale (M=47.27, SD=24.94). See 

Table 37 (though ignore the rightmost column for this analysis), and Figure 15. 

There was no interaction effect of contingency by density F(1, 86)=1.48, p=.227, 

η𝑝
2=.017, no interaction effect contingency by scale type F(1, 86)=2.10, p=.151, η𝑝

2=.024, no 

interaction effect of density by scale type F(1, 86)=2.57, p=.113, η𝑝
2=.0.26. There was no 

three-way interaction of contingency by density by scale type was F(1, 86)=3.69, p=.058, 

η𝑝
2=.041.  

Table 37 Mean (SD) response by Scale type, and manipulation of contingency 

 Old Scale New Scale  

 Positive Zero Positive Zero Negative 

High density response 63.41 
(18.41) 

44.70 
(21.00) 

43.09 
(39.61) 

22.54 
(33.39) 

-9.53 
(34.15) 

Low density response 48.11 
(18.04) 

32.84 
(18.59) 

26.23 
(41.23) 

-5.14 
(34.38) 

-20.84 
(36.14) 

95% CI for mean 
difference 

8.56, 22.04 4.88, 18.85 0.18, 33.55 18.85, 
36.51 

0.36, 22.24 

Outcome density 
effect size d  

0.84 
 

0.60 
 

0.42 0.82 0.32 
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6.2.3 Contingency 

 A multi-level model instead of an ANOVA was used to analyse all conditions with the 

new scale, due to the uneven design where all participants completed two zero contingency 

conditions (high and low outcome density). However, half the participants completed two 

positive contingency conditions (high and low outcome density) whilst the other half 

completed two negative contingency conditions (high and low outcome density). As such a 

multi-level model, was used with judgement of effectiveness of medication in treating 

illness as the dependent variable. Two factors were varied in the experimental design: 

contingency (mixed: positive vs zero vs negative contingency) by density (within subjects: 

high vs low density). 

Figure 15 Mean effectiveness judgments by Scale, for positive and zero contingencies by high 
and low densities, with 95% confidence intervals 

High Density 

Legend 

Low Density 
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There was a large main effect of contingency F(2, 348)=42.61, p < .001. Participants 

gave higher judgement for medication effectiveness in the positive contingency condition 

(M=34.66, SD=35.64), than the zero-contingency condition (M=8.70, SD=25.38) or the  

negative contingency condition (M=-15.19, SD=36.05). See Table 38 for pairwise 

comparison, which shows significant differences between all pairs of contingencies. There 

was a main effect of density F(1, 348)=21.36, p < .001. Participants judged the medication to 

be less effective in the low-density condition (M=0.84, SD=26.72) than the high-density 

condition (M=18.70, SD=26.72), see Table 37 for density effect sizes.  

No interaction effect of contingency by density was found F(2, 348)=1.71, p=.183. 

See Figure 16.  

6.3 Discussion 

This study used a learning paradigm to investigate whether scale type and 

contingency type influences judgement. I hypothesised that people would give higher 

judgement scores in the 0-100 scale condition compared to the -100 to 100 scale condition. 

 
Positive - Zero Positive - 

Negative 

Zero - Negative 

Mean difference (SD) 25.96* (43.72) 49.85* (50.68) 23.89* (44.06) 

95% confidence interval for 

the mean difference 

16.79, 35.13 39.22, 60.47 14.65, 33.17 

Effect size d 0.84 1.39 0.77 

*The mean difference is significant at the 0.05 level 

 

Table 38 Pairwise comparison of positive, zero and negative conditions, for new scale 
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In addition to this, I also predicted that there will be a difference in judgement across the 

three conditions, positive, zero and negative, with highest judgement for the positive 

contingency, and lowest judgement for the negative contingency. The study found support 

for all of these predictions, moreover there were no interaction effects across these. All 

significant effects were large. None of the non-significant effects were larger than small-

medium in size. 

6.3.1 Scale type 

As expected, a scale type effect was also found. Overall participants gave higher 

contingency judgements on the 0-100 scale compared to the -100 to 100 scale, across both 

positive and zero contingency conditions. When considering the proportion of participants 

who conceived a positive or zero contingency, for the positive and zero contingency by 

Figure 16 Mean effectiveness judgments by contingency for high and low densities, with 95% 
confidence intervals 

High Density 

Legend 

Low Density 



 

 

159 

 

scales (Table 36), for the 0 to 100 scale in the zero contingency condition only a very small 

proportion of participants perceived a zero contingency in low (2.3%) and high (4.5%) 

outcome density conditions. For the -100 to 100 scale in zero contingency, the proportion of 

participants who perceived a zero contingency for the low (14.9%) and high (10.3%) 

outcome density conditions increased slightly, there was a larger proportion of participants 

who perceived a negative contingency for the low (16.1%) and high (46%) outcome density 

conditions. Overall, this suggest that for the zero-contingency condition, more people 

perceived the zero contingency condition accurately in the -100 to 100 scale. However, an 

even larger proportion perceived a negative contingency.  

For the 0 to 100 scale all participants perceive a positive contingency for both the 

low- and high-density conditions, in the positive contingency condition. However, when 

considering the -100 to 100 scale, a small proportion of participations perceive a negative 

contingency in the low (22.7%) and high (13.6%) density conditions.  

To my knowledge only Neunaber and Wasserman (1986) have looked at the effect of 

scale length on contingency judgements within the same experiment. This experiment does 

not replicate the findings of Neunaber and Wasserman (1986). They found judgements in 

the bidirectional scale to be symmetrical for the positive and negative contingencies which 

was not the case for this experiment. In addition to this, they found judgements in the 

bidirectional scale were not biased by the probability of the outcome. Again, an effect of 

outcome density or probability was found in the current experiment. The Neunaber and 

Wasserman (1986) was an active contingency paradigm in which participants could freely 

respond which means the experienced contingency by participants may not match the 
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programmed contingency. This may potentially explain the differences in the results 

between the two studies.  

The findings here suggest that that the 0 to 100 scale may force participants to 

provide more positive contingency judgements due to a lack of other options, as the scale 

provides 100 options for a positive judgement, and only one option for non-positive 

judgements. In contrast the -100 to 100 scale offers 101 options for non-positive 

judgements. By using the -100 to 100 scale, fewer participants are perceiving a positive 

contingency in the positive contingency, however more participants are perceiving a zero 

contingency in the zero-contingency condition. Looking at the spread of judgements made, 

across positive and zero contingencies for both scales (Table 35, and Figure 14), for the -100 

to 100 the judgements are far more spread out across the entire scale, in particular for the 

zero contingency conditions whereby the judgements are more evenly spread across the 

scale length. As such, for previous contingency judgements experiments, whereby a large 

perceived positive contingency has been found for zero contingency (López et al., 1998; 

Moreno-Fernández et al., 2017; J. C. Perales et al., 2005), that is a large outcome density 

effect, may be due to the unidirectional scales being used. By offering a unidirectional scale 

which runs positively, participants may implicitly believe their judgement has to be positive, 

regardless of what they may perceive, and as such provide a positive judgement.  

However, when considering the high conditions for the zero contingency with the 

new scale, a very large proportion of participants still detect a positive contingency, 

indicating a general tendency to make positive associations or contingency judgements 

when there is an increased probability of the outcome. As such the outcome density effect 
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is still present in the -100 to 100 scale, however the effect may just be exaggerated with the 

use of the 0 to 100 scale.  

6.3.2 Contingency type 

As expected, a contingency effect was found. Across the three contingencies the 

outcome density effect was strongest in the zero contingency, and weakest in the negative 

contingency. With the new scale, a fair proportion of participants in the positive 

contingency for both high and low outcome density (Table 36), perceived a negative 

contingency as they gave a negative contingency judgment. An even larger proportion of 

participants perceived a positive continency, in the negative contingency condition. Looking 

at the zero contingency condition nearly 70% of the participants perceived a positive 

continency in the high-density outcome condition, however for the low-density outcome 

condition there was more of a high even split of participants who perceived a positive or 

negative contingency. This is interesting, in particular as the proportion of participants who 

perceived a zero contingency in comparison is quite smaller.  

When considering the proportion of participants who detected the programmed 

direction of contingency correctly, when they were in the low outcome density conditions, it 

was a similar proportion across the positive (77.3%) and negative (74.4%) contingencies. 

However, the proportion of participants who detected the correct contingency in the high 

outcome density conditions for the positive (86.4%) and negative (60.5%) contingencies 

varied more. The contingency calculations were symmetrical for the positive and negative 

contingencies, however the effects seen are not symmetrical. Whilst the effect sizes for the 

mean difference of positive contingency – zero contingency (0.84) and negative contingency 
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– zero contingency (0.77) are both large and relatively close, the mean judgements are not 

equidistant from 0 as may be expected based on the symmetrical calculations. Rather all the 

mean judgements seem to be shifted more positively.  

This suggests that cue-outcome cells are more important than no cue-no outcome 

cells for peoples’ judgements of positive contingency. To understand this point, refer to 

Table 34. When comparing the contingency calculation for high outcome density at positive 

contingency (Table 34b) and low outcome density at negative contingency (Table 34e), the 

absence of the cue occurring with or without the outcome, is the same across both. The 

only difference across these conditions is presence of the cue with or without the outcome, 

which is reversed for these two conditions. As such judgements of positive contingency are 

affected by the increased presence of cue-outcome pairings, cell A trials, whilst judgements 

of negative contingency are affected by the increased presence of cue-no outcome pairings. 

This supports Wasserman et al. (1990) find that that cell A counts increase positive 

judgements whilst cell B counts decrease positive contingency judgements. 

 For negative contingency judgements, the presence of no cue-outcome pairings are 

more important. When comparing the calculations for low outcome density at positive 

contingency (Table 34a) and high outcome density at negative contingency (Table 34f), the 

cue occurs with the same frequency with the outcome and with no outcome across the two 

conditions. The only difference is the occurrence of the absence of cue with or without the 

outcome, these two figures are reversed across these conditions. As such the increase in no-

cue-outcome in the high outcome density negative contingency seems to be leading to the 

increased negative contingency judgements. As such judgements of positive contingency are 

affected by the increased presence of no cue-no outcome pairings, cell D trials. Whilst 
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judgements of negative contingency are affected by the increased presence of no cue-

outcome pairings, cell C trials. This supports Wasserman et al. (1990) findings that cell D 

counts increase positive judgements whilst cell C counts decrease positive contingency 

judgements. The data show that this logic extends in a coherent manner to negative 

contingency judgments. 

In sum, participants seem to be making associations that are, or average, more 

positive than the contingency would indicate but which are further shifted in a positive 

direction in the presence of high outcome density. Importantly, by including both positive 

and negative contingencies and using a new scale to accommodate both directions of 

contingency, I was able to demonstrate that increasing the outcome density makes 

judgements more positive rather than making them stronger. That is by increasing the 

probability of the outcome occurring, the judgements made are more positive, rather than 

participants making stronger judgments. As such it shows that researchers should not be 

saying ‘associations are over-estimated when outcome density is high’ or ‘associations are 

judged more strongly when outcome density is high’. But rather, ‘when outcome density is 

high, associations are judged to be more positive (less negative) than when outcomes 

density is low’. 

As expected, the outcome density effect was robust and appeared in all conditions 

across the experiment. Participants consistently have higher contingency judgements in the 

high outcome density condition compared to the low outcome density condition, replicating 

the findings from the previous experiments in this thesis. The outcome density effect was 

the smallest for the negative contingency, and largest for the zero contingency conditions 

overall, the largest outcome density effect was for the positive continency in the old scale 
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condition. However, even though this was a well-powered investigation, the study did not 

identify the significant interaction that would lead us to believe that density effects were 

different for positive and negative contingencies. 

Within the zero contingency the outcome density effect was largest with the new 

scale. However, for the positive contingency the outcome density effect was largest with the 

old scale compared to the new scale, see Figure 17 for comparisons. This is interesting as  

the scale type may affect the outcome density effect between contingencies, however there 

was no interaction effect of scale type by contingencies found. On average the difference 

between mean judgement in the old scale and the new scale is 21, for high and low positive 

Figure 17 Mean effectiveness judgments by contingency for high and low densities, 
with 95% confidence intervals, across all conditions for both old and new scale 

High Density 

Legend 

Low Density 
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contingency, and high zero contingency, however for the low zero contingency the 

difference is 38, suggesting that this condition is more affected by the scale length.  

6.3.3 Previous findings 

This experiment replicates the findings of Maldonado et al. (1999, 2006) that people 

can detect positive and negative contingencies. Although the proportion of participants who 

correctly perceived the contingency condition, differs between the positive and negative 

contingency compared to the current experiment. The higher judgements for the positive 

contingency than the zero contingency replicates findings of previous studies (Shanks & 

Lopez, 1996; Cavus & Msetfi, 2016; Crump et al., 2007).  

Crump et al. (2007) found both a main effect of contingency and outcome density as 

the current study. However, they also found an interaction of contingency by outcome 

density, such that the ratings between the low and high outcome density conditions were 

largest for the zero contingency than the positive contingency, which were not replicated 

here. Interestingly Crump et al. (2007) found much lower means for the low (-29.9) and high 

(5.6) zero contingency condition, and the low (4.7) and high (18.8) positive contingency 

conditions compared to the current study. The study used outcome probability of 0.2 for the 

low and 0.8 for high zero contingency condition, 0.33 for the low and 0.67 for the high 

positive contingency condition. In addition to this whilst the study used a contingency 

paradigm, participants were viewing a stream of information about abstract cues and 

outcome and making both contingency and frequency estimate judgements. As such, 

methodologically there are many differences between the current experiment, and the 

Crump et al. (2007) experiment, which may provide some explanation for the interaction 
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effect and much lower mean judgements made for the different condition, however similar 

main effects have been found.  

Perales et al. (2005) looked at cue density effects, in a 2 (between subjects: zero vs 

positive) by (within subjects: high vs low density) and collected predictive responses after 

each trial, and contingency judgements at the end the task from 44 participants. The study 

found main effects of contingency; participants gave higher judgements in the positive 

contingency compared to the zero contingency. The current study has replicated these 

findings in a well powered experiment, with almost double the number of participants per 

condition, compared to the Perales et al. (2005) study.  

Vallée-Tourangeau et al. (2005) measured causal ratings in a 3 by (contingency: 

positive, zero and negative) by 3 (base rate of outcome: P(O)=.25, medium, P(O)=.5, or high, 

P(O)=.75) in a fully within subjects design. Thirty-four participants assessed the extent to 

which pressing the spacebar on a keyboard resulted in the appearance of a geometric shape 

and gave judgements on -100 to 100 scale. They found a main effect of contingency, such 

that participants gave more positive judgements in the positive contingency compared to 

negative and zero contingencies, and a more negative rating in the negative contingency 

compared to the zero contingency condition. Similarly, they also found a main effect of 

outcome density, such that increased probability of outcome led to higher judgements, but 

there was no interaction of contingency by outcome density found. However the mean 

judgements in the Vallée-Tourangeau et al. (2005) experiment for the zero and negative 

contingencies were far more negative then what was found in the current experiment. This 

may in part be due to the use of an active paradigm, whereby the programmed contingency, 

may not be the experienced contingency. In addition to this, there were no separation of 
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the different conditions, and as such the stimuli did not vary between conditions, which may 

have affected the causal ratings.  

6.3.4 Theoretical Evaluation 

Contingency account 

The contingency account can explain the effect of contingency in experiment 5, as 

participants are expected to make more positive judgements the more positive the overall 

ΔP is. In addition to this, when the contingency calculations of the experiment are 

examined, further support for Wasserman et al. (1990) extension can be found. To 

understand this point, refer to Table 39 (reproduced from Chapter 6). When comparing the 

contingency calculation for high outcome density at positive contingency (Table 39Table 

34b) and low outcome density at negative contingency (Table 39e), the absence of the cue 

occurring with or without the outcome (cells C and D), is the same across both. The only 

difference across these conditions is the presence of the cue with or without the outcome 

(cells A and B), which is reversed for these two conditions. As such, judgements of positive 

contingency are affected by the increased frequency of cue-outcome pairings, cell A trials. 

Whilst judgements of negative contingency are affected by the increased presence of cue-

no outcome pairings, cell B trials. This supports Wasserman et al. (1990) findings that cell A 

counts increase positive contingency judgements whilst cell B counts decrease positive 

contingency judgements. 
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 When comparing the calculations for low outcome density at positive contingency  

(Table 39a) and high outcome density at negative contingency (Table 39f), the cue occurs 

with the same frequency with the outcome (cell A) and with no outcome (cell B) across the 

two conditions. The only difference is the occurrence of the absence of cue with or without 

the outcome (cells C and D), these two figures are reversed across these conditions. As such 

the increase in no-cue-outcome, cell C, in the high outcome density negative contingency 

seems to be leading to the increased negative contingency judgements. In tandem, 

judgements of positive contingency are affected by the increased presence of no cue-no 

outcome pairings, cell D trials. Whilst judgements of negative contingency are affected by 

Table e Low outcome density at Negative 

Contingency 

Cue 

Outcome  

Prese
nt 

Abse
nt 

 

Present 4 16 P(O/C) = .2 
Absent 10 10 P(O/~C) = .5 

  ΔP = .2-.5= -.3 

Table f High outcome density at Negative 

Contingency 

Cue 

Outcome  

Prese
nt 

Abse
nt 

 

Present 10 10 P(O/C) = .5 
Absent 16 4 P(O/~C) = .8 

  ΔP = .5-.8= -.3 

Table a Low outcome density at Positive 

Contingency 

Cue 

Outcome  

Prese
nt 

Abse
nt 

 

Present 10 10 P(O/C) = .5 
Absent 4 16 P(O/~C) = .2  

  ΔP = .5-.2=.3 

Table b High outcome density at Positive 

Contingency 

Cue 

Outcome  

Prese
nt 

Abse
nt 

 

Present 16 4 P(O/C) = .8 
Absent 10 10 P(O/~C) = .5 

  ΔP = .8-.5=.3 

Table d High outcome density at Zero 

Contingency 

Cue 

Outcome  

Prese
nt 

Abse
nt 

 

Present 13 7 P(O/C) = .65 
Absent 13 7 P(O/~C) = .65 

  ΔP = .65-.65=0 

Table c Low outcome density at Zero 

Contingency 

Cue 

Recovery  

Prese
nt 

Abse
nt 

 

Present 7 13 P(O/C) = .35 
Absent 7 13 P(O/~C) = .35 

  ΔP = .35-.35=0 

Table 39 Contingency calculations for outcome density 
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the increased presence of no cue-outcome pairings, cell C trials. This supports the findings 

of Wasserman et al. (1990), that cell D trials increase positive judgements whilst cell C 

counts decrease positive contingency judgements. The data show that this logic extends in a 

coherent manner to negative contingency judgments. 

An effect of scale length was found, when the scale ran from -100 to 100, 

participants gave fewer positive judgements, compared to when the scale ran from 0 to 100. 

The contingency judgements of the -100 to 100 scale more closely match the predictions of 

the contingency account, as the contingency judgements were closer to the programmed 

contingency. However, this effect of scale is not necessarily explainable by the contingency 

account, as there are no assumptions regarding scale length made with the contingency 

account, to my knowledge. Similarly, the Wasserman account cannot account for these 

findings either. However, since the scale effect suggests that by using a bidirectional scale, 

judgements are shifted closer to the programmed contingency. This may not necessarily be 

an issue with the contingency account but rather a methodological issue whereby 

participants cannot give the judgement they may want to give when using a unidirectional 

scale.  

Overall, the contingency account is able to account for the effects of contingency 

found in this experiment. The findings also support the Wasserman account. However, 

neither account is able to explain the shift in judgements when a bidirectional scale is used 

instead of a unidirectional scale.  

Associative account 
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The associative perspective can account for the judgment of contingency between a 

cue and outcome. As the associative strength of a cue, has been found to correlate 

positively with ΔP (Baker et al., 2000). When the correlation of cue with outcome is positive, 

its associative strength approaches λ. When the cue is unrelated to the outcomes, the 

correlation is zero, as such the associative strength is zero. When the cue is negatively 

correlated with the outcomes, the associative strength of cue becomes negative. As on no-

outcome trials the λ will be zero, hence λ-Vn-1
Total will become negative, giving rise to 

negative associative strength for the cue. This reflects the findings that participants give 

negative judgements in a negative contingency, and positive judgements in the positive 

contingency.  

However, the effect of scale is not necessarily explainable by the associative account, 

as there are no assumptions regarding scale length. However, as mentioned previously, 

since the scale effect suggests that by using a bidirectional scale judgement are shifted 

closer to the programmed contingency. This may not necessarily be an issue with the 

associative perspective but rather a methodological issue.  

Probabilistic account  

The model can account for the contingency effect found, as it does predict that more 

extreme levels of outcome density results in higher judgments of control in positive and 

negative contingency conditions. The model predicts that some participants will perceive 

zero contingencies as non-zero, i.e. as positive or negative contingencies. Hence, an effect of 

scale would be expected for zero contingency conditions because participants cannot easily 

represent theory beliefs about a negative contingency.   
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6.3.5 Limitations And Future Directions 

Across all the contingency conditions, the probability that the cue occurs across any 

block of trials is 0.5, as out of the cue occurs on 20 trials out of the 40 trials of a block.  

However, the probability that the cue occurs with and without the outcome is only the same 

in the zero-contingency condition, 0.5, and in fact is the same across both the high and low 

outcome density conditions. Across the positive and negative contingency conditions, the 

probability of the cue occurring with and without the outcome differ see Table 40 for these 

calculations. When manipulating the P(O) such that a contingency is positive or negative, 

the P(C) is also changed such that the P(C) occurring with the outcome and without the 

outcome differs. This difference in the probability of the cue occurring may influence 

judgements of participants.  

Blanco et al. (2013) found that when cue density was low participants gave lower 

judgements in the high outcome condition, compared to when cue density was high. 

Participants’ judgement did not vary in the low outcome condition, whether cue density was 

high or low, and the low-density conditions had a probability of 0.2, with the high conditions 

having a probability of 0.8. such the cue probability in the positive and negative 

contingencies in this experiment are on the low side, which may suggest that cue density 

may not have influenced the contingency judgments of participants. However further 

experimental research may be needed here to clarify the effect of low cue density on 

contingency judgements, in positive and negative contingencies.  
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The outcome density effect still appears on a bidirectional scale. However, the 

overall judgements are much lower and closer to programmed contingencies. The large 

density effects seen in the literature may be due to the use of unidirectional scale. As such, I 

would recommend the use of bidirectional scales, so participants are not forced into 

implicitly thinking the contingency must be positive. An extension to this research may see if 

the outcome density effect changes if the proportion of the scale changes. For example, 

does the outcome density effect size stay stable if a -10 to 10 scale is used instead of a -100 

Table 40 Contingency calculations for cue density 

Table e 

Cue density at low outcome density for 

Negative Contingency 

Cue 
Outcome 

Present Absent 

Present 4 16 
Absent 10 10 
 P(C/O)=.29 P(C/~O)=.62 

   

Table f 

Cue density at high at high outcome density 

for Negative Contingency 

Cue 
Outcome 

Present Absent 

Present 10 10 
Absent 16 4 
 P(C/O)=.38 P(C/~O)=.71 

  

Table a 

Cue density at low outcome density for 

Positive Contingency 

Cue 
Outcome 

Present Absent 

Present 10 10 
Absent 4 16 
 P(C/O)=.71 P(C/~O)=.38 

 

Table b 

Cue density at high at high outcome 

density for Positive Contingency 

Cue 
Outcome 

Present Absent 

Present 16 4 
Absent 10 10 
 P(C/O)=.62 P(C/~O)=.29 

   

Table d 

Cue density at high at high outcome density 

for Zero Contingency 

Cue 
Outcome 

Present Absent 

Present 13 7 
Absent 13 7 
 P(C/O)=.5 P(C/~O)=.5 

  

Table c 

Cue density at low outcome density for 

Zero Contingency 

Cue 
Outcome 

Present Absent 

Present 7 13 
Absent 7 13 
 P(C/O)=.5 P(C/~O)=.5 
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to 100 scale, rather than having 100 options for positive or negative judgements, there will 

only be 10 e.g., in anchoring research, the implied precision of the anchor affects the size if 

anchoring effects (Switzer & Sniezek, 1991). Therefore, plausibly, people’s willingness to 

judge something as zero may vary across these scales. As such this could further explore 

methodological variations under which the outcome density effect reduces and increases.   

The experiment which manipulated contingencies, did not examine the outcome 

density effect in a negative contingency using a 0 to 100 scale. It was reasoned that it would 

not make logical sense to include such a condition as participants would not be able to give 

negative judgements. However, to fully examine the effect of scale, it would be interesting 

to see if participants would give lower judgements for negative contingency compared to 

zero and positive, even with the unidirectional scale.  

6.4 Conclusion 

To summarise, the length of scale can influence the contingency judgements given, 

such that a unidirectional positive scale, may influence participants to have more positive 

bias in the judgements they make, in comparison to a bidirectional scale. As such the use of 

a unidirectional scale may have led to the larger outcome density effects seen in previous 

experiments. Both the contingency and associative accounts are able to account for the 

contingency findings, however only the probabilistic theory is able to account for the scale 

related findings.  

Contingency judgements are much more positive in the positive contingency 

compared to the zero and negative contingencies, however the outcome density effect is 
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largest in the zero contingency conditions. In general, when outcome density is high, people 

make more positive association, even in the negative contingency condition.  
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Chapter 7: Scenarios and Prior Beliefs 

Pilot 
 

I am interested in the real-world application of the contingency paradigm when 

assessing false belief formation. For this, a key question is how do pre-existing beliefs 

influence judgements? Two lines of previous enquiry can help to answer this question which 

is examined in two sections reported in this chapter and the one that follows. The first line 

of enquiry focusses on theoretical explanations of the formation of causal beliefs. All these 

accounts rely on some level of belief updating in which the prior belief held by individuals 

are updated based on the various sources of information or experience. Specifically, some 

of these explanations emphasise the importance of previous knowledge of the mechanisms 

linking a cause and effect. The second line of enquiry is primarily empirical and tests the 

impact of prior beliefs that are manipulated or formed in the lab. Both lines of enquiry are 

reviewed below; after which I report my investigation of how pre-existing beliefs acquired 

outside the lab affect contingency learning.  

7.1 Theoretical accounts of belief updating in the formation of causal beliefs 

Being able to examine how events co-occur underlies much of fundamental 

behaviours such as judging causation (Cheng, 1997), categorisation (Smith & Medin, 1981), 

and learning (Bandlow, 1976). As such a great deal of research has been conducted within 

this area. One of the most robust findings on the role of covariation of events, is the impact 

of prior belief and expectation on judgements (Alloy & Tabachnik, 1984; Chapman & 

Chapman, 1969; Peterson, 1980). 
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The theoretical explanations for causal association are often categorised between 

mechanism-based accounts and covariation based accounts (Ahn & Kalish, 2000; Michotte, 

1963). The mechanisms-based accounts suggest that to be able to interpret causation 

previous knowledge of the mechanisms linking a cause and effect is needed. In contrast, 

covariation-based accounts suggest that knowledge of causal links occur due to experience 

of the covariation between a cause and effect. Regardless of which of these accounts may 

precede the other (Cheng, 1993, 1997; Perales & Catena, 2006), understanding causal 

associations in everyday life often relies on some level of belief updating in which the prior 

belief held by individuals are updated based on the various sources of information and 

experience (Fugelsang & Thompson, 2001; White, 1995).  

Perales et al. (2007) conducted an experiment investigating two different categories 

of causal association accounts. A 3 (information type between subjects: covariation, 

mechanism, combined) by 2 (contingency between subjects: high vs low) design was used. 

In the covariation condition participants were given information of an empirical study which 

showed that 6 out of 10 subjects administered a drug suffered from a stomach ache, and 10 

subjects who were not administered the drug did not suffer from stomach aches. 

Participants in the mechanism condition were told a certain drug generates peptides in the 

stomach, and that peptides are a known cause of stomach aches. In the combined 

conditions participants were provided both types of information. One hundred and forty-

four participants made judgements of prior strength of the relationship between cause and 

effect, and prior confidence judgements that a causal link actually exists. Afterwards 

participants were presented with new covariation data on 20 new patients. In the high 

contingency condition participants were told 8 out 10 patients took the drug had a stomach-
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ache, and the other 10 patients who did not take the drug did not have a stomach-ache. In 

the low contingency group 2 out of 10 participants who took the drug had a stomach-ache, 

and the other 10 who did not take the drug do not have a stomach-ache. Participants then 

gave judgements of on how reliable the result of the new evidence is, along with judgments 

of how effective the potential drug is. 

Main effects of both contingency and information type were found on the reliability 

of the evidence. There was no interaction effect of information type with contingency. 

Participants in the high contingency condition gave higher judgements of reliability than 

those in the low contingency group. Participants in the covariation group gave higher 

judgements of the evidence than both the combined and mechanism group. The findings of 

the study suggests that the perceived reliability of new covariation information is 

determined by which source of information was presented to participants, independent of 

the type of prior information previously held. In addition to this, prior beliefs were more 

likely to be changed by reliable information than unreliable information. Overall, the 

baselines differences in prior beliefs tend to show up in final integrative judgements of 

contingency, however it did not modulate the main effect of new information contingency. 

Overall, this suggests that prior beliefs do not interfere in the updating of belief. However, 

this study only focused on prior beliefs which were formed during the experimental settings, 

and not beliefs participants already held.  

Evans et al. (2005) conducted an experiment in which they examined the role of 

prior beliefs on learning when the prior belief conformed with the learning. First a pilot 

study was conducted to determine stereotypical beliefs about a range of occupations. The 

results of the pilot were used to determine personality attributes which individuals believe 
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positively and negatively predict performance in the occupation (belief link). In addition to 

this, the pilot was also used to find attributes which were neutral in predicting performance 

(belief neutral). Across two experiments participants viewed a series of screens which 

presented the individual occupations of people, along with selected personality attributes of 

everyone. After each case participants provided judgements of how well the individual 

would perform in that occupation and were provided feedback which would help improve 

their judgement. In experiment 1 the attributes presented which predicted performance 

were neutral, whilst the irrelevant attributes which did not improve participants’ judgement 

were the belief-linked attributes. In experiment two, these were flipped, such that the 

belief-neutral attributes were irrelevant, whilst the belief-linked attributes did predict 

performance in the occupation. Experiment 1 found no influence of prior belief on 

judgements, however, experiment 2 found that people learnt to use the belief-linked 

attributes better, particularly when the attribute was a positive predictor. These findings 

suggest that an effect of belief polarity, such that holding positive beliefs results in learning 

positive cue attributes more easily. However, this experiment did not use the actual prior 

beliefs of participants, but rather the general prior beliefs, or stereotypes the population 

hold. As such there is a misspecification of the prior belief measure, as the individual 

participants may hold different prior beliefs, or prior beliefs that may not be as strong.  

Whilst prior belief is often based on own experience, it can also be based on 

observations of others, for instance a younger sibling learning how to make decisions from 

their older siblings. Biele et al. (2009) investigated the role of good and bad advice prior to 

choice task. Those who received good advice performed better than those who received 
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bad advice. This suggests that even receiving advice once, can influence judgements 

significantly due to the formation of prior beliefs.  

7.2 Role of belief in active contingency paradigms 

Much of the literature discussed thus far has examined the influence of prior belief 

across a number of different non-contingency tasks. Czupryna et al. (2021) examined the 

role of prior beliefs on the illusion of control effect using a modified contingency paradigm. 

One hundred and forty-five participants observed stock prices of different companies using 

simulated charts. The prices could increase or decrease in increments. Participants had to 

make the stock price reach the highest value by the end of the block, which had 50 

increment changes. Participants could influence the stock prices by placing the cursor in a 

specific area on the screen, the change could be minor or major, however it was not 

guaranteed that a change would take place. There was a total of 10 blocks, with the base 

rate probability of outcome varying between 0.33, 0.5, 0.67. Each base rate appeared in 3 

blocks, and the tenth block duplicated the base rate of the first blocks. At the end of each 

block their perceived base rate probability estimates were collected. The illusion of control 

was measured via two ways; as the difference between a participant’s perception of their 

impact on the process of generating results (perceived control) and their objective influence 

on the results (real control). Prior belief was analysed as the carry over effect of the 

previous block. The control judgement participants gave for block 1, was considered the 

prior belief for block 2, this logic was applied to all blocks. The results suggest that the 

illusion of control may have two sources of biases, prior beliefs and behavioural factors. 

With prior beliefs there was negative correlation with real control, the higher the control, 

the more negative the bias in the control level assessment. Behavioural factors were 
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positively correlated with real control, the higher the real control, the more positive the bias 

in the control level assessment. However, this experiment does not use a contingency 

paradigm, and it assesses illusion of control in an active task, rather than contingency 

judgements within a passive task.  

Yarritu and Matute (2015) examined the influence of prior knowledge on the illusion 

of causality across two experiments. Previous research suggests that the illusion of causality 

can be reduced if participants are told when and how to respond to get an outcome 

(Hannah & Beneteau, 2009); are restricted to respond a certain number of times (Yarritu et 

al., 2014); asked to respond with a certain frequency (Byrom et al., 2015). Yarritu and 

Matute (2015) were interested in what occurs when participants are free to respond when 

they must achieve a certain outcome and hypothesised that prior expectations about the 

causal relationship between the cue and outcome will influence how participants respond.  

In experiment 1, Yarritu and Matute’s participants completed the adapted allergy 

paradigm, whereby they learnt the effectiveness of a fictitious medicine curing a fictitious 

disease (this is the active version of the passive contingency task used in this thesis). 

Participants could administer the medication for each trial if they wanted to and were then 

shown whether the patient had recovered. Half the participants were informed prior to the 

task that the recovery rate of those who have taken medication is 80% (medication 

expectation condition), whilst that the other half were told that participants who did not 

take the medication had a recovery rate of 80% (no cue expectation condition). Under both 

conditions the recovery was the same, patients will recover 80% of the time, which does 

match the prior information given to participants. However, due to the focus on different 

cells of the contingency table, one group should start the task expecting the medication to 
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work, and the other group should expect the medication not to be required for recovery. 

During the task participants underwent 100 trials, for each trial they could choose to 

administer the medication, after which they would see whether the participants recovered. 

At the end of all the trials, participants were asked to rate the effectiveness of the 

medication on a 0 to 100 scale.  

A significant difference was found between the probability of responding between 

the groups, such that the medication expectation participants administered medication 

more frequently than the no cue expectation group. Judgements of medication 

effectiveness were also higher in the medication effectiveness group, compared to the no 

cue expectation group. A mediational model was used with expectation as the independent 

variable, probability of cue administration as the mediator and judgment as the outcome 

variable. The test was significant and indicated that when the probability of cue was 

included, the effect of expectation disappeared, suggesting a total mediation of the 

probability of cue on judgement. The findings suggest that expectation influences 

responding, which is mediated by the responding rate of the participants.  

In experiment two, Yarritu and Matute (2015) used a passive contingency task to 

examine this effect in further detail. One hundred and fourteen participants took part in a 

fully between-subjects experiment, using the same cover story as before. The probability of 

cue was manipulated to be high (0.8) or medium (0.5), and half the participants were 

presented with trials in which the cue occurred with a probability of 0.8, whilst the other 

half experienced trials with the cue occurring with a probability of 0.5. The probability of the 

outcome was 0.8 across all conditions. During the training phase, for each trial participants 

were asked a predictive question regarding whether the participants would recover from 
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the illness, which was followed by the outcome. After all trials participants gave contingency 

judgements. There was a main effect of cue such that participants in the high cue 

probability condition gave higher judgements than in the medium density condition. There 

was no main effect or interaction effect for prior expectation. Overall, comparisons of 

experiments 1 and 2 suggests that prior expectations influence contingency judgements, 

depending on whether participants are able to control the cue.  

However, the two experiments vary in their manipulation of expectation. In the first 

experiment participants were either informed that out of 10 patients who had taken the 

medication 8 recovered, or out of 10 patients who had not taken the medication 8 

recovered. In the second experiment the prior expectation was manipulated by either a 0.8 

or 0.5 probability of cue occurring over 100 trials, with probability of outcome being 0.8 for 

both conditions. The second experiment manipulates the probability of cue to be 0.8 or 0.5, 

whilst the first experiment manipulates the probability of cue to be 1 or 0, as such the cue 

manipulations are not equivalent, particularly as participants are only gaining knowledge 

regarding two trial types of a contingency table in the first experiment. Table 41 shows the 

contingency calculations for the high/low expectation conditions across the two 

experiments, and it shows that the probability of cue is not equivalent between 

experiments. The effect of prior expectation seen in experiment 1 may be due to 

participants in the no expectation group, actually having no expectation that the medication 

is needed, and never sampling any instances of the cue being effective. In the second 

experiment participants in the low probability cue group actually do experience instances of 

the cue being effective. As such the findings of the second experiment are not comparable 



 

 

183 

 

to  the first experiment, as the prior expectations set under the experimental conditions are 

not the same for the low/no expectation group. 

Table a 

Yarritu and Matute (2015) Experiment 1 Expectation condition 

Cue 
Outcome  

Present Absent  

Present 8 2 P(O/C)=0.8 
Absent 0 0 P(O/~C)=-- 
 P(C/O)=1 P(C/~O)=1  

  ΔP=1-1=0 

 Table b 

Yarritu and Matute (2015) Experiment 1 No Expectation condition 

Cue 
Outcome  

Present Absent  

Present 0 0 P(O/C)=-- 
Absent 8 2 P(O/~C)=0.8 
 P(C/O)=0 P(C/~O)=0  

  ΔP=0-0=0 

 Table c 

Yarritu and Matute (2015) Experiment 2 High Expectation condition 

Cue 
Outcome  

Present Absent  

Present 64 16 P(O/C)=0.8 
Absent 16 4 P(O/~C)=0.8 
 P(C/O)=0.8 P(C/~O)=0.8  

  ΔP=0.8-0.8=0 

Table d 

Yarritu and Matute (2015) Experiment 2 Medium Expectation condition 

Cue 
Outcome  

Present Absent  

Present 40 10 P(O/C)=0.8 
Absent 40 10 P(O/~C)=0.8 
 P(C/O)=0.8 P(C/~O)=0.8  

  ΔP=0.5-0.5=0 

Table 41 Contingency calculations for Yarritu and Matute (2015) 
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7.3 Role of belief in passive contingency paradigms 

Mutter et al. (2007) examined the role of age and prior beliefs on contingency 

judgements. In a pilot study 40 participants were asked to indicate the relationship (no 

relationship to perfect relationship) and direction of relationship (negative or positive) for 

76 pairs of events. The pairs of events were reduced down to 12 pairs, 3 each for positive, 

negative, zero and unknown belief. Afterwards forty-eight participants took part in a 2 (age 

between subjects: young vs old) by 4 (belief based on prior belief from the pilot within 

subjects: positive, negative, zero, unknown) by 3 (objective contingency within subjects: 

positive, negative, zero) mixed factorial design experiment. Participants completed 12 

contingency judgement problems, for each they provided a pre-test estimate of the 

contingency and gave a confidence rating for their estimate based on the pairs of events. 

For each problem participants were told that a scientific study had generated data on the 

relationship between the two events and they were going to see a series of these cases that 

would provide the new data. Each case consisted of statements about the co-occurrence of 

the events, there were a total of 24 cases per problem. After each problem another 

estimate of the contingency and confidence rating was given.  

The pre-test contingency ratings all matched the expected belief rating, participants 

of the experiment gave similar belief ratings as those from the pilot. The post-test 

contingency estimates show a main effect of prior beliefs, participants gave contingency 

judgements which matched the beliefs of the problems. A main effect of objective 

contingency was found, participants gave more negative judgements for negative 

contingencies, and more positive estimates for positive contingencies. There was no 
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significant interaction between the prior belief and contingency. Overall, this suggest that 

beliefs do affect contingency judgements.  

Catena et al. (2008) examined the role of prior beliefs in a passive contingency task, 

using compound cues, across 4 experiments, using two scenarios. In the social scenario 

participants were asked to imagine spending a number of evenings with two fictitious 

people (A and B), in terms of pleasant and unpleasant evenings. In the medical scenario, 

participants imagined they were part of a research team investigating the side effects of two 

chemicals (A and B). Prior beliefs were induced by providing instructions. For the social 

scenario participants were told person A was fun and attractive, whilst person B was 

unattractive and boring. For the medical scenario, participants were told that chemical A 

was an antibiotic drug, whilst chemical B was a vitamin. In both scenarios, the link between 

A and the outcome was more plausible than the link between B and the outcome. A control 

group was also included for whom no prior belief was induced.  

In experiments 1a and 1b, a 2 (prior beliefs between-ss: induced, not induced) 2 × 

(probability of outcome between-ss: high vs low) × 3 (cue between-ss: A, B, AB) between 

design was used with 106 participants per scenario. Participants were given information on 

the co-occurrence of a 2-cue compound and the outcome in contingency tables. In the high 

outcome condition, the probability that outcome occurred in the presence of AB was .90, 

and the probability of the outcome occurring in the absence of AB was also .90. In the low 

outcome condition, probability of the outcome occurring in the presence of AB was .90 

however the probability of the outcome occurring in the absence of AB was .10. Half the 

participants were provided with the prior belief induction, whilst the other half were not. 

Participants were expected to learn to attribute the same causal inferences to both cues, as 
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they never occurred individually. Contingency judgements were collected for the cue types, 

A, B and AB on a -100 to 100 scale. Main effects of contingency and cue were found, which 

suggested that higher judgements were given in the high contingency condition. And 

participants gave higher judgements for AB cue, followed by A and then the lowest to B. 

Interaction effects of prior beliefs × contingency, and prior beliefs × cue were found.  

For the group which had no prior belief induction, judgements were higher in the 

high contingency condition compared to the low contingency condition across all cue types. 

In both levels of the contingency, judgements of A did not differ from B, and both were 

lower than AB. However, for the prior belief induced group, there were no significant effect 

of contingency. Although AB judgments were higher than A and B, judgments for A were 

also higher than B. Prior beliefs modulated the causal strength participants assigned to each 

element of the compound cue. When prior belief favours one cue, that cue is judged more 

causally effective.  

To further explore influence of predictive value, in experiments 2a and 2b, 

participants were given the same information as experiments 1a and 1. They were also 

given information about the predictive value of the compound cue, and the individual 

elements of cue B. The same task as before was used. Main effects of contingency and cue 

were found again which replicates the previous experiment. However, no significant effect 

of prior belief was found. Overall, this suggest that prior beliefs have no impact on 

judgements when predictive information is available. Together these findings suggest that 

prior beliefs can affect contingency judgements. However, individuals do integrate 

knowledge to form judgements, and new evidence can change prior beliefs.  
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Yarritu et al. (2015) further examined the role of prior belief in passive contingency 

paradigms. One hundred forty-seven participants completed the adapted allergy paradigm 

used in this thesis. One group of participants were induced to have a strong prior belief that 

a placebo medication was effective in treating a fictitious disease, whilst the other group 

had a weaker prior belief induction. Both groups then observed a series of fictitious patients 

who always took the placebo treatment along with a second medication which was 

effective. Two different medication/disease names for used for the first and second phase 

of the experiment. The group which had a stronger prior belief had more difficulties in 

learning that the second treatment was effective compared to the group which had a 

weaker prior belief induction. This study shows how strong prior belief can affect 

consequent judgements.  

7.4 Summary and rationale for a new investigation 

The literature covered so far suggests that prior belief does influence judgements, 

although this effect can be modulated by other factors. However, these studies have 

examined prior beliefs that have been induced within the experimental setting and have 

then assessed the influence on judgments. I am interested in the real-world application of 

the contingency paradigm when assessing false belief formation. That is, how do pre-

existing beliefs influence judgements. Prior beliefs formed under lab settings may hold no 

relevance to the individual as such, they may be discarding that prior belief upon new 

information. However, paradigms which are directly relevant to prior beliefs that 

participants may hold, could differ in how prior beliefs affect judgements, as such this is an 

important area to explore.  
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Whilst some studies have examined actual prior beliefs, these have used pilot 

studies to determine prior beliefs, and have then assumed that the experimental 

participants hold the same prior beliefs, which may not be the case (Evans et al., 2005; 

Mutter et al., 2007). There are two issues with this approach. The first being two 

participants in the same condition may hold different beliefs because they held different 

beliefs before coming into the lab. Secondly, two participants in the same condition may 

hold different beliefs because they respond differently to the belief formation manipulation. 

 Here, I would like to make a distinction between expectation and belief. Expectation 

relates to what individuals predict will happen, whether based on experience or something 

else, while belief is something which individuals consider to be true, perhaps even without 

evidence. Essentially expectations are something I predict will happen, whilst beliefs are 

something I have determined to be true, even if I lack the evidence to support it. The role of 

prior beliefs is of interest here for this thesis, as expectations may be changed based on 

further experience, however beliefs may be more resistant to change, if those are strong or 

extreme beliefs that one holds.  

Many of the studies presented above are measuring expectation rather than belief. 

In the studies participants are trained to expect certain things. Afterwards participants are 

assessed on whether or not they can overcome the pre-trained expectations. I think it is 

unlikely that participants will come to have beliefs about abstract or even non-abstract cue-

outcome pairings. In particular as the participants were just told about these pairings within 

the experimental context, and the pairings do not have personal relevance to the 

participants. Are the participants going to use these expectations they have been trained in, 

in their daily lives to make decision? Highly unlikely, as they are not relevant to them at all.  
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As such, many of the studies above may have weak external validity, because beliefs 

are something participants have confidence in, being true for them, regardless of what 

evidence they may be presented with. As such decisions made using beliefs participants 

hold are going to hold far more importance, than decisions or judgements made in an 

experiment about things that hold no personal relevance to participants. To say these things 

are the same, is a fundamental flaw.  

Even if we consider expectation and beliefs to be the same, the studies are still 

flawed because beliefs are fundamentally something people place some level of importance 

on, so it impacts decision making. The cover stories/contexts used may have little relevance 

to participants’ personal beliefs, so the way in which belief would affect judgement in real 

life, is fundamentally going to be different to how "belief" in an experimental study will 

affect decision making.  

This experiment will investigate the influence of existing prior beliefs on contingency 

judgements. I predict that prior belief will influence judgements, such that the stronger the 

prior belief, the stronger the influence on the judgement. In addition to this, I predict that 

the outcome density effect will be robust. This experiment investigates the final research 

question of this thesis, “Do factors beyond methodological variations influence the outcome 

density effect?”. The factor of focus are prior beliefs.  

As the influence of existing prior belief is of interest for this study, there is a need to 

use different cover stories to the ones used thus far within this thesis, which matches the 

prior beliefs being examined. Within the contingency research several cover stories have 

been used, as previously outlined within chapter 2. The type of cover stories used can be 
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categorised into active and passive cover stories. For the active cover stories participants 

are asked to provide some kind of response which may result in an outcome and then 

provide estimates of control over the outcome. For the passive paradigms participants view 

a series of cue-outcome pairings, and at the end provide estimates of contingency.  

Some cover stories for the active paradigms are fairly simple, such as participants 

aiming to illuminate a light bulb (Alloy & Abramson, 1979; Gillan et al., 2014a; Jenkins & 

Ward, 1965; Msetfi et al., 2005), controlling a blue flash of light on a computer screen 

(Matute et al., 2007b), or assessing the extent to which pressing the spacebar on a 

computer keyboard caused the appearance of a geometric shape (Crump et al., 2007; 

Vallée-Tourangeau et al., 2005). Other active paradigm cover stories have a more real-world 

reflection, such as participants pressing a button and shooting lasers at Martian spaceships 

to prevent them from landing and invading earth, in a video game format (Matute et al., 

2014), or participants were asked to control the stereo systems’ in different parts of a house 

(Msetfi et al., 2013a).  

Cover stories for the passive contingency tasks include abstract contingencies 

between geometric shapes (Crump et al., 2007), sounds and pictures (Kattner & Ellermeier, 

2011), and video game formats where people assess the ability of different plants to grow 

(Moreno-Fernández et al., 2017; Wasserman et al., 1996). Some of the more complex cover 

stories within passive contingency paradigms are related to medical scenarios such as foods 

causing allergies (Lee & Lovibond, 2021; Shanks & Lopez, 1996; Vadillo et al., 2011a, 2013), 

chemical that affect bacteria (Klauer & Meiser, 2000), or the adapted allergy task where 

medication may cure symptoms (Barberia et al., 2019; Blanco et al., 2013; Chow et al., 

2019b; López et al., 1998; Matute et al., 2011b; Yarritu et al., 2015).  
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To ensure participants would be familiar with the cover stories chosen, I ran a pilot 

study to explore the recognition and views of different cover stories. All cover stories were 

based on everyday scenarios, and part of the pilot work was designed to identify cover 

stories that would be familiar to most participants. The four cover stories which were the 

most recognised, had the most range in responses yet participants were most neutral on 

will be chosen for the experiment.  

7.5 Methods 

7.5.1 Stimuli and measures 

An exploratory survey was used to choose the four cover stories. Twenty-four cover 

stories were identified (see Table 42 for the cover stories). Key criteria for identifying a 

potential cover were (a) it included a putative association between two variables, (b) it was 

deemed plausible that lay people might have a prior belief about that association (e.g., due 

to media reports or personal beliefs), (c) there could be individual differences in prior beliefs 

about the putative association (e.g., alternative views are expressed in the media). 

7.5.2 Procedure  

Participants took part in a 10-minute survey which was advertised on Prolific, for 

which they were awarded £1.25. After reading the information sheet and providing consent, 

demographic information such as age and gender were collected, and participants 

completed the following two questions. Participants were asked “have you heard of the 

following topics/issues/ proposal?” with “yes” and “no” options for all items in Table 42. For 

any questions which participants had answered “yes”, their belief for those questions were 

then assessed using a 7-point Likert scale, see Table 43 for full questions and Likert scale 
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options. For the first question the cover stories were worded neutrally (e.g., privatised 

healthcare and wait times) to avoid biasing the participants’ answers in the second question 

Cover stories 

Brexit affecting the UK farming industry 

Brexit affecting the UK fishing industry 

Energy price caps and energy bills 

Gun control and gun related crimes 

Mandatory vaccines and illness 

Marijuana use and crime related to drugs 

Marijuana use and health 

Minimum wage and joblessness 

Privatised healthcare and health associated costs 

Privatised healthcare and wait times 

Social media use and sociability 

Tax on residential waste and overall waste production 

Tax on sugar and changes in sugary products bought by consumers 

Taxes on healthy foods and healthy foods bought by consumers 

Taxes on petrol and diesel and use of cars 

Technology and jobs 

Universal basic income and benefits to society 

Universal basic income and people working 

Use of activated charcoal having health impacts 

Use of cannabis oil and cancer 

Use of detox teas having health impacts 

Use of essential oils having health impacts 

Use of ginger and turmeric affecting viruses 

Vitamin C supplements and catching a cold 

To note, these scenarios were identified in September 2022 

Table 42. The 24 cover stories used in the pilot to measure participants recognition rate 
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on their views.  

Cover story wording 
Likert scale wording 

1 2 3 4 5 6 7 
Brexit has ... for the UK farming industry 
Brexit has … for the UK fishing industry 
Privatising healthcare has … for health associated costs 
Universal basic income has ... for those who work 
Tax on residential waste has ... for overall waste production 
Universal basic income can provide society with… 

Many benefits Some benefits Limited benefits 
Neither 

benefits nor 
harms 

Limited harms Some harms Many harms 

Imposing energy price caps can ... energy bills 
Increased gun control can … gun crime 
Legalising marijuana use can ... drug crimes 
Creating a minimum wage … joblessness 
Social media use can ... sociability 
Tax on sugar … sugar consumption 
Taxes on healthy foods has ... health food consumption 
Taxes on petrol and diesel … use of cars 
New technology can ... jobs 
Use of ginger and turmeric … protection against viruses 

Often increases 
Sometimes 
increases 

Occasionally 
increases 

Neither 
increases nor 
decreases 

Occasionally 
decreases 

Sometimes 
decreases 

Often 
decreases 

Mandatory vaccinations have... 
Marijuana use has … 
Use of activated charcoal has… 
Use of detox teas… 
Use of essential oils has… 

Many health 
benefits 

Some health 
benefits 

Limited health 
benefits 

Neither 
benefits nor 
harms 

Limited health 
harms 

Some health 
harms 

Many health 
harms 

Vitamin C supplements can ...a cold 

  
Often prevent 

Sometimes 
present 

Occasionally 
present 

Neither 
prevent nor 
cause 

Occasionally 
cause 

Sometimes 
cause 

Often cause 

Privatising healthcare can … wait times 

  
Often improve 

Sometimes 
improve 

Occasionally 
improve 

Neither 
improve nor 
worsen 

Occasionally 
worsen 

Sometimes 
worsen 

Often 
worsens 

Use of cannabis oil… 
Often 
successfully 
treats cancer 
symptoms 

Sometimes 
successfully 
treats cancer 
symptoms 

Occasionally 
successfully 
treats cancer 
symptoms 

Neither treats 
no worsens 
cancer 
symptoms 

Occasionally 
worsens cancer 
symptoms 

Sometimes 
worsens 
cancer 
symptoms 

Often 
worsens 
cancer 
symptoms 

 

Table 43 Question 2 cover story and Likert-scale wording measuring participants’ belief 
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7.5.2 Participants 

 A total of 100 participants were recruited via Prolific for the study, of whom 

25 were women. The modal age group was 26 to 30 years, within age-groups ranging from 

18-20 to 65-70 years.  

7.5.3 Data analyses / selection criteria  

The following criteria was adopted to select 4 cover stories for the experiment. The 

exclusion of cover stories: 

• Recognised by less than 80 people to ensure the chosen cover stories are 

highly recognisable to participants. 

• With a median rating less than 3 or above 5 to avoid any cover stories that 

overall people have homogenous extreme beliefs on. 

• With standard deviation under 1.5 to avoid any cover stories that people are 

generally in agreement on 

7.6 Results and Discussion 

Table 44 and Figure 18 show the participant recognition levels for each cover story, 

along with median and standard deviation for participants’ belief. Participant recognition 

was based on question 1 where participants identified all the topics, they were familiar with. 

The median and standard deviations were calculated from the responses to question 2.  

The following 5 cover stories were left over after the inclusion criteria, previously 

outlined was applied: marijuana use and health, privatised healthcare and wait times, 

technology and jobs, social media use and sociability, and energy price caps and energy bills. 
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Energy price caps and energy bills, whilst a valid cover story to use, in September to 

November 2022 when this study was going to take place, new policies on energy price caps 

and energy bills were being introduced, as such this was discarded to avoid a general bias in 

views. Participants potentially could be hyper-aware, due to extensive media coverage and 

the price caps drastically affecting energy bills, as such beliefs might change rapidly between 

the pilot and actual study as such there might no longer be a range of prior beliefs. 

Consequently, the other 4 cover stories were used for the experiment.  

High variability in ratings for a given scenario are assumed to be due to differences in 

prior beliefs between participants. However, it is important to acknowledge that for some 

scenarios it may be difficult to provide a single judgement as there may be multiple 

contrasting opinions and thoughts held by individual participants. For example the use of 

cannabis may be beneficial for pain relief, however it may also be harmful as it can increase 

the risk of schizophrenia (Sharma et al., 2012). As such there may be within participant 

variability in prior beliefs over time.  
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 Participant 

recognition 

(max 100) 

Median1 Std. 

Deviation 

Energy price caps and energy bills**** 97* 4** 2.04*** 

Minimum wage and joblessness 94* 4** 1.38 

Universal basic income and people working 93* 2 1.27 

Social media use and sociability**** 91* 5** 1.80*** 

Tax on sugar and changes in sugary products bought 

by Consumers 

91* 5** 1.35 

Brexit affecting the UK farming industry 89* 6 1.67*** 

Taxes on Petrol and diesel and use of cars 88* 5** 0.76 

Marijuana use and health**** 88* 3** 1.68*** 

Mandatory vaccines and illnesses 88* 2 1.89*** 

Universal basic income and benefits to society 88* 2 1.39 

Privatised healthcare and health associated costs 87* 6 1.78*** 

Vitamin C supplements and catching a cold 87* 3** 0.86 

Gun control and gun related crimes 85* 6 1.53*** 

Technology and jobs**** 85* 4** 1.79*** 

Brexit affecting the UK fishing industry 84* 6 1.39 

Privatised healthcare and wait times**** 83* 3** 1.61*** 

Marijuana use and crime related to drugs 76 5** 1.79*** 

Use of detox teas having health impacts 66 3** 1.57*** 

Use of essentials oils having health impacts 64 3** 1.40 

Use of cannabis oil affecting cancer 64 3** 0.95 

Use of activated charcoal having health impacts 50 3** 1.21 

Use of ginger and turmeric affecting viruses 48 2 1.03 

Taxes on healthy foods and healthy foods bought by 

consumers 

45 6 1.66*** 

Tax on residential waste and overall waste production 39 3** 1.70*** 

 

1 1-7 response scale with ‘4’ as a neutral response (no association) 

* More than 80 participants recognised this cover story 

** median was between 3 and 5 

*** standard deviation over 1.5 

Table 44. Participant recognition rate, median, and standard deviation 
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Figure 18. Recognition rate (left-side vertical scale), median and standard deviation for judged association (right-side vertical scale) 
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Chapter 8: Scenarios and Prior Beliefs 

Experiment 
 

Prior literature (Chapter 7) shows that prior beliefs can affect judgements, such that 

strong prior beliefs are linked to better learning of contingencies when the observed cue-

outcome association matches the prior belief. However if the observed cue-outcome 

association is in the opposite direction to the prior belief then learning takes longer to occur 

and judgements can be more biased and resistant to change (Biele et al., 2009; Yarritu et al., 

2015). In addition to this, research also suggests that the effects of prior belief can be 

modified based on factors such as evidence of the predictive value of cues (Catena et al., 

2008). However, the influences of pre-existing prior beliefs on judgements in passive 

contingency tasks have not been explored thus far, rather the prior beliefs are often induced 

within the experimental setting. As such, this experiment investigates the influences of 

existing prior beliefs on judgements. I predict that prior belief will influence judgements, 

such that stronger positive prior belief, will result in more positive judgments.  

To assess the influence of prior beliefs on contingency judgements, new cover 

stories are required to ensure that (a) participants likely hold a belief about the association 

specified in the cover story that was formed prior to the study, and (b) those prior beliefs 

are heterogeneous. As such, the previous chapter outlined the pilot study used to select the 

cover stories that are used in this experiment. The majority of cover stories used within the 

passive contingency paradigm are related to medical scenarios such as foods causing 

allergies (Lee & Lovibond, 2021; Shanks & Lopez, 1996; Vadillo et al., 2011a, 2013), chemical 
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that affect bacteria (Klauer & Meiser, 2000), or the adapted allergy task where medication 

may cure symptoms (Barberia et al., 2019; Blanco et al., 2013; Chow et al., 2019b; López et 

al., 1998; Matute et al., 2011b; Yarritu et al., 2015). As such variations in judgements 

influenced by cover stories will also be examined in this experiment. In sum, different cover 

stories have been used to study the outcome density effect in contingency learning tasks. 

While different cover stories are used in different studies, there is little (if any) research that 

formally examines variation in contingency judgment as a function of cover story.  

To summarise, this experiment explores the influence of prior belief on contingency 

judgements. I predict that stronger positive prior belief, will result in more positive 

judgments. In addition to this the effect of cover story on contingency judgements are 

examined, with no predictions made as this is more of an exploratory aim. Finally, I predict 

that the outcome density effect will be robust across the new cover stories, due to its 

robustness in previous experiments in this thesis and the published literature which uses 

different scenarios. The main goal of this chapter is to examine whether the outcome 

density effect is robust. This chapter also examined how methodological variations in the 

contingency learning paradigm affect the size of the outcome density effect. In addition to 

this, the chapter examines whether factors (prior belief) beyond methodological variations 

influence the outcome density effect.  

8.1 Methods 

This experiment investigates the influence of prior belief on contingency 

judgements. It is possible that the act of asking about prior beliefs in a study may itself alter 

the influence of those beliefs. To gain some understanding of this possibility, we manipulate 
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the time-point for prior belief measurement—measuring belief either at the beginning or 

the end of the study session. The influence of cover story on judgements in a contingency 

paradigm and the differences in the outcome density effect between different cover stories 

is also investigated.  

8.1.1 Design  

A 4 × 2 × 2 mixed design was used, with judgement as the dependent variable. Three 

factors were varied in the experimental design: cover story (within subjects: marijuana, 

social media, technology, healthcare) by density level (within and between subjects: high 

density vs. low density) by prior belief measurement (between subjects: measured prior to 

contingency-judgement task vs measured after task). The prior belief questions were the 

same as those used in the pilot (Table 45). The four cover stories chosen from the pilot were 

used. All participants completed 4 contingency paradigms, one for each cover story. 

Outcome density was manipulated to be either low (0.2) or high (0.8) while maintaining a 

zero contingency. Cue density was held at a medium density of 0.5, for both high and low 

cue. Participants completed two low density blocks and two high density blocks. The order 

Cover story wording 
Likert scale wording 

1 2 3 4 5 6 7 
Social media use can ... sociability 
New technology can … jobs 
Often 
increases 

Sometimes 
increases 

Occasionally 
increases 

Neither increases 
nor decreases 

Occasionally 
decreases 

Sometimes 
decreases 

Often 
decreases 

Marijuana use has … 
Many health 
benefits 

Some health 
benefits 

Limited health 
benefits 

Neither benefits 
nor harms 

Limited health 
harms 

Some health 
harms 

Many health 
harms 

Privatising healthcare can … wait times 
  
Often 
improve 

Sometimes 
improve 

Occasionally 
improve 

Neither improve 
nor worsen 

Occasionally 
worsen 

Sometimes 
worsen 

Often 
worsens 

 

Table 45 Prior belief questions 
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of the density of blocks were randomised. Half of the participants completed a 

questionnaire on their prior beliefs on the 4 cover stories before the contingency paradigms, 

whilst the other half completed these questions after the contingency paradigm. See Figure 

19 for participant allocation.  

8.1.2 Task and stimuli 

The task was adapted from the task described in previous chapters using new stimuli 

images (see Figure 20), cover stories and judgement questions (see appendix A) were which 

had been tailored to match each of our newly devised cover stories. Participants provided 

contingency judgements on a -100 to 100 scale. The task was built on Gorilla (Gorilla 

Experiment Builder, 2020), as an online task. Participants could complete the task from their 

location of choice. 

High 

density 

Low 

density 

Low 

density 

High 

density 

High 

density 

Low 

density 

Low 

density 

High 

density 

High 

density 

Low 

density 

Low 

density 

High 

density 

High 

density 

Low 

density 

Low 

density 

High 

density 

High 

density 

Low 

density 

Low 

density 

High 

density 

High 

density 
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density 
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density 
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High 

density 
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density 

Low 

density 

Low 

density 

High 

density 

High 

density 

Low 

density 

Low 

density 

High 

density 

High 

density 

Low 

density 

Low 

density 

High 

density 

High 

density 

Low 

density 

Low 

density 

High 

density 

C & D B & D B & C A & D A & C A & B 

A & B A & C A & D B & C B & D C & D 

Half of the participant completed belief questionnaire after task. 

Half of the participant completed belief questionnaire before task 

Figure 19. Participant allocation across conditions 
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8.1.3 Procedure 

The procedure was similar to the previous studies. Participants signed up on the 

Prolific research participants platform, then read the information sheet and completed the 

Starting image          Cue                             No Cue                  Outcome       No Outcome 

Marijuana 

and health 

Social 

media and 

sociability 

Technology 

and jobs 

Privatised 

healthcare 

and waiting 

times  

Person Starts using 

marijuana 
Does not 

start using 

marijuana 

Improved 

health 
Did not 

improve 

health 

Person Starts using 

a new social 

media 

platform 

Does not 

start using 

new social 

media 

platform 

Improved 

sociability 
Did not 

improve 

sociability 

Person Increased 

funding for 

technology 

Did not 

increase 

funding for 

technology 

Increased 

jobs 

Did not 

increase 

jobs 

Person 
Starts using 

privatised 

healthcare 

Does not 

start using 

private 

healthcare 

Improved 

wait times 
Did not 

improve 

wait times 

Figure 20. Experimental stimuli images. Note. All the stimuli images are from Freepik.com 
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online consent form. After completing demographic questions, half of the participants 

completed the belief questionnaire items. Afterwards all participants took part in 4 

contingency judgement tasks and reported contingency judgements on a -100 to 100 scale 

for each cover story. Identical timings were used for all trials. Participants were randomly 

allocated to the order of cover story, belief and density condition (Figure 19). Participants 

who had not completed the belief questionnaire yet completed it at this point. The 

experiment took around 40 minutes to complete.  

8.1.4 Participants 

A power analysis was performed to detect a medium sized effect (d=0.5), with a 

power of 1 – β=0.80 and Type-I error of α=.05 (two sided), the sample size required was 

approximately N=100. Hence a recruitment target of 200 participants is proposed to 

maintain the target level power within any 50/50 split of subsamples (e.g., by level of prior 

belief). A total of 204 participants were recruited and were paid £6.00 for completion of the 

study. As such the study provides an adequate sample size to test the hypotheses. There 

was a total of 93 women, and the modal age groups were 31-35 and 36-40 years, with age 

groups ranging from 18-20 to 70+. 

Prior belief was coded from -3 to 3, so that a positive score indicates a positive prior 

belief, whilst a negative score indicates negative belief.  

8.2 Results 

8.2.1 Outcome density 

A paired samples t-test was conducted to test the outcome density effect across all 

conditions. To do so, the average of the two low density responses and of the two high 
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density responses were used. Participants gave significantly lower contingency judgements 

in the low-density condition (M=-12.52, SD=28.82) compared to the high-density condition 

(M=16.75, SD=24.21), t(203)=10.532, p < .001, Cohen’s d=0.74. Thus, an outcome density 

effect was observed. It also seemed slightly smaller than the average effect detected in the 

previous studies of this thesis. Previous outcome densities found in this thesis ranged from 

0.60 to 1.49.  

8.2.2 Cover story 

Four independent samples t-tests were conducted to test the outcome density effect 

within each cover story. Participants gave significantly lower judgements in the low density 

conditions compared to the high density conditions across all cover stories, marijuana 

effects t(202)=7.11, p < .001, social media effects t(202)=3.83, p< .001, technology effects 

t(202)=5.56, p< .001, and healthcare effects t(202)=7.39, p< .001 (Table 46).  

Cover story was manipulated within participants. However, outcome density was 

partially within-between, as each participant did two low and two high outcome density 

 Marijuana 

effects 

Social media 

effects 

Technology 

effect 

Healthcare 

effects 

Mean judgement (SD) 2.43 (39.62) -2.83 (38.34) 1.91 (34.81) 6.98 (39.69) 

Participants in high density 

condition 

102 102 103 101 

Mean High density response 

(SD) 

20.12 

(33.24) 

7.15 (37.05) 14.44 

(28.76) 

25.42 

(31.46) 

Mean Low density response 

(SD) 

-15.26 

(37.66) 

-12.81 

(37.37) 

-10.87 

(35.92) 

-11.11 

(38.70) 

95% CI for mean difference 25.58, 45.19 9.69, 30.23 16.34, 34.28 26.78, 46.27 

Outcome density effect size d 1.00 0.54 0.78 1.04 

95% CI for Cohen’s d 0.704,1.286 0.257,0.815 0.493,1.063 0.741,1.326 

 

Table 46. Mean (SD) judgements by manipulation of cover story and density 
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conditions. A random intercept model was used to examine these effects in more detail. 

Judgements was the dependent variable, with 4 (cover story: marijuana vs social media vs 

technology vs healthcare) by 2 (outcome density: low vs high) as the independent variable.  

There was a large main effect of density F(1, 816)=142.93, p < .001, participants gave 

higher judgements in the high outcome density condition compared to the low outcome 

density condition. There was a main effect of cover story F(3, 816)=2.78, p=.040, 

participants gave the highest judgements in the healthcare cover story, followed by 

marijuana, technology, and the lowest judgements in the social media condition, see Table 

46 for means and standard deviations. There was an interaction effect of cover story by 

density F(3, 816)=2.67, p=.047; in the high-density condition participants gave judgements 

from high to low in the order of healthcare, marijuana, technology, social media, which 

reflects the main effect of cover story. However, for the low-density condition, the more 

positive judgement was given to the technology cover story, followed by healthcare, social 

media, with the most negative judgements given to marijuana. Another way to characterise 

this interaction is that the size of the outcome density effect varied across the scenario, 

being medium-sized (d=0.5) for social media effects and large (d=1.0) for healthcare and 

marijuana effects. 

8.2.3 Time of prior belief measurement  

Time of prior belief measurement and cover story 

Four two-way ANOVAs were conducted to examine the effect of outcome density 

and time of belief measurement on judgement in each cover story by manipulation of cover 

story and density, by time of belief measurement. There was a main effect of density type 
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across all cover stories. There was no main effect of time of belief measurement, nor an 

interaction effect of density by time of belief measurement, see Table 47. Based on these 

analyses, it is implausible that any effect of measuring prior belief is anything other than a 

small effect.  

Time of prior belief measurement and prior belief 

To test if the contingency task influenced participants general beliefs about the 

association, four one-way ANOVAs were conducted with time of prior belief measurement 

(before contingency task vs after contingency task) as the independent between subject 

factor. The dependent variables were the 4 prior beliefs collected for marijuana, social 

  
F p ηp2 

Marijuana cover story 
  

 
Time of belief measurement 0.01 0.937 0.00  
Density 50.68 <.001 0.20  
Density * Time of belief measurement 1.15 0.286 0.01      

Social media cover story 
  

 
Time of belief measurement 0.25 0.618 0.01  
Density 14.52 <.001 0.07  
Density * Time of belief measurement 3.14 0.078 0.02      

Technology cover story 
  

 
Time of belief measurement 1.45 0.23 0.01  
Density 30.87 <.001 0.13  
Density * Time of belief measurement 0.63 0.429 0.00      

Healthcare cover story 
  

 
Time of belief measurement 2.16 0.144 0.01  
Density 54.93 <.001 0.22  
Density * Time of belief measurement 0.09 0.763 0.00 

 

Table 47 Four two-way ANOVAs to examine effect of density and time of belief 
measurement on contingency judgement, for each cover story. F(1, 200)= 
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media, technology, and healthcare questions for all participants. There was no main effect 

of time of belief measurement for any of the scenarios (Table 48). 

Overall, measured (‘prior’) belief did not differ significantly between the two 

measurement times. As such the contingency task has not substantially influenced the 

stated prior beliefs of participants. Due to a lack of main effects of time of prior belief 

measurement, this variable will not be used for further analysis.  

8.2.4 Prior belief effects 

Figure 21 shows the spread of prior beliefs responses across the four scenarios. 

Overall participants seem to have more positively skewed prior beliefs for the marijuana 

and privatised healthcare scenarios, the median response was 1 for marijuana, technology, 

and healthcare, and 0 for social media. With the possible exception of the marijuana 

scenario, the study has successfully identified scenarios for which there was considerable 

heterogeneity for prior beliefs. 

Prior belief, cover stories, and contingency judgements.  

Pearson’s correlations were conducted for the correlation between prior beliefs and 

judgements. The judgements were split by low density and high-density conditions, see 

Table 49. Overall, the prior beliefs for marijuana, social media, and technology, show a 

 
F p ηp

2 

Marijuana belief 3.21 .075 0.02 

Social media belief 0.82 .367 0.01 

Technology belief 0.12 .734 0.00 

Healthcare belief 0.18 .671 0.00 

 

Table 48 Four one-way ANOVAs to examine effect of contingency task on belief, for each 
cover story. F(1, 202)= 
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significant positive correlation with the high-density condition of the respective contingency 

Figure 21. Spread of prior belief across scenarios 

Density condition Prior beliefs 

Marijuana Media Technology Private 

Marijuana high 0.273** - - - 

Marijuana low -0.085 - - - 

Media high - 0.437** - - 

Media low - 0.013 - - 

Technology high - - 0.256** - 

Technology low - - -0.023 - 

Private high - - - 0.162 

Private low - - - -0.021 

**. Correlation is significant at the 0.01 level (2-tailed). 

 

Table 49.Correlations between prior beliefs and judgements (n=102) 
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condition. Stronger prior beliefs for these scenarios are associated with more positive 

contingency judgements in the high outcome density condition.  

A multiple regression was run to predict contingency judgement for each cover 

story, based on density type, prior belief, density type x prior belief (Table 50 and Figure 22). 

For the marijuana cover story, the regression was significant F(3, 200)=19.89, p < .001, 

adjusted R2=.218. The level of density, and the interaction between density and prior belief 

significantly predict contingency judgements (Table 50a). For the social media cover story, 

the regression was significant F(3, 200)=12.35, p < .001, adjusted R2=.144. The level of 

density, prior belief, and the interaction between density and prior belief significantly 

predict contingency judgements (Table 50b). For the technology cover story, the regression 

was significant F(3, 200)=12.28, p < .001, adjusted R2=.143. The level of density significantly 

predicts contingency judgements (Table 50c). For the healthcare cover story, the regression 

was also significant F(3, 200)=18.92, p < .001, adjusted R2=.209. The level of density 

significantly predicts contingency judgements (Table 50d). 
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 B 95% CI β t p 

Density 14.46 [9.02, 19.91] 0.37 5.24 <.001** 

Prior Belief 1.92 [-1.07, 4.90] 0.08 1.26 .208 

Density x prior belief interaction 3.83 [0.84, 6.82] 0.18 2.53 .012** 

Note. R2
adj=.218 (N=204, p <.001). CI=confidence interval for B 

** significant at the 0.05 level 

 

Table 50. Multiple regression for each cover story, by density, prior belief, and density x 
prior belief interaction 
Table a Multiple regression for Marijuana cover story 

 B 95% CI β t p 

Density 9.89 [4.94, 14.85] 0.26 3.94 <.001** 

Prior Belief 4.51 [1.77, 7.24 0.21 3.25 <.001** 

Density x prior belief interaction 4.24 [1.50, 6.97] 0.20 3.05 .003** 

Note. R2
adj=.144 (N=204, p <.001). CI=confidence interval for B 

** significant at the 0.05 level 

 

Table b Multiple regression for Social media use cover story 

 B 95% CI β t p 

Density 12.06 [7.53, 16.58] 0.35 5.26 <.001** 

Prior Belief 1.78 [-0.71, 4.26] 0.09 1.41 .160 

Density x prior belief interaction 2.24 [-0.25, 4.73] 0.12 1.78 .077 

Note. R2
adj=.143 (N=204, p <.001). CI=confidence interval for B 

** significant at the 0.05 level 

 

Table c Multiple regression for Technology cover story 

 B 95% CI β t p 

Density 16.49 [10.97, 22.01] 0.42 5.89 <.001** 

Prior Belief 1.43 [-1.49, 4.35] 0.06 0.97 .334 

Density x prior belief interaction 1.87 [-1.05, 4.79] 0.09 1.27 .207 

Note. R2
adj=.209 (N=204, p <.001). CI=confidence interval for B 

** significant at the 0.05 level 

 

Table d Multiple regression for Privatised healthcare cover story 
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Figure 22 Scatter plots of beliefs by contingency judgements for each cover story. Regressions lines by 
density level 
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8.3 Discussion 

This study used a contingency paradigm to investigate whether prior beliefs and 

cover stories influence judgements. I hypothesised that prior belief would influence 

judgements, such that people with stronger positive prior beliefs will have higher 

judgements. In addition to this, I also predicted that there will be a difference in judgments 

across the 4 different cover stories and that there would be an effect of outcome density. 

The study found support for the influence of effect of cover story and outcome density, and 

partial support for the effect of prior belief.  

8.3.1 Outcome density effects 

As expected, the outcome density effect was robust, and appeared in all conditions 

across the experiment. Participants consistently gave higher contingency judgements in the 

high outcome density condition compared to the low outcome density condition, replicating 

the findings of the previous experiments in this thesis. It is interesting that in the low 

outcome density conditions the mean is negative, indicating that the perceived contingency 

is negative, when the programmed contingency was zero. In addition to this, the mean of 

the high-density condition indicates that participants did not experience a highly positive 

contingency.  

8.3.2 Cover story effects 

As expected, a cover story effect was also found. Overall participants gave the 

highest judgements in the healthcare condition, followed by marijuana, technology, and the 

lowest judgements in the social media condition. This aligns with prior beliefs: in the 

healthcare and marijuana scenario, prior beliefs are generally positive, whereas in the social 
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media scenario participants held mixed views. However, cover story did have an interaction 

effect with outcome density, such that for the high outcome density condition, the same 

pattern is followed. However, for the low outcome density condition participants gave the 

highest judgement in the technology cover story, followed by healthcare, social media, and 

marijuana. This suggests that the high and low outcome density conditions are not 

experienced in the same way across the cover stories. In particular in the low outcome 

density condition, the mean contingency rating given was negative across all cover stories, 

however, it was most negative in the marijuana setting. As such these findings suggest that 

judgements of contingency depend on density type and cover story, with the size of the 

outcome density effect varies, being largest in the healthcare and marijuana scenarios and 

smallest in the social media scenario. For the social media cover story, the mean judgement 

across conditions was negative, suggesting that participants perceived a negative 

contingency overall for this cover story.  

8.3.3 Time of Prior Belief measurement 

The time of belief measurement was manipulated to see if the contingency task 

influenced belief. Also, time of belief measurement was manipulated to see if the 

contingency judgements varied depending on when prior beliefs were collected. Potentially 

by collecting prior belief before the contingency judgements, participants may be primed to 

think about the scenarios, which could influence their contingency judgements. However, 

time of prior belief measurement was not significant across either of these analyses, 

suggesting that the contingency task itself does not influence the pre-existing beliefs of 

participants, and participants were not influenced by thinking about the beliefs regarding 

the cover stories before the task.  
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8.3.4 Prior belief effects 

Prior belief and scenario 

There was a main effect of prior belief across the scenario found, which suggested 

that participants vary in their beliefs across the four scenarios of marijuana, social media, 

technology, and healthcare. This was expected, as in the pilot participants also varied in 

their beliefs across this scenario. Interestingly the spread of responses was different across 

the four scenarios, with some more positively skewed (marijuana and healthcare) whilst 

others were more evenly distributed (social media and technology).  

Prior belief, cover stories, and contingency judgements 

Across all the cover stories a main effect of density was found suggesting that 

regardless of cover stories, participants overall gave higher contingency judgements in the 

high outcome density condition compared to the low outcome density condition. I had 

predicted an effect of prior belief; however, this was only partially supported. Prior belief of 

the marijuana, media, and technology scenarios, positively correlated with the high-density 

condition of the respective cover stories. This suggests that those with stronger prior beliefs 

gave higher judgements in the high-density condition. However, this effect only held true 

for the social media cover story with the inferential analysis.  

For the marijuana and social media cover stories there was also an interaction of 

prior belief by density, suggesting that for both cover stories, the contingency judgements 

participants made, are dependent on their prior belief and the density type. The interaction 

indicates that for the low outcome density participants generally give lower contingency 

judgements regardless of prior belief. However, for the high outcome density condition, 
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prior belief affects contingency judgements, such that more positive prior beliefs result in 

more positive contingency judgements, and more negative prior beliefs, results in more 

negative contingency judgements. Although this effect seems more the case for very 

positive or very negative prior belief. This is particularly interesting as those who held a 

more negative prior belief, perceived a negative contingency in the high-density condition, 

thus far in this thesis, the high-density condition has always been perceived as positive and 

never less positive than the low outcome density condition, which is the case here. This 

supports the hypothesis that extreme prior beliefs influence contingency judgements and 

the findings of the prior literature (Catena et al., 2008; Czupryna et al., 2021; Yarritu & 

Matute, 2015). These results imply a kind of preparedness to learn or mislearn in line with 

expectation. The results also suggest that for these cover story, when the prior belief is so 

strong, the outcome density bias can be overcome, and participants can perceive a negative 

contingency, even with a high outcome density condition. The literature thus far has shown 

that participants pretty much always perceive a positive contingency in a high outcome 

density, even when the contingency is zero. However, these findings suggest that strong 

prior beliefs can overcome this effect.  

This effect was found for the social media cover story, this may be due to the fact 

that the outcome density effect itself was much smaller for this cover story (0.54), 

compared to the other cover stories, and the only cover story for which the mean 

contingency judgement was negative. Although it was also found for the marijuana cover 

story which has a larger effect size (1.00). These findings together suggest that cover stories 

can affect the contingency judgments participants made, particularly if the cover stories are 

related to strong prior beliefs that participants may hold. As such the strong outcome 
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density effects seen in prior studies, may be due to the lack of strong prior beliefs 

participants hold regarding those cover stories. Many of the stories used within contingency 

literature which uses passive paradigms use abstract scenarios (Crump et al., 2007; Kattner 

& Ellermeier, 2011) or the real life scenarios used such as growing plants (Moreno-

Fernández et al., 2017; Wasserman et al., 1996) or fictitious medication treatment (Barberia 

et al., 2019; Blanco et al., 2013; Chow et al., 2019b; Klauer & Meiser, 2000; Lee & Lovibond, 

2021; Matute et al., 2011b; Shanks & Lopez, 1996; Vadillo et al., 2011a; Yarritu & Matute, 

2015). All of these are scenarios that participants may not care about or hold well-defined 

beliefs about. In addition to this, with the medical cover stories where patients are provided 

with some form of medication, participants may implicitly hold the belief that medications 

are more likely have some outcome than no outcome, based on life experiences, as such 

those contexts may results in more positive judgements even in zero contingencies.  

8.3.5 Theoretical Evaluation 

Contingency account 

 The contingency account does not explicitly consider these factors within the 

account. If the prior beliefs have developed from prior real-life experience of the four cell 

types of the contingency tables, then these may be taken into account when participants 

are making their contingency judgements. For example, if participants hold strong beliefs 

that social media use does not increase sociability, due to past experiences, this will count 

as cell B trials (cue-no outcome, with outcome being sociability). As cell B trials decrease 

positive judgements, this may reduce the overall positivity of the judgements. In addition to 

this, if past experiences are included within the contingency calculation, this changes the 
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contingency from the pre-programmed zero contingency to a negative contingency. Table 

51 demonstrates the effect of prior belief on ΔP. 

 I found that people with a prior belief favouring a positive association between 

marijuana use and health gave more positive contingency judgments for this association. 

Using the framework from Wasserman, this would mean that it is as if they gave higher 

weight to cell A and D relative to other cell counts. In contrast, people with a prior belief for 

the negative association between social media use and sociability gave more negative 

contingency judgments for this association. Using the framework from Wasserman, this 

would mean that it is as if they gave greater weight to cell C and B relative to other cell 

counts. 

It is not always feasible to judge what people’s prior experiences or beliefs are, nor 

the extent to which this may influence judgements. In the tasks participants are not 

explicitly asked to simply focus on the task at hand and to not incorporate trials or 

experience that could have occurred prior to the experiment in their judgement. Asking 

participants to ignore their prior experince or beliefs may be hard, as implicit biases are hard 

Outcome density at Zero Contingency 

Medication  

Recovery  

Present Absent  

Present 4 16 P(O/C) = .2 
Absent 4 16 P(O/~R) = .2 

  ΔP = .2-.2=0 

Outcome density at Zero Contingency with past experiences accounted for 

Medication  

Recovery  

Present Absent  

Present 16 16 P(O/C) = .5 
Absent 16 4 P(O/~c) = .8 

  ΔP = .5-.8= -0.3 

Table 51 Influence of prior beliefs on contingency calculations 
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to overcome, as such this may not be feasible. As such prior beliefs may always influence 

judgements.  

Associative account 

Similar to the previous reasoning given, if the prior beliefs have developed from prior 

real-life experience of cue and outcome occurrences, then these could carry over into the 

experimental paradigm. The model is based on the concept of associative history of cues 

(i.e., the prior training that they have received). As such participants may already have some 

level of associative strength between cue and outcome. The experimental paradigm could 

then increase or decrease the associative strengths. As such an effect of prior belief is 

possible to account for with the associative perspective.  

Probabilistic account  

Whilst the account does not explicitly consider the role of prior beliefs. If prior 

beliefs have developed from prior real-life experience with the cue and outcome 

occurrences, then it would be reasonable to assume that cue-outcome pairings observed in 

the experimental setting may provide further opportunity for learning 

8.3.6 Limitations and future direction 

The cover stories chosen for this experiment, were the options which participants 

on-average had more neutral beliefs on from the pilot. This was a choice made to avoid 

uniform belief scenarios. However, by only choosing scenarios that were more neutral, the 

effect of extreme prior beliefs cannot be examined in further detail. As such further 

research on the effect of cover stories which people may hold strong positive or negative 

prior beliefs on would be good direction to take this research further. A large outcome 
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density effect is expected when most people have extreme positive beliefs. A smaller 

(maybe small, maybe zero, perhaps even reversed) outcome density effect is expected 

when people have extreme negative beliefs. Currently this study shows that strong negative 

prior belief can overcome the typically seen positive bias in a zero contingency high 

outcome density condition. It would be interesting to see if strong positive prior beliefs can 

overcome a programmed negative contingency, and to what extend this may occur. In 

addition to this a two-part study where the beliefs are elicited a week in advance, perhaps 

embedded in a series of other foil judgments could also be conducted.  

However, in the wider context, this role of belief on judgements, and that prior belief 

can overcome programmed judgements may suggest that intervention which targets those 

with strong negative prior belief, may be resistant to changing their belief. As such this line 

of research could go much further. Other factors such as the source of belief, beliefs on 

associated topics, personal experience etc. could be examined. In addition to this, further 

exploration of how strong positive or negative prior beliefs influence judgements across 

zero, positive and negative judgements could be examined. 

Experiment 6 found evidence of an effect of cover story. That is, the cover story used 

can affect the contingency judgements participants give, as such cover stories may lead to 

biases. An overall limitation of the methodology of this thesis is the use of the medication 

cover story across 6 of the 7 experiments. Participants may be slightly biased in that people 

tend to have an implicit belief that medications work or have some effect. This may explain 

the general positive shift effect seen across experiments. An important extension of this 

thesis was to include a 6th experiment introducing four novel cover stories. This allowed me 

to examine the possible impact of prior belief on contingency judgment in a more 
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comprehensive manner that has previously been done (to the best of my knowledge). As 

such this experiment has shown that the cover story chosen for an experimental paradigm is 

important. However, by changing the cover stories, the wording of the scales and the 

contingency judgement question itself had to be changed, which could influence the 

judgments given by participants. However, it would be worthwhile to further explore cover 

stories, particularly cover stories which are more neutral in nature and to see if there are 

cover stories for which participants give judgement of zero contingency.  

8.4 Conclusion 

To summarise, the cover stories used within contingency paradigms can influence 

the contingency judgements given. In addition to this, pre-existing prior belief can also 

influence contingency judgements, depending on the cover story used. As such when 

designing experiments that may use a more “real-world” scenario, it is important to 

consider the influence of pe-existing prior beliefs. The outcome density effect is robust 

across all conditions, although the size of the effect varies. However, the size of the 

outcome density effect may be a function of the cover stories used.  
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Chapter 9: Affect 
 

As I am interested in the real-world application of the contingency paradigm when 

assessing false belief formation, a key factor to consider is, how does affect state influence 

judgements?  

In this chapter I will summarise the literature on the depressive realism effect. This 

effect suggests that estimates of control in contingency paradigms differ between 

depressed and non-depressed participants, such that depressed participants do not 

overestimate their estimates of control, whilst non-depression participants do. This is 

interesting as this could help identify the mechanism which leads people to overestimate 

control, in zero contingencies. Whilst all of the illusion of control work focusses on active 

tasks, it is unclear if these effects can be duplicated in passive tasks which are of interest for 

this thesis. And if they can be duplicated, then the theories used to explain the illusion of 

control, may shed light on the overestimate of contingency judgements seen in passive 

tasks. Several theories have been provided to explain this effect such as the motivational 

hypothesis, and learned helplessness, which provide explanations in terms of behaviours. 

Whilst Msetfi et al's (2013) work on the effect of ITI suggests a non-behavioural mechanism. 

However, there are also many studies which have failed to replicate this effect. As 

such it is unclear if a) this is a robust effect b) whether this effect actually relates to 

depression or to another affective state. For example, anxiety and depression are highly 

morbid disorders (Mineka et al., 1998; Pine et al., 1998; Vos et al., 2017; Wittchen et al., 

2011). Hence the depressive realism effect might not necessarily be about depression but 
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may be driven by anxiety. Similarly stress and depression are comorbid (Wheatley, 1997), 

with long term stress thought to result in depression (van Praag, 2004).  

Alternatively, depression may be linked to negative affectivity (Danhauer et al., 

2013). Negative affect is thought to be related to depression, but does differ, as people can 

experience one and not the other. However negative affect tends to be highly correlated 

with depression. Rumination has been considered to be factor which links negative affect 

and depression (Iqbal & Dar, 2015). Hence negative affect may be the underlying affective 

state which leads to the depressive realism affect. Although research suggest that clinically 

depressed participants have lower positive affect scores compared to healthy controls 

(Suslow et al., 2019). As such the depressive realism effect may be due to lower or even a 

lack of positive affective state. 

Those with depression have been found to have symptoms of suppressed or over 

anger (Busch, 2009; Busch et al., 2004; Sahu et al., 2014). Difficulties in controlling anger is 

considered by some to play a role in the onset and persistence of depression (Luutonen, 

2007). And there have been positive associations found between levels of anger and 

hostility with depression (Riley et al., 1989).  

Overall, it is unclear if the depressive realism effect can be replicated in passive 

contingency tasks. If it can be replicated, then the overestimation of contingency 

judgements seen in this thesis, and the literature, may be partially explainable by the 

theories which explain the overestimation of control in non-depressed participants. Also, it 

is uncertain if the depressive realism effect is actually due to depressive state, or another 

affective state that depression may be comorbid with. As such this chapter outlines the 
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depressive realism literature, along with considerations of the other affective states. The 

depressive realism effect is then examined in a passive contingency task.  

9.1 Depressive realism 

One strong direction the contingency research has taken, which helps to answer this 

question, is towards the influence of depressive state on contingency judgements. Alloy and 

Abramson (1979) found that individuals with depression, had more accurate judgements of 

the relationship between their actions and outcomes compared to non-depressed 

individuals. Specifically, these researchers found that non-depressed individuals believed 

they had higher control over outcomes in the high outcome density compared to the low 

outcome density condition, although this effect varied depending on the particular 

experimental condition. For depressed individuals, however, judgments of control over an 

outcome were similar between high and low outcome densities. For each condition 

depressed participants accurately featured low perceived control, as such there was no 

evidence of the illusion of control in depressed participants. This effect is known as 

depressive realism (Alloy & Abramson, 1988).  

Alloy and Abramson’s studies suggest that affect might shape how cues and 

outcomes are cognitively processed. Particularly, negative affect such as depression can 

allegedly remove the density effect. Alloy and Abramson (1979) explain these findings in 

terms of the modified learned helplessness hypothesis (Miller & Seligman, 1975). This is the 

concept that when people become exposed to stressful or aversive situations repeatedly, 

and the situation stops independent of their own actions, those events are classified as 

being uncontrollable. The learned helpless hypothesis also suggests there are motivational, 
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cognitive, and associative deficits. The motivational deficit in the hypothesis suggests that 

people have less motivation to initiate responses, whilst the cognitive or associative deficit 

refers to the difficulty in learning future response-outcome contingencies. As such they 

learn to not even try changing such situations, hence “learned helplessness”. In addition to 

this people who consistently learn that responses and outcomes are non-contingently 

related become depressed. Altogether the learned helplessness hypothesis suggest that 

people with depression have poor performance on instrumental tasks, partly due to an 

associative or cognitive, and motivational deficits. The learned helplessness hypothesis then 

provides the prediction that those with depression will underestimate their degree of 

control over the outcomes, whilst non-depressed participants will overestimate their degree 

of control.  

However, this does not explain the Alloy and Abramson findings. While depressed 

participants were accurate in their ratings of the contingency, the non-depressed 

participants did not show consistent illusions of control across all experimental conditions. 

As such Alloy and Abramson proposed that those with depression are characterised by not 

having expectations of control, and this only interferes with the initiation of responses 

which links to the motivational deficit of learned helplessness. However, the lack of 

expectation in control does not interfere with the perception of the response-outcome 

relationship which links to the associative deficit in helplessness. As such the modified 

learned helplessness hypothesis suggests that people with depression perform worse on 

instrumental tasks than non-depressed people, as they fail to form the responses that 

increase the probability of an outcome, rather than due to those with depression being 

unable to differentiate between the effect their responses have on the outcome.  
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Alloy and Abramson also provide an alternative explanation for the findings based 

within social psychology, in a form of misattribution as people generally attribute causality 

to self when succeeding in a task, and causality to the environment or situation when failing 

in a task (Feather, 1969; Fitch, 1970; Streufert & Streufert, 1969; Weiner et al., 1971; 

Wortman et al., 1973). With these findings it is suggested that people are using motivation 

to enhance their self-esteem by attributing success to self, and by attributing failures to the 

environment, this avoids lowering or damaging their self-esteem (Bradley, 1978; Miller, 

1978; Miller & Ross, 1975). This reasoning is applied to contingency judgements, such that 

non-depressed participants did show the illusion of control when outcomes occurred, 

however did not show the effect when the outcomes did not occur to avoid lowering their 

self-esteem. As such depressed participants who believe they cannot control the lack of 

outcomes must then believe this lack of control is due to external factors rather than 

internal factors. If depressed participants are assumed to not be motivated to care about 

their self-esteem, their accuracy of contingencies follows as they do not care about 

maintaining or enhancing their self-esteem, whether the outcome occurs or not, or if the 

outcome is bad or good. This suggests that depression is often linked to low self-esteem 

(Sowislo & Orth, 2013). As such Alloy and Abramson present a motivational hypothesis that 

differential motivation for maintaining self-esteem may explain the difference in findings 

between depressed and non-depressed participants.  

9.1.1 Further support and alternative explanations 

Msetfi et al. (2005) further explored depressive realism and intertrial interval (ITI) in 

two experiments using action-outcome contingency judgment tasks. They used a 2 (mood: 

depressed vs non-depressed) × 2 (ITI length: short vs long) × 2 (possibility of outcome in ITI: 
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presence of lightbulb vs blank screen) × 2 (gender) fully between-subjects design. One 

hundred and twenty-six participants judged the extent to which their pressing of a button 

controlled the onset of a light, on a 0 to 100 scale, after 40 trials. They used a high outcome 

density zero contingency condition where the probability of the onset of the light was .75 , 

regardless of whether the button was pressed. Depressed participants did not differ in their 

judgements of control between the short and long ITI conditions, whereas non-depressed 

participant gave significantly higher judgements in the long ITI condition compared to the 

short ITI condition.  

In the second experiment Msetfi et al. (2005) used a 2 (mood) × 2 (ITI length) × 2 

(outcome density) × 2 (gender) fully between subjects design to further explore the ITI 

effect. An additional condition of low (0.25) vs high outcome (0.75) density was added, as 

previously only a high-density condition was used. Ninety-six participants provided 

judgements of control. The results suggested that there were no effects of ITI in the low 

outcome density condition for any group. However, in the high outcome density condition 

an effect of ITI was found. Non-depressed participants significantly differed in their 

judgements between short and long ITI conditions, whilst the depressed participants did 

not. In addition to this, the results also suggested that when ITI was short there was no 

outcome density effect, whereas when the ITI was long there were outcome density effects.  

Overall, the two experiment together suggest that the depressive realism effect is a 

function of outcome density and the intertrial interval length (ITI). The depressive realism 

effect was only found when participants were in the long ITI condition, that is they were 

exposed to long periods of no action-no outcome trials within the experimental context. 

When these ITI or these no action-no outcome trials are included in the contingency 
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calculation it can change the overall experienced contingency of participants in such a way 

that is very different to the programmed contingency. Table 52 shows that when extra no 

action-no outcome trials are added, which are in effect ITis, the probability of outcome 

occurring in the absence of cue, decreases. Overall, this increases the contingency. Msetfi et 

al., suggest that non-depressed participants take into account ITIs when giving contingency 

judgements, as such showing increased judgments of control which more accurately reflects 

the experienced contingency when considering the ITIs. Meanwhile depressed participants 

do not take into account the ITI to the same extent. As such depressive realism may be due 

to reduced contextual processing instead of increased accuracy of contingency judgement 

or negative expectation. Hence Msetfi et al. (2005) provides an alternative explanation for 

the depressive realism effect and suggests that the effect is consistent with the cognitive 

distortion view of depression. They argue that symptoms of depression include cognitive 

symptoms of difficulties in concentration and attention (American Psychiatric Association, 

2022). The ITI results in extended waiting periods which could lead to problems in 

maintaining attention on the task. As such the contextual information of the trial may not 

be processed accurately by depressed participants compared to non-depressed participants, 

overall leading to the depressive realism effect.  

Zero Contingency with no intertrial interval 

Action 

Outcome  

Present Absent  

Present 15 5 P(O/C)=.75 
Absent 15 5 P(O/~C)=.75 

  ΔP=.75-.75=0 

Zero Contingency with intertrial interval 

Action 

Outcome  

Present Absent  

Present 15 5 P(O/C)=.75 
Absent 15 5+5 P(O/~C)=.60 

  ΔP=.75-.60=0.15 

 

Ftable  

Table 52 Zero contingency calculations with and without intertrial intervals 
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Further support for the role of ITIs in contingency judgements comes from Msetfi et 

al's (2007) experiment which investigated the influence of ITIs on judgements across zero, 

positive and negative contingencies, between depressed and non-depressed participants. In 

a 2 (contingency: zero, positive) by 2 (length of intertrial interval: short, long) by 2 (mood: 

nondepressed, depressed) by 2 (sex: female, male) fully between-subjects design 96 

participants provided judgements of control. They found a significant main effect of 

contingency; participants gave higher judgements in the positive contingency compared to 

the zero contingency. Similarly, an interaction effect of ITI by mood indicated that when ITI 

was long non-depressed participants gave higher judgements in both zero and positive 

contingencies compared to depressed participants. This replicated previous research and 

suggests that the ITI effect with depressive realism extends to positive contingencies as well.  

In a follow up experiment with 48 participants, the same effect was examined in the 

negative contingency condition (Msetfi et al., 2007). An interaction effect of mood by ITI 

was found, suggesting that non-depressed participants gave higher judgements of control in 

the long ITI condition compared to the short ITI. The depressed participants gave more 

negative judgements in the long ITI condition.  

9.1.2 Non-replication of the Depressive Realism Effect 

Whilst the above studies have shown the depressive realism effect and the various 

conditions under which it may occur, many studies have failed to replicate this effect 

(Bryson et al., 1984; Dobson & Pusch, 1995; Kapcli & Cramer, 1999). Dev et al. (2022) 

attempted to replicate the original Alloy and Abramson study to see if the depressive 

realism effect could be found, across two experiments using a similar study design. The 
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study used a 4 (inventory to diagnose depression-current (IDD-C)) x 3 (contingency 

condition: high outcome density in zero contingency, low outcome density in zero 

contingency, high outcome density in positive contingency) x 2 (gender) between subjects’ 

design. The IDD-C was used to split participants into 4 groups based on minimal, mild, 

moderate, and severe depressive symptoms.  

On hundred thirty-six undergraduate students and 246 participants were recruited 

from Mturk who completed an adapted version of the Alloy and Abramson (1979) task. 

Across 40 trials, participants could choose to press a button after which a lightbulb may 

appear. After every 10 trials participants provided judgements of control on a 0 to 100 scale, 

half the participants were asked about the lightbulb appearing, whilst the other half were 

asked about the lightbulb not appearing. In addition to this, participants were randomly 

assigned to a positive contingency, a zero contingency with low outcome density, or a zero 

contingency with a high outcome density condition. Participants were pre-screened 

according to the Inventory to Diagnose Depression – Current, to give four levels of 

depression severity. As the original depressive realism effect was found in women, gender 

was also included as a factor. Compared to the original Alloy and Abramson (1979) task the 

positive contingency condition was added, and participants depressive traits were measured 

using the IDD-C.  

Main effects of contingency were found, such that participants’ judgements 

significantly differed between contingency conditions. A main effect of depression was 

found; however, the results suggest that increased depression severity results in 

overestimation of judgements of control compared to lower levels of depression. This 

contradicts the earlier findings on the depressive realism effect. 
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9.2 Anxiety  

Anxiety and depression are highly comorbid disorders (Mineka et al., 1998; Pine et 

al., 1998; Vos et al., 2017; Wittchen et al., 2011). Hence there are concerns that the 

depressive realism effect might not necessarily be about depression, but may be driven by 

anxiety, which is supported by the Dev et al. (2022) study. As such to clarify this effect, 

further examination of anxiety is needed.  

Dev et al. (2022) also collected anxiety measures from the participants, in particular 

anxiety was measured using the anhedonic depression and anxious arousal subscales of the 

mood and anxiety symptoms questionnaire (MASQ) (Wardenaar et al., 2010). Greater 

anxious arousal led to increased control bias and had a significant interaction with 

contingency type. The control bias was greatest in the zero contingency conditions 

compared to the positive contingency. Within the zero contingency there was greater 

control bias with the high outcome density condition. This suggest that anxiety may 

influence the illusion of control, with the greatest effect under zero contingency conditions.  

Obsessive compulsive disorder (OCD) is thought to be characterised by anxiety 

(American Psychiatric Association, 2022). OCD is a condition whereby patients suffer from 

obsessive thoughts which are distressing, such as harm befalling loved ones, which results in 

repeated actions they feel compelled to act on (American Psychiatric Association, 2022). 

There is debate regarding the reasoning for the compulsions in OCD, with some claiming 

these are attempts to reduce anxiety and gain control over the threats (Carr, 1974; Foa & 

Kozak, 1986; McFall & Wollersheim, 1979) due to a lack of perceived control in their life 

(McLaren & Crowe, 2003; Moulding & Kyrios, 2006). However others suggest that 
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compulsions are due to the belief of those with OCD that they have excessive control over 

or sense of power (Salkovskis et al., 1998).  

Gillan et al. (2014) investigated the role of perceived control in patients with 

obsessive -compulsive disorder (OCD) using an illusion of control paradigm, used by Alloy 

and Abramson (1979). Twenty-six control participants were matched to 26 patients with 

OCD, who completed the illusion of control paradigm, which included both high and low 

outcome density conditions. Depression measures were also collected for all participants.  

Main effects of OCD condition and outcome density were found however there was 

no interaction effect of OCD condition by outcome density. Participants gave higher 

judgements of control in the high outcome density condition compared to the low-density 

condition. Also, participants with OCD provided lower estimates of control in both the low 

and high outcome density conditions, than the control participants. There was no effect of 

depression on control. The results of the Gillan et al. (2014) study suggest that OCD patients 

have reduced sense of control; however, the study also found no relationship between the 

illusion of control and depressive symptoms. A limitation highlighted in this study, was the 

lack of comparison to patients with generalised anxiety disorder (GAD) who present with 

positive symptoms, as this could help to see whether the reduced control seen in OCD 

patients is due to anxiety, or the other features of OCD. As such anxiety is another affective 

state that is of interest to the current study.  

9.3 Positive and negative affect  

Negative affect and depression are thought to be related, however people can 

experience one and not the other (Danhauer et al., 2013). Negative affect tends to be highly 
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correlated with depression. Research suggest that clinically depressed participants have 

lower positive affect scores compared to health controls (Suslow et al., 2019). As such the 

depressive realism effect may be due to lower or even a lack of positive affective state. 

Novovic et al. (2012) conducted an experiment on the influence of positive and 

negative affect on the illusion of control on fifty-four participants. Both positive and 

negative affect was measured at three-time points; two weeks prior to the task, 

immediately before and after the illusion of control task. They found that all three 

measurements of the positive affect schedule were significantly correlated with the 

increased illusion of control, whilst none of the negative affect subscales were correlated. 

Overall, this study provides evidence for positive affect influencing contingency judgements 

in active paradigms. This study also suggests that negative affect is not relevant in the 

prediction of control over uncontrollable situations, which may seem contrary to the 

evidence shown thus far on depressive realism. The hierarchical model by Watson provides 

a possible explanation for these results (Watson, 2005). The model suggest that depression 

consists of a mixture of symptoms from both negative and positive affect. From negative 

affect, depression includes states of high distress and high negative emotions, whilst from 

positive affect states of low joy of life, general loss of motivation and enthusiasm, and ability 

to enjoy every day routines are characteristic of depression. As such the results of the 

Novovic et al. (2012) suggest perhaps that depression is acting on the illusion of control 

effect, through low positive affect, rather than through high negative affect. As such low 

affect or the absence of depression increases the illusion of control, due to higher positive 

affect.  
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Overall, this study suggests that participants who are high in positive affect may be 

more susceptible to believe that a relationship exists between cause and effect. This 

indicates that the depressive realism effect is due to low positive affect, rather than 

negative affect. Interestingly the study suggests that low positive affect leads to accurate 

judgements, whilst increased positive affect leads to overestimation of judgements. Positive 

affect have been found to lead to an increased belief that causes and effects are linked 

compared to negative affect (Clore & Huntsinger, 2007). 

9.4 Anger 

Anger as an emotional state is known to influence people’s perceptions and 

formation of their decision. In addition to this it may guide their behaviour whilst they are 

angry. Those with depression have been found to have symptoms of suppressed or over 

anger (Busch, 2009; Busch et al., 2004; Sahu et al., 2014). Difficulties in controlling anger is 

considered by some to play a role in the onset and persistence of depression (Luutonen, 

2007). And there have been positive associations found between levels of anger and 

hostility with depression (Riley et al., 1989).  

Anger makes people optimistic about their own chances of success (Fischhoff et al., 

2005) in risky situations in comparison to neutral or fearful emotional states. When 

participants were presented with Kahneman and Tversky’s disease problem (Tversky & 

Kahneman, 1981) and required to choose between a gamble or a sure option, regardless of 

the framing those with an angry disposition tended to make risk seeking choices whilst 

those with a fearful disposition chose risk averse choices (Lerner & Keltner, 2001). 

Moreover, angry participants are more likely to make stereotypic judgements in comparison 
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to participants who are more neutral or ‘sad’ (Bodenhausen et al., 1994). Similarly, 

participants who scored highly on anger measures had a greater reliance on heuristic cues. 

Intuitively it may be thought that anger as a negative emotional state would lead to more 

pessimistic choices and expectation, however the literature suggests that anger as an 

emotional state induces optimism and risk seeking. Increased anger may lead to increased 

relative sensitivity to irrelevant contextual cues, as there may be greater reliance on 

heuristic cues. As such during the high-density conditions although there is no relationship 

between the cue and outcome, the increased frequency of cue-outcome pairing may bias 

judgements. Anger is considered to be a negative emotion however it could lead to greater 

outcome density bias, this is an interesting affect state to explore further.  

9.5 Summary 

To summarise, the research within the contingency literature indicates that 

depression may influence biases in learning related to false beliefs (e.g., Alloy & Abramson, 

1979). To date, most of this work has focused on the impact of negative mood (Msetfi et al., 

2005) compared to neutral mood, and how this may influence contingency judgements. 

However, the influence of other forms of affect, such as anxiety, or anger, or positive affect 

have been studied less. Research from other areas of cognitive psychology indicates that 

other forms of affect can influence judgement in general. Overall, this suggests that 

contingency judgements may vary as a function of individual differences in affective state.  

In addition to this, the research within contingency judgements has focused on the 

illusion of control, an active form of a contingency paradigm, which does not fully translate 

to the passive contingency paradigm of interest for this thesis. In a book chapter Alloy et al. 
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(1985) described three experiments which used passive contingency paradigms to explore 

the depressive realism effect. Across these studies by Alloy et al. (1985) no depressive 

realism effects were found, however these studies were only briefly presented in the 

chapter and the details on the data and method have not been provided comprehensively in 

journal articles.  

The question is thus how well findings from studies that operationalized negative 

affect as depression generalize to other forms of negative affect. To assess the impact of 

affect on judgements I ran a well powered study which tested whether individual 

differences in dispositional affect shapes judgment. Specifically, testing that people who feel 

relatively affectively positive will be more prone to believing in false beliefs due to their 

relative insensitivity to contextual cues. In contrast, those who have a negative affect (e.g., 

depression, anxiety, stress, and negative affect) will be less prone to believing false beliefs. 

In this study I propose to assess the generality of the influence of affect on the formation of 

false beliefs. To this end, the study used a series of validated affect measures, including the 

Depression Anxiety Stress Scales (Lovibond et al., 1995), Positive and Negative Affect 

Schedule—expanded form (Watson & Clark, 1994), and Buss-Perry Aggression 

Questionnaire (Buss & Perry, 1992).  

9.6 The current study 

The contingency literature suggests that affect, such as depression may influence 

biases in learning, particularly that depressed participants provide a more accurate 

judgement of contingencies compared to non-depressed participants (Alloy & Abramson, 

1979; Msetfi et al., 2005). In addition to this research also suggests that positive affect may 
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exaggerate the contingency judgements participants provide. (Novovic et al., 2012). As such 

this experiment investigated the hypothesis that affect influences judgement in zero 

contingency, however the research in this area has focused on the influence of affect in 

active contingency paradigm, the illusion of control, rather than the passive contingency 

tasks.  

This experiment had two aims. Firstly, to see if the depressive realism effect could be 

replicated, along with the effect of positive affect on contingency judgment, using passive 

contingency tasks. Secondly this experiment aims to explore how other types of affect 

influences’ the outcome density effect as the focus of the literature has been mainly on 

depression, with one study on positive and negative affect. The hypothesis tested is that 

people who feel affectively relatively positive will be more prone to believing in false beliefs 

due to their relative insensitivity to contextual cues was tested. In contrast, those who have 

a negative affect (e.g., depression, anger, anxiety, negative affect) will be less prone to 

believing false beliefs. In this study I propose to assess the generality of the influence of 

affect on the formation of false beliefs. The main goal of this chapter is to examine whether 

the outcome density effect is robust. In addition to this, the chapter examines whether 

factors (affect) beyond methodological variations influence the outcome density effect. 

9.7 Methods 

9.7.1 Design 

Judgement of effectiveness of medication in treating illness was the dependent 

variable. Outcome density (within-ss: high vs. low density) was varied in the experimental 

design. And natural differences in affect were also measured as another predictor variable. 
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9.7.2 Materials  

The same medical treatment paradigm outlined in chapter 2 was used. Contingency 

judgement in one high and one low outcome density conditions was collected for all 

participants. The affect measures outlined below were used as the predictor variables and 

were self-report questionnaires.  

Depression, Anxiety, and Stress 

Depression, anxiety and stress were measured using the depression anxiety stress 

scales (DASS) (Lovibond et al., 1995) scale. The DASS is a 42-item self-report instrument 

designed to measure the three related negative affect states of depression, anxiety and 

tension/stress. The DASS uses a 4-point scale, ranging from 0=did not apply to me at all, to 

3=applied to me very much, or most of the time over the past week. There are 14 items for 

each subscale, which are summed to give a maximum score of 42 per subscale. Both the 

Beck’s depression inventory (BDI) (Beck et al., 1961) and the DASS has been used across the 

affect contingency literature (Cavus & Msetfi, 2016; Msetfi et al., 2015). The DASS 

depression scale shows correlations of 0.74 with the BDI, and the DASS anxiety scale shows 

correlations of 0.81 with the Beck Anxiety Inventory (BAI) (Lovibond & Lovibond, 1995). The 

BDI differs from the depression subscale of the DASS, as the BDI includes items such as 

insomnia and weight loss, which are not measures of affect. The DASS has good internal 

consistency (α=0.89) (Akin & Çetın, 2007). The DASS was chosen over the BDI as the DASS 

also includes other negative states of stress and anxiety, which are of interest to this study, 

and allows more measures to be tested with fewer items, to reduce participant fatigue 

effects.  
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Positive and negative affect 

The PANAS-X is 20 Item scale measuring affect with 10-item subscales, each 

measuring negative and positive affect (Watson & Clark, 1994). The PANAS uses a 5-point 

scale ranging from 1=very slightly or not all to 5=extremely. The scores for the 10 items in 

each subscale are summed for overall positive and negative affect scores, which gives a 

maximum score of 50 for either subscale. The subscales of positive and negative have good 

internal consistency (α=0.90, α=0.91 respectively), and good levels of test-retest reliability 

(Positive Affect=0.80, Negative Affect=0.76) (Serafini et al., 2016). 

Anger and hostility 

Anger and hostility was measured using the Buss-Perry Aggression Questionnaire 

(BPAQ) (Buss & Perry, 1992). The BPAQ is a 29-item self-report questionnaire designed to 

measure four factors of aggression: anger, hostility, verbal aggression, and physical 

aggression. The BPAQ uses a 5-point scale, ranging from 1=extremely uncharacteristic of me 

to 5=extremely characteristic of me. The measures for verbal and physical aggression were 

not included in the analyses as these are not forms of affect. Anger has 7 items whilst 

hostility consist of 8 items, which are summed to give a maximum score of 35 and 40 

respectively. The subscales of anger and hostility show internal consistency of α=0.73-0.64, 

α=0.73-0.78, respectively (Hornsveld et al., 2009). 

The following scales were also included in the study however are not part of the 

main analyses for the purposes of this thesis. The Santa Clara Strength of Religious Faith 

Questionnaire (SCSORF) (Plante & Boccaccini, 1997). The SCSORF is a 10-item self-report 

questionnaire designed to assess strength in religious faith. The gratitude questionnaire 
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(McCullough et al., 2002) is a 6-item self-report scale measuring gratitude. The Rosenberg 

self-esteem scale (RSES) (Rosenberg, 2006), is a 10-item self-report questionnaire measuring 

global self-worth by measuring both positive and negative feelings about the self.  

9.7.3 Procedure  

Participants were recruited through crowdsourcing platform Prolific.co and the 

Department of Psychology research participation pool at King’s College London (SONA). 

Upon sign-up, participants were given a link to the study. Participants logged into the 

experiment, read the information sheet, provided consent to participate, and answered 

demographic questions (gender, age, ethnicity, and ability to communicate in English). 

General instructions followed. Participants then answered the questionnaires on affect. 

Following this participants completed the contingency task used previously. However, 

participants only took part in one high and one low density condition, both of which were 

completed in the same session. The task took on average 24.5 minutes to complete, and at 

the end of the task a short debrief was given. Participants were given either participation 

credits or £3.13.  

9.7.4 Participants 

An a priori power analysis was conducted using G*power (Faul et al., 2007) to 

determine the minimum sample size required to test the study hypothesis. Results indicated 

the required sample size to achieve 80% power for detecting a small effect of 0.1 at a 

significance criterion of α=.05, is N=151 for multiple linear regression with 7 predictors. I 

aimed for 170 participants to allow for participant withdrawal and errors. The obtained 

sample size of N=189 is adequate to test the study hypothesis. More participants were 
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recruited than the expected sample size due to the recruitment methods utilised. The credit 

system used allowed for more participants to complete the study by the cut off before 

researchers could end the study. 

 Twenty participants were excluded from analysis due to completing the experiment 

under 20 minutes. The task itself, without the questionnaire items takes a minimum of 16 

minutes to complete due to the programmed trials, as such completing the experiment is 

under 20 minutes is considered too quick to have fully read each questionnaire item and 

answered appropriately. A total of 169 participants were included in the analysis. Of the 169 

participants 118 were female, with the modal age group between 18 to 20, and the age 

groups ranges between 18 and 20 to 71+.  

9.7.5 Data analyses 

One item on the BPAQ was reversed coded for the anger subscale. The items in each 

subscale were summed together to create the overall measure for each subscale, a higher 

score on each subscale measure indicates individuals are highly characteristic of that 

measure. To see whether affect predicts the outcome density effects, the difference 

between the low and high outcome density judgements were calculated and used as an 

outcome variable. Correlations were run across all affect measures with the outcome 

density measures. To test the effect of affect on judgements, the predictors were split into 

three groups, and each group was regressed with the three outcome variables (high, low 

and difference in outcome density). As such a total of nine regression models were run. The 

first three models entered depression as a predictor variable, and then entered anxiety and 
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stress. The second three models entered positive and negative affect as the predictors. The 

final three models entered anger and hostility as the predictors.  

9.8 Results 

9.8.1 Descriptives 

See Table 53 and Figure 23 for the means and standard deviation for each affect 

measure. The internal reliability of all the scales were high, and the predictor variables are 

non-normally distributed.  

High outcome density has a significant positive correlation with anger and stress. 

Low outcome density has a significant positive correlation with stress, anxiety, and positive 

affect. The difference in outcome density has a significant positive correlation with anger. 

Table 54 shows the correlations across variables.  

 A paired samples t-test was conducted to determine the effect of outcome density. 

The results indicated a significant difference between the high outcome density (M=45.98, 

Participants 

(n=169) 

Mean (SD) Actual 

range 

Possible 

range 

Items per 

subscale 

Cronbach’s 

α 

BPAQ Anger 17.07 (5.58) 7 - 31 7 – 35 7 .832 

BPAQ Hostility 23.53 (6.23) 8 - 37 8 - 40 8 .795 

DASS Anxiety 7.52 (7.22)  0 -37 0 - 42 14 .900 

DASS 

Depression 

12.97 (10.16) 0 – 42 0 - 42 14 .955 

DASS Stress 14.04 (9.29)  0 -42 0 - 42 14 .934 

PANAS Negative 22.67 (8.14) 10 - 46 10 -50 10 .892 

PANAS Positive 29.57 (7.68) 10 – 48 10 - 50 10 .889 

 

Table 53 The means, standard deviations, Cronbach’s α of the subscales 
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SD=28.59) and low outcome density conditions (M=18.25, SD=16.38). The 95% confidence 

interval of the difference between the means ranged from [23.89 to 31.58] and did indicate 

a difference between the means of the samples. The effect size was d=1.19.  

9.8.2 Depression, Anxiety and Stress 

Multiple regressions were run to predict contingency judgement (low, high, 

difference) for depression, stress, and anxiety, see Table 55 for full regression models. The 

first model entered depression as a predictor variable, and then entered anxiety and stress.  

Affect measure 

Figure 23 Affect scores with interquartile ranges and median 
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For low outcome density judgements the first regression model was not significant, 

F(1, 167)=0.59, p=.443, adjusted R2=-.002. The second regression model with stress and 

anxiety added was significant, F(3, 165)=3.09, p=.029, adjusted R2=.036. The change in R2 

was significant, F(2, 165)=4.32, p=.015. The coefficient of anxiety was a significant predictor 

of judgement in the low outcome density condition, the higher participants scored on the 

anxiety measure, the higher the contingency judgement given in the low outcome density 

  BPAQ 
Anger 

BPAQ 
Hostility 

DASS 
Stress 

DASS 
depression 

DASS 
anxiety 

PANAS 
Positive 

PANAS 
Negative 

High 
outcome 
density 

.20** .09 .15** .05 .09 .06 .08 

Low outcome 
density 

.08 .00 .15** .06 .20** .16** .15 

Outcome 
density 
difference 

.17** .01 .08 .02 -0.03 -.03 0.00 

BPAQ Anger    .53** .45** .29** .29** -.20** .40** 

BPAQ 
Hostility  

    .48** .46** .41** -.39** .49** 

DASS Stress       .75** .79** -.21** .69** 

DASS 
depression 

        .64** -.51** .60** 

DASS anxiety           -.21** .75** 

PANAS 
Positive 

            -.17* 

**. Correlation is significant at the 0.01 level (2-tailed). 

*. Correlation is significant at the 0.05 level (2-tailed). 

Table 54 Correlations for the affect variables and the outcome density conditions 



 

 

244 

 

condition. Depression and stress were not significant predictors of contingency judgements 

in the low outcome density condition.  

Table 55 Regression models for depression, anxiety and stress predicting contingency 
judgements 

judgements 

Table b Multiple regression for high outcome density judgements predicted by depression, 
stress, and anxiety 
Independent variables R2 ΔR2 R2 change B 95% CI β t p 

Model 1 .003 -.003 .003      

 Depression    0.15 [-0.28, 0.58] .054 .694 .489 
         

Model 2 .034 .017 .032      

 Depression    -0.38 [-1.02, 0.27] -0.13 -1.15 .252 

 Stress    0.93 [0.07, 1.80] 0.30 2.14 .034** 

 Anxiety    -0.25 [-1.20, 0.70] -0.06 -0.51 .609 

 

Table a Multiple regression for low outcome density judgements predicted by depression, 
stress, and anxiety 
Independent variables R2 ΔR2 R2 change B 95% CI β t p 

Model 1 .004 -.002 .004      

 Depression    0.09 [-0.14, 0.33] 0.06 0.77 .443 
         

Model 2 .053 .036 .050*      

 Depression    -0.22 [-0.57, 0.13] -0.14 -1.23 .221 

 Stress    0.08 [-0.39, 0.55] 0.05 0.33 .745 

 Anxiety    0.57 [0.06, 1.09] 0.26 2.19 .030** 

 

Table c Multiple regression for the difference in outcome density judgements predicted by 
depression, stress, and anxiety 
Independent variables R2 ΔR2 R2 change B 95% CI β t p 

Model 1 .000 -.005 .000      

 Depression    .59 [-0.35, 0.47] .02 .27 .775 
         

Model 2 .029 .011 .028      

 Depression    -0.16 [-0.77, 0.46] -0.06 -0.51 .612 

 Stress    0.86 [0.04, 1.67] 0.29 2.07 .040** 

 Anxiety    -0.82 [-1.72, 0.08] -0.22 -1.80 .074 

 
*R2 change significant at the 0.05 level 
** coefficient significant at the 0.05 level 
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For high outcome density judgements, the first regression model was not significant, 

F(1, 167)=0.48, p=.489, adjusted R2=-.003. The second regression model with stress and 

anxiety added was also not significant, F(3, 165)=1.96, p=.122, adjusted R2=.017. The change 

in R2 was not significant, F(2, 165)=2.70, p=.070. The coefficient of stress was a significant 

predictor of judgement in the high outcome density condition, the higher participants 

scored on the stress measure, the higher the contingency judgement given in the high 

outcome density condition. Depression and anxiety were not significant predictors of 

contingency judgements in the high outcome density condition.  

For the difference between outcome density judgements the first regression model 

was not significant, F(1, 167)=0.78, p=.775, adjusted R2=-.005. The second regression model 

with stress and anxiety added was not significant, F(3, 165)=1.64, p=.182, adjusted R2=.011. 

The change in R2 was not significant, F(2, 165)=2.42, p=.092. The coefficient of stress was a 

significant predictor of difference between judgements in the high and low outcome density 

conditions. The higher participants scored on the stress measure, the larger the difference 

between judgements in the conditions. Depression and anxiety were not significant 

predictors of the difference in contingency judgements.  

Overall, these models have failed to find evidence of depression predicting 

contingency judgements. Evidence was found for stress predicting contingency  judgements 

in the high-density condition, and the difference between conditions. Evidence for an effect 

of anxiety was found for predicting judgements in the low-density condition.  

9.8.3 Positive and Negative affect 
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Multiple regressions were run to predict contingency judgement (low, high, 

difference) for positive affect, and negative affect, see Table 56 for full regression models. 

The model entered positive affect and negative affect as the predictors.  

For low outcome density judgements, the regression model was significant, F(2, 

166)=4.93, p=.008, adjusted R2=.045. The coefficient of positive affect was a significant 

predictor of judgement in the low outcome density condition, the higher participants scored 

on the positive affect measure, the higher the contingency judgement given in the low 

outcome density condition. The coefficient of negative affect was a significant predictor of 

Table b Multiple regression for high outcome density judgements predicted by positive and 
negative affect 

Independent variables R2  ΔR2 B 95% CI β t p 

Model .012  .012      

 Positive affect    .284 [-0.30, 0.86] .08 0.97 .332 

 Negative affect    .322 [-0.22, 0.87] .09 1.17 .243 

 

Table a Multiple regression for low outcome density judgements predicted by positive and 
negative affect 

Independent variables R2 ΔR2 B 95% CI β t p 

Model 0.56 0.45      

 Positive affect   0.39 [0.08, 0.70] 0.19 2.46 0.015** 

 Negative affect   0.35 [0.05, 0.64] 0.18 2.34 0.020** 

 

Table c Multiple regression for the difference in outcome density judgements predicted 
by positive and negative affect 

Independent variables R2 ΔR2 B 95% CI β t p 

Model .001 -.011      

 Positive affect   -.10 [-0.65, 0.45] -0.03 -0.37 .714 

 Negative affect   -.02 [-0.54, 0.49] -0.01 -0.09 .926 

 
** coefficient significant at the 0.05 level 

Table 56 Regression models for positive and negative affect predicting contingency 
judgements 
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judgement in the low outcome density condition, the higher participants scored on the 

negative affect measure, the higher the contingency judgement given in the low outcome 

density condition.  

For high outcome density judgements, the regression model was not significant, F(2, 

166)=1.00, p=.372, adjusted R2=.000. Neither positive nor negative affect were significant 

predictors of judgements in the high-density condition. 

For the difference between outcome density judgements the regression model with 

negative affect added was not significant, F(1, 166)=1.64, p=.934, adjusted R2=-.011. Neither 

positive nor negative affect were significant predictors of the difference in judgements 

between the high and low outcome density conditions. 

Overall, evidence was found for positive affect and negative affect predicting 

contingency judgements in the low outcome density condition.  

9.8.4 Anger and Hostility 

Multiple regressions were run to predict contingency judgement (low, high, 

difference) for anger, and hostility, see Table 57 for full regression models. The model 

entered anger and hostility as the predictors.  

For low outcome density judgements, the regression model was not significant, F(2, 

166)=0.77, p=.467, adjusted R2=-.003. Neither anger nor hostility predicted judgements in 

the low outcome density condition.  

For high outcome density judgements, the regression model with hostility added was  

significant, F(2, 166)=3.49, p=.033, adjusted R2=.029. The coefficient of anger was a 
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significant predictor of judgement in the high outcome density condition. The higher 

participants scored on the anger measure, the higher the contingency judgement. Hostility 

was not a significant predictor. 

For the difference between judgements in the density conditions the regression 

model was not significant, F(2, 166)=2.34, p=.100, adjusted R2=.016. Anger and hostility 

were not significant predictors. 

Table b Multiple regression for high outcome density judgements predicted by anger 
and hostility 

Independent variables R2 ΔR2 B 95% CI β t p 

Model  .040 .029      

 Anger   1.08 [0.17, 1.98] 0.21 2.34 .021** 

 Hostility   -.081 [-0.90, 0.73] -0.02 -0.20 .845 

 

Table a Multiple regression for low outcome density judgements predicted by anger 
and hostility 

Independent variables R2 ΔR2 B 95% CI β t p 

Model  .009 -.003      

 Anger   0.32 [-0.2, 0.83] 0.11 1.24 .218 

 Hostility   -0.15 [-0.61, 0.30] -0.06 -0.66 .509 

 

Table c Multiple regression for the difference in outcome density judgements 
predicted by anger and hostility 

Independent variables R2 ΔR2 B 95% CI β t p 

Model  .027 .016      

 Anger   .76 [-0.11, 1.62] 0.16 1.73 .086 

 Hostility   .07 [-0.70, 0.85] 0.02 0.18 .855 

 

** Coefficient significant at the 0.05 level 

Table 57 Regression models for anger and hostility affect predicting contingency judgements 
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Overall, evidence was found for anger predicting contingency judgements in the high 

outcome density condition. No evidence was found that hostility predicted contingency 

judgements.  

9.9 Discussion 

The study used a learning paradigm to investigate whether affective states relate to 

the development of false beliefs. I hypothesised that people who feel affectively positive 

(e.g., happy) will be more prone to believing in false beliefs, and those who score higher on 

the depression measure will provide more accurate contingency judgements. The study 

found partial support for these hypotheses. In the low outcome density condition 

judgements were predicted by anxiety, positive affect, and negative affect. In the high 

outcome density condition judgements were predicted by stress and anger. The difference 

in judgements was predicted by stress. Neither depression nor hostility predicted any of the 

outcome variables, as such this study failed to find evidence of the depressive realism affect 

in passive contingency paradigms. Overall the outcome density effect was a robust effect.  

9.9.1 Outcome density 

The outcome density effect was found in this experiment, replicating the previous 

experiments of this thesis. Msetfi et al. (2005) found evidence that there is no outcome 

density bias in short ITI conditions, replicating the work of Allan and Jenkins (1980) and 

Wasserman et al. (1993), and that long ITI is required for an outcome density effect. ITIs are 

fairly well research mechanisms in the active contingency literature, particularly in relation 

to depression (Msetfi et al., 2007, 2013b). However, the current study did find an outcome 

density effect. When designing outcome density experiments, potentially unintended ITIs 
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were considered, hence for all experiments within this thesis, the presence of cue and 

outcome, and absence of cue and outcome are defined as individual images as such even 

though there may be intertrial intervals, these should not be defined as no cue – no 

outcome pairings for the experiments within this thesis. As such the outcome density bias 

has been replicated here with the absence of intertrial intervals which are seen as no cue-no 

outcome trials in the literature. Technically, the intertrial interval within this experiment 

follows the outcome or no outcome image, whereby participants see a “next patient” 

phrase along with a next button they are required to click. However Msetfi et al. (2005) 

study used the illusion of control, an active version of the contingency paradigm, as such for 

the passive version used in this thesis, the outcome density effect can be seen with short/ 

no ITIs.  

9.9.2 Depression realism  

The depressive realism effect would predict no correlation with low outcome density 

judgements, and a negative correlation with high outcome density condition judgements. 

However, depression was not correlated with any of the judgement variables.  

Whilst the current study used a within-subjects design to reduce noise between 

participants in the outcome density conditions, in addition to this the study design was well 

powered and controlled, the depressive realism effect was not found in this study. There 

was no significant relationship between depression and judgements in the outcome density 

conditions.  

Previous studies on depressive realism have recruited participants who were pre-

screened and scored highly on the respective depression measure used, which was not the 
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case here. To note, the lack of effects seen on the measures may be due to a lack of 

variation in affect measures, such that there are not enough participants who score highly 

on those measures. However Msetfi et al. (2015) also used the DASS, but the average scores 

were 4.65, 3.33, and 5.46 on the depression, anxiety and stress scales respectively in their 

study, which are much lower than the average scores in the current study of 12.97 

(depression), 7.52 (anxiety), and 14.04 (stress). This may suggest that overall, this sample 

happened to be more depressed, anxious, and stressed, compared to other samples. 

A meta-analysis of the depressive realism effect investigated 75 experiments across 

7305 participants, and found that generally the effect is quite small (Moore & Fresco, 2012). 

Both depressed and non-depressed participants showed illusions of control, non-depressed 

participants showed a bigger illusion of control effect. The meta-analysis also found that 

methodological variations were a moderator of the depressive realism effect, such that 

experiment which used self-report rather than clinical interviews and has a lack of objective 

standard of reality were more likely to find effects of depressive realism. As such it may be 

that the depressive realism effect is an effect of certain methodological circumstances.  

Many of the contingency paradigm experiments examining affect have dichotomised 

or categorised depression, and used ANOVAs and t-tests to examine group difference and 

found an effect of depressive realism (Alloy & Abramson, 1988; Msetfi et al., 2007, 2015). As 

such differences in result could depend on whether analysis uses a continuous variation or 

dichotomised categories of depression. However Dev et al. (2022) used categories of 

depression and found no effect of depressive realism. For this experiment, the affect 

variables were not dichotomised as power to detect an effect would be reduced. In addition 

to this, there is no reason to assume there is some underlying dichotomy to the affect 
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variables, nor that it would exist at the median. A regression analysis was used here, which 

essentially breaks down the total variance of the data into different parts and verify these 

sub variances using a F test, just as an ANOVA would do. As such there is no need to 

dichotomise the affect measures.  

It may be that the depressive realism effect is only seen within clinical populations. 

However more recent studies on the depressive realism effect in clinical populations have 

also failed to replicate this effect. Venkatesh et al. (2018) examined the effect with clinically 

depressed participants along with control participants who were randomly allocated to 

either a rumination or distraction conditions and then completed a contingency task and 

provided judgements of control. Neither group differed on their judgements of control, 

although all participants showed the illusion of control effect.  

Passive vs active tasks for depressive realism effect 

However the lack of depressive realism effects in this experiment have replicated the 

lack of depressive realism seen by Alloy et al. (1985) in passive contingency tasks. 

Fundamentally the depressive realism effect is about the control participants believe they 

have over an outcome. Within passive tasks participants have no control over the cue nor 

outcome. As such the hypotheses and models put forward to explain the overestimation of 

control of participants in active tasks, may not be applicable to the overestimation of 

contingency seen in passive tasks. The depressive realism effect may be an effect that is 

only seen within active contingency paradigms, and not all types of contingency paradigms.  

9.9.3 Anxiety, Positive and Negative affect 
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An effect of anxiety on judgement, would predict no correlation with low outcome 

density judgements, and a negative correlation with high outcome density condition 

judgements. However, anxiety was positively correlated with judgements in the low 

outcome density and had no correlation with judgements in the high outcome density or 

difference in judgements between density.  

An effect of negative affect on judgement, would predict no correlation with low 

outcome density judgements, and a negative correlation with high outcome density 

condition judgements. Negative affect was not correlated with judgements in either the 

high or low outcome density conditions.  

An effect of positive affect on judgement, would predict positive correlations of 

positive affect of both outcome density conditions. Positive affect is positively correlated 

with low outcome density, suggesting at low outcome density, more affectively positive 

participants gave higher judgements in the low outcome density condition. There was no 

correlation between positive affect and judgements in the high outcome density condition.  

Anxiety, negative, and positive affect significantly predicted contingency judgements 

in the low outcome density conditions, but not the high-density condition. This suggest that 

participants who are more anxious, or high in positive or negative affect overestimate 

contingency judgements compared to participants who are less anxious when the 

probability of outcome is low. This provides partial support for the Dev et al. (2022) 

experiment that there is an association between anxiety and contingency judgements, and 

Novovic et al. (2012) for an association between positive affect and contingency 

judgements.  



 

 

254 

 

Anxiety, negative, and positive affect did not significantly predict contingency 

judgements in the high-density condition, or the difference between densities. This may be 

due to the general overestimation of contingencies when outcome probability is high across 

all participants as seen in the previous experiments of this thesis. This suggests that at high 

outcome density the overestimation of contingency judgements occurs regardless of how 

anxious, or positively or negatively one may feel. However, at low outcome density, the 

more anxious, or positive or negatively affective someone may be the more they may 

overestimate the contingency judgements. As such those who are less affective on these 

measures may be better at estimating the contingency at low outcome probabilities.  

9.9.4 Stress 

An effect of stress on judgement, would predict no correlation with low outcome 

density judgements, and a negative correlation with high outcome density condition 

judgements. Stress was positively correlated with judgements in both the high and low 

outcome density conditions.  

Stress was a significant predictor of judgements in the high outcome density 

conditions, and the difference between outcome density conditions. This suggests that 

when the probability of outcome is high, those who are more stressed overestimate the 

contingency judgements. This is interesting as the prior literature and the studies of this 

thesis have already shown that participants generally overestimate the contingency when 

outcome density is high. However, these results imply that stressed participants 

overestimate contingency judgements even more, as such they show an even greater 

outcome density bias.  
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9.9.5 Anger  

An effect of anger on judgement, would predict positive correlations of anger with 

all density conditions. Anger was positively correlated with the high-density condition, 

suggest that participants scoring highly on the anger measure gave more positive 

judgements. Anger was also correlated with the difference in outcome density judgements, 

suggesting those scoring highly on the anger measure, gave judgements that differed more 

between the high and low outcome density conditions. 

Anger was a significant predictor of judgements in the high outcome density 

conditions. This suggests that when the probability of outcome is high, those who are 

angrier overestimate the contingency judgements.  

9.9.6 Arousal effect on contingency judgement 

Overall, the results suggest that increased affect across anger, stress, anxiety, 

positive and negative affect, effect contingency judgements. The previous literature on 

depressive realism, may have suggested that negative emotions, that have negative valence 

results in more accurate perception of contingencies. However, the results of this study do 

not support that, and instead indicates that the valence of the affect measures are perhaps 

not that important. Rather the arousal one experiences seems to influence judgements. For 

each of the significant affect measures the higher they scored on the measures the more 

positive the contingency judgement. Also, both positive and negative affect are negatively 

correlated yet both were significant predictors of contingency judgements. Overall, those 

who were affectively more neutral, or perhaps have lower levels of arousal have more 

accurate perception of contingencies. Those who were more aroused, regardless of whether 
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the arousal was in terms of positive or negative affect, were more likely to judge 

contingencies more positively, than those less aroused. This is quite speculative, as I have 

not run any studies on arousal to see whether there is an influence on contingency 

judgements. As such a future direction to take this research, may be to explore the effect of 

arousal.  

9.9.7 Theoretical Evaluation 

Contingency account 

Contingency theory, and Wasserman’s (1990) extension do not consider the 

influence of other factors, as such neither can account for these findings. I found that 

people in a higher affective state judge contingencies to be more positive. Using the 

framework from Wasserman (1990), this would mean that it is as if the state of affect 

increases weight given to cells A and D relative to other cell counts. It may be possible that 

people who feel more affective whether positive or negative, weight the cells differently to 

those who are affectively neutral. For example, those who score highly on affect measures 

may place even greater importance or pay more attention to cell A trials, or the occurrence 

of outcomes.   

Associative account 

Whist the associative perspective does not include the role of affect in the model, as 

such it would not be able to account for these findings. However previously it was assumed 

that differential salience could occur for cue and outcome. As such a further assumption 

could be made that the perceived salience for cue and outcome could vary between 

individuals. If this is the case, then perceived salience could possibly vary due to affect. 
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Those may feel more affectively, may have greater salience for the cue and/or outcome, in 

which case they would be expected to give more positive judgements of contingency, as 

found in this experiment. 

Overall, the Rescorla-Wagner model does not necessarily account for the role of 

affect. However, it could potentially account for it.  

Probabilistic account  

The model does not include the role of affect in the model, as such it would not be 

able to account for these findings.  

9.9.8 Limitations and Future Directions 

This experiment was primarily exploratory and, as such, further research on this 

finding could be carried out. For example, a within-subjects experiment in which 

participants complete both a passive and active contingency task, in which affect is also 

measured could be conducted. Such a study could assess how judgements differ between 

tasks, and if affect differentially influences contingency judgements between tasks as well. 

This would shed further light on how the affect may vary between tasks. However, it is still 

unclear what aspect of affect is influencing contingency judgements, as such further 

exploration of the different aspects of affect, such as arousal could be examined. Hence a 

study could be run which uses a short-term mood manipulation to identify whether such 

changes in mood will influence judgements. Participants could complete a guided 

autobiographical recall task to make them briefly feel slightly elevated and slightly flattened 

in mood, to see if the effects seen here can be replicated with induced mood.  

9.10 Conclusion 
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A robust effect of outcome density found. No depressive realism effect was found, 

however there was considerable individual differences in the affective states, as such the 

conditions necessary to find individual difference were available. These findings may be due 

to certain effects not occurring with the passive contingency judgment task. The previous 

findings of affect influencing judgements of control may be related to the task type used. 

Hence methodological variations within the illusion of control, such as ITI length may result 

in effects such as depressive realism.  

Overall, these findings suggests that certain types of affective states may influence 

contingency judgements. Stress and anger are associated with more positive judgements 

when outcome probability is high, leading to even larger outcome density effects, as the 

difference between judgements in the low-high density conditions are even greater. 

Increased anxiety, positive, and negative affect increase contingency judgements in the low 

outcome density condition. This suggests that participants who are low on these measures 

are more accurate at judging contingencies, and consequently be less likely to form false 

beliefs.  
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Chapter 10: Discussion 
 

Over 7 experiments discussed across 7 empirical chapters, I explored the conditions 

from which false beliefs form, focusing primarily on the effects of outcome density and cue 

density. I examined how this cognitive and learning process is influenced by methodological 

variations of the contingency learning paradigm. To further understand this process, I 

examined the influence of belief and affect on the contingency judgements. To test the 

generalisability of the findings to more real-world settings, this effect was examined using 

new cover stories, bridging the gap between the experimental context and the real-world.  

In this final chapter, I will discuss the overall findings in relation to theory and 

consider empirical implications, along with discussing an integrative analysis which 

considers the size of every density effect in this thesis. This chapter also discusses the 

strengths and limitations of this thesis, along with providing suggestions for future research.  

10.1 Aims and Summary of Findings 

In today’s world the prevalence of fake news has become increasingly problematic, 

due to the arising false beliefs (Ecker et al., 2022). Simply exposing individuals to facts has 

been proven to largely fail in eradicating such false beliefs (Schwarz et al., 2007). As such, a 

clear understanding of the conditions under which false beliefs are formed is needed to 

develop effective countermeasures against fake news.  

Many false beliefs are false causal beliefs; these may encourage courses of action 

that do not result in the hoped-for benefits. Causal beliefs arise from individuals identifying 

causality, the process through which one event causes an effect, and the effect is dependent 
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on the cause to occur. Causal relationships suggest that cause and effect are related, even if 

it may be temporary, and that the outcome follows the cause and does not precede it. 

People are predisposed to form causal beliefs and do so from a very early age (Sobel & 

Kirkham, 2006). However the inferences made about the underlying mechanisms of 

causality do not always match the causal belief about cause and effect, often described as a 

cognitive illusion (Sawa, 2009). Studying the mechanisms through which causal beliefs and 

the associated reasonings are made gives further understanding to issues that arise from 

cognitive illusions such as pseudoscience and superstitious thinking.  

Examining these mechanisms becomes particularly important when the effect of 

forming such false beliefs become dangerous for health when individuals start to rely on 

alternative forms of medicine due to such false beliefs (Baker & Rojek, 2020). The 

contingency learning account provides a framework through which these mechanisms can 

be examined.  

The aim of this thesis was to identify conditions under which false beliefs may form, 

particularly false beliefs formed due to high outcome density, as a high density of 

information has been linked to increased belief in fake news (Hills & Menczer, 2020). Three 

research questions were explored: 

1. Are the cue and outcome density effects robust effects? 

2. Do methodological variations of the contingency paradigm affect the size of the 

cue and outcome density effects? 

3. Do factors beyond methodological variations influence the outcome density 

effect? 
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10.1.1 Are the cue and outcome density effects robust effects?  

The thesis reports evidence that the outcome density effect is a robust effect, which 

occurs across different conditions. The hypothesis that belief in an association between two 

events will increase, with higher frequency of alleged cause and observed outcomes, even if 

there is no actual relationship between the two, was supported.  

Experiment 1 (Chapter 3) examined the size of the outcome density effect in the 

laboratory and online using zero contingency paradigms, to see if the effect is due to the 

settings used in previous experiments. The findings suggest that the outcome density effect 

is present in both settings and that the contingency paradigm can be used effectively online. 

This supports previous findings (Matute et al., 2007b). The findings also confirm that the 

outcome density effect is a large effect; participants gave higher judgements of contingency 

when the probability of outcome was higher compared to when the probability of the 

outcome was lower. 

Experiment 2 (Chapter 4) examined cue density effects in comparison to outcome 

density effects. I replicated the findings for outcome and cue density effects in contingency 

learning from Blanco et al. (2013), as well as the outcome density findings from Experiment 

1 in online settings. My finding shows that the outcome density effects are larger than cue 

density effects on average. The relative difference in size appears to depend on other 

factors. Thus, the findings suggest that there is an effect of both cue and outcome density, 

however the cue effect seems to be smaller than the outcome density.  

Overall, the outcome density effect was found to be a robust effect, observed 

consistently across all experiments of this thesis. People tend to judge contingencies 



 

 

262 

 

between cue and outcome to exist when there is a higher probability of outcome, even 

when there is no true contingency. This density effect is greater for outcomes than cues.  

10.1.2 Do methodological variations of the contingency paradigm affect the size of the cue 

and outcome density effects?  

The second research question was how the cue and outcome density effect varied 

according to methodological variations. The thesis found evidence to suggest that cue and 

outcome density are robust effects, however the size of the effect varies across 

methodological manipulations.  

Experiments 3 and 4 (Chapter 5) examined whether the order in which cues and 

outcomes are shown influence contingency judgements and consequently the outcome 

density effect. Whilst logically a cause must precede an outcome, sometimes people may 

observe or learn of an outcome before they see or hear its possible causes. For example, a 

person may start to experience symptoms of covid-19, and may have to think back to the 

past days to identify the possible cause for virus transmission. In this pair of experiments the 

order in which cue and outcome were presented was manipulated within the experiments, 

and across the experiment either cue density or outcome density were manipulated. As 

such the effect of cue-outcome presentation order on the cue and outcome density effects 

were examined. The findings suggest that event presentation order makes little or no 

difference to the judgement of medication effectiveness or to the size of the outcome 

density and cue density effect. Whilst the outcome density effect was larger than the cue 

density effect, replicating the findings of the second experiment, across the experiments, 

the size of effects for cue and outcome density were relatively consistent. The finding 
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suggests that contingency judgments do not rely on events being encountered in their 

‘logical’ order with the putative cause preceding the outcome. 

Experiment 5 (Chapter 6) examined the outcome density effect across positive and 

negative contingencies in comparison to zero contingency conditions. The experiment also 

examined how judgments differed between unidirectional and bidirectional scales. Main 

effects of scale type and contingency were found. The findings here suggest that the 0 to 

100 scale may encourage participants to provide more positive contingency judgements due 

to a lack of other options, as the scale provides 100 options for a positive judgement, and 

only one option for a non-positive judgement. In contrast the -100 to 100 scale offers 101 

options for non-positive judgements as well. By offering a unidirectional scale which runs 

positively, participants may implicitly believe their judgement has to be positive, regardless 

of what they may perceive, and as such provide a positive judgement. However, when 

considering the high outcome density conditions for the zero contingency with the new 

scale, a large proportion of participants still detect a positive contingency, indicating a 

general tendency to make positive contingency judgements when there is an increased 

probability of the outcome. As such this effect may just be exaggerated with the use of the 0 

to 100 scale.  

Across the three contingencies, positive, negative and zero, the outcome density 

effect was strongest in the zero-contingency condition, and weakest in the negative 

contingency condition. The contingency calculations were symmetrical for the positive and 

negative contingencies, however the effects seen are not symmetrical. Whilst the effect 

sizes for the mean difference of positive contingency – zero contingency (0.84) and negative 

contingency – zero contingency (0.77) are both large and relatively close, the mean 
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judgements are not equidistant from 0 as may be expected based on the symmetrical 

calculations. Rather all the mean judgements seem to be shifted more positively. In sum, 

participants seem to be making associations that are, on average, more positive than the 

contingency would indicate but which are further shifted in a positive direction in the 

presence of high outcome density. Importantly, by including both positive and negative 

contingencies and using a new scale to accommodate both directions of contingency, I was 

able to demonstrate that increasing the outcome density makes judgements more positive 

rather than making them stronger. 

Experiment 6 (Chapter 8) examined if the size of the outcome density effect varied 

between different cover stories. Different cover stories have been used to study the 

outcome density effect in contingency learning tasks. While different cover stories are used 

in different studies, there has been little research that formally examines variation in 

contingency judgment as a function of cover story. The findings suggest that the outcome 

density effect does vary across different cover stories. This indicates that when examining 

effects using contingency paradigms that cover story used should be chosen with care, to 

extract general principles about human contingency learning which may be hampered by 

restricted choice of scenario. 

Overall, these experiments have explored the different methodological conditions 

under which the outcome density effect may vary. The order in which cue and outcome 

shown do not seem to affect the density effect. However, the scale type, contingency, and 

cover stories do affect the outcome density effect. This suggests that these are different 

conditions under which stronger or weaker beliefs may be formed.  
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10.1.3 Do factors beyond methodological variations influence the outcome density effect?  

The final research question diverged from the pure contingency paradigm to 

examine if the factors of affect and prior beliefs influence the outcome density effect.  

Experiment 6 (Chapter 8) examines the influence of prior beliefs on the outcome 

density effect. Many of the prior experiments on prior belief in the contingency literature 

had manipulated expectation, as such in this study participants’ actual beliefs were 

measured to examine the influence of belief on contingency judgments. The findings 

suggest that the extent to which prior beliefs impact contingency judgements depends on 

the cover story used. As such, it is important to consider the influence of pre-existing prior 

beliefs both within experimental contexts and in the real world. In the experimental 

settings, pre-existing beliefs may influence judgements differentially for participants, and 

unless accounted for, may affect the validity of findings. Similarly in real-world settings, 

interventions which aim to reduce false beliefs, should be aware of the potential effects of 

pre-existing beliefs.  

Experiment 7 (Chapter 9) examined the influence of affect on contingency 

judgement. Within the contingency literature there has been a great deal of research on the 

depressive realism effect. The effect suggests that participants who are more depressed 

tend to give more accurate contingency judgements compared to non-depressed 

participants. This experiment found no evidence of the depressive realism effect. Overall, 

the findings suggest that certain types of affective states may influence contingency 

judgements. Stress and anger are associated with more positive contingency judgements 

when the outcome probability is high, leading to even larger outcome density effects, as the 
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difference between judgements in the low-high density conditions are even greater. 

Increased anxiety, positive, and negative affect increase contingency judgements in the low 

outcome density condition. This suggests that participants who are low on these measures 

are more accurate at judging contingencies. This may potentially be related to levels of 

arousal, such that those who are high on arousal may make more biased positive 

contingency judgments. As such further research to test the robustness of these findings, 

and to tease out the possible explanations would be recommended.  

10.1.4 Summary 

Overall, this thesis provides evidence that false beliefs are reliably formed when the 

probability of outcome is increased, even when there is no causal link between the cue and 

outcome. However, the extent of the strength of false beliefs may vary according to the 

conditions under which they are presented. In addition to this, the prior beliefs individuals 

hold may overcome the outcome density effect, as such be less likely to form false beliefs. 

Also, people who are affectively more neutral may give more accurate contingency 

judgment, consequently, be less likely to form false beliefs.  

10.2 Methodological and Empirical contributions, and Limitations and Future Directions 

Here the implications, limitations, and future directions of the findings of this thesis 

will be discussed. The interpretations of individuals findings have been discussed in the 

respective empirical chapters.  

10.2.1 General contributions 

To examine the effect of trial types across experiments, a form of meta-analysis was 

conducted across the experiments of this thesis. The mean contingency judgement of each 
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condition within each experiment was correlated with the proportion of cell A, B, C, and D 

trial types per condition. Partial correlations were also run to control for the scale type used, 

unidirectional and bidirectional, these are shown in Table 58. Finally, the relative frequency 

of A, B, C, and D were also correlated with each other as shown in Table 59. Results indicate 

the mean contingency judgements were strongly positively correlated with cell A trials 

across conditions. This suggests that as the number of type A trials increases, contingency 

judgments become more positive. Mean contingency judgements were not significantly 

 Trial type 

 A B C D 

Mean contingency judgement .60** -.49** .26 -.37* 

Mean contingency judgement controlling for 

scale type used .82** -.67** .40* -.55** 

** Correlation is significant at the 0.01 level (2-tailed) 

* Correlation is significant at the 0.05 level (2-tailed) 

Table 58 Correlation between mean contingency judgement and relative frequency of trial 
types across all experiments, and trial types, according to the contingency table, df=34. 
Correlations of trial type by mean contingency judgement controlling for scale type is also 
shown, df=33 

 Trial type 

 A B C D 

A  -.60** .50** -.90** 

B   -.90** .50** 

C    -.60** 

** Correlation is significant at the 0.01 level (2-tailed) 

* Correlation is significant at the 0.05 level (2-tailed) 

Table 59 Correlations between relative frequency of trial types across all experiments, and 
trial types, according to the contingency table, df=34.  
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correlated with the proportion of type C trials. Both type B and D trials were negatively 

correlated with mean contingency judgements, suggesting that as the proportion type B and 

D trials increase, contingency judgements decrease. As such this shows that relative to the 

proportion of trials A and B, C and D receive less weighting, based on the strength of the 

correlation. However due to the high correlations between these variables as seen in Table 

58, further differentiation cannot be determined. Interestingly when controlling for scale 

type (unidirectional and bidirectional scales used), the correlations have all become 

stronger, and the mean contingency judgement becomes significantly correlated with trial 

type C.  

 However, Wasserman (1990) found that people tend to weigh the cells of a 

contingency table (Table 60) (reproduced from Chapter 1) according to, A > B > C > D for 

judgements of data presented in contingency tables. As such people tend to weigh cell A 

trials the most followed by cell B and then C trials, and cell D trials are given the least  

weighting.  In addition to this, it was also suggested that the trials of cells A and D lead to 

increased positive judgements whilst cell C and B counts decrease contingency judgements. 

The findings of the above correlation also found that increasing the proportion of 

type A trials increases the positivity of judgements, whilst increasing the proportion of type 

B trials decreases judgements. This support Wasserman’s (1990) findings. However, this 

thesis also found that increasing proportion of type D trials decreased judgment which does 

not support Wasserman’s (1990) findings. This may be due to the majority of experiments in 

Cue 

 Outcome 

 Present Absent 

Present  A B 
Absent  C D 

 

Table 60 Visual presentation of the possible outcome in a contingency paradigm 
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this thesis utilising zero contingency paradigms, to ensure the following criteria were met 

for the zero-contingency paradigm: cue held at a probability of 0.5 across conditions, P(O/R) 

=P(O~/R), equal number of trials for both P(O/R) and P(O~/R), the trials proportion of A and 

C were always the same, as was the trial proportion for B and D. This then forces a negative 

correlation between A and D, and between B and C cells, making it difficult to assess the 

weight for D independently of A; and to assess the weight for B independently of C. As such 

the correlations seen here are likely due the methodological variation.  

However, within Wasserman’s (1990) series of experiments, one study did find that 

participants weighed trial A and B higher, than trials C and D overall, which is generally 

supported by the findings of this thesis. In addition to this, in the series of experiments by 

Wasserman, participants were presented with contingency tables, as such descriptions of 

the contingency were provided. In the experiments across this thesis, participants were 

exposed to trial by trial information of the contingency. As such using different 

methodologies, similar results have been found. Overall supporting the findings of 

Wasserman. To further confirm this effect, studies which utilise zero continency calculation 

which are not symmetrical could be explored. An experiment which switches the cell which 

participants are asked about could be one line of enquiry here. Currently participants are 

asked about cell A trials, as such would judgements differ if participants are asked about the 

other cell types. The contingency questions are always worded in terms of presence of cue 

and presence of outcome. It would be interesting to see if judgements differ if questions are 

worded in terms of the other 4 cells, see Table 61. 

Another direction to take this research is to examine further methodological 

variations of the contingency paradigm. A general limitation of the methodology of this 
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thesis is the use of the contingency paradigm itself. The task itself was not varied, the same 

number of trials, the same timing etc were used throughout. This allows one to see the 

different effects arise across the same paradigm. It would be useful to examine further 

variations of the paradigm, for example using fewer trials, to see if the outcome density 

effect can be seen with half the number of trials.  

This thesis has provided a clear insight into the biases that arise around contingency 

judgements using a consistent paradigm. There are other biases which may lead to false 

beliefs, as outlined in chapter 1. Adopting a similar consistent and methodological approach 

taken in this thesis could be helpful in understanding these biases.   

10.2.2 The outcome density effect across experiments 

Looking across the studies in this thesis, the evidence suggests that the outcome 

density effect is a robust effect. See Table 62 for comparisons across all experiments of this 

thesis. Participants consistently give higher contingency judgements when the probability of 

the outcome is high compared to when it is low, in a zero contingency. As such people tend 

to judge a more positive contingency between cue and outcome, forming a false or biased  

Cue 

 Outcome 

 Present Absent 

Present  A - To what extent have patients 
recovered with medication? 
  

B - To what extent have the patients 
not recovered with medication?  

Absent  C - To what extent have patients 
recovered without medication?  

D - To what extent have patients not 
recovered without medication?  

 

Bolded italics show the cue 

Bolded underlined shows the outcome 

 

Table 61 Possible changes to judgement question 
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Table 62 Summary of experiments, with all manipulations, showing the mean contingency judgements, standard deviations and sample sizes across all 

conditions. The manipulations of each conditions are shown along with the average cue and outcome density per 

Study Condition Mean 

Contingency 

judgment 

SD N Effect size 

(d) 

between 

low and 

high 

outcome 

density 

conditions 

Density 

probability 

Location Density 

type 

Order of cue 

and outcome 

Scale used Contingency Cover story Average 

outcome 

density 

Average 

cue 

density 

ΔP  Proportion of trial 

types per condition 

A B C D 

 

1 

1 19.57 16.95 58 1.36 Low Lab Outcome Cue-outcome Unidirectional Zero Illness .20 .50 .00 .10 .40 .10 .40 

2 47.4 23.49 58 1.36 High Lab Outcome Cue-outcome Unidirectional Zero Illness .80 .50 .00 .40 .10 .40 .10 

3 25.45 20.88 58 0.85 Low Online Outcome Cue-outcome Unidirectional Zero Illness .20 .50 .00 .10 .40 .10 .40 

4 44.83 24.53 58 0.85 High Online Outcome Cue-outcome Unidirectional Zero Illness .80 .50 .00 .40 .10 .40 .10 

2 1 18.61 16.85 85 1.49 Low Online Outcome Cue-outcome Unidirectional Zero Illness .20 .50 .00 .10 .40 .10 .40 

2 43.74 16.89 85 1.49 High Online Outcome Cue-outcome Unidirectional Zero Illness .80 .50 .00 .40 .10 .40 .10 

3 31.29 23.95 85 0.54 Low Online Cue Cue-outcome Unidirectional Zero Illness .50 .20 .00 .10 .10 .40 .40 

4 43.45 20.8 85 0.54 High Online Cue Cue-outcome Unidirectional Zero Illness .50 .80 .00 .40 .40 .10 .10 

3 

 

1 17.52 14.94 107 1.17 Low Online Outcome Cue-outcome Unidirectional Zero Illness .20 .50 .00 .10 .40 .10 .40 

2 42.93 26.96 107 1.17 High Online Outcome Cue-outcome Unidirectional Zero Illness .80 .50 .00 .40 .10 .40 .10 

3 20.83 15.65 107 1.18 Low Online Outcome Outcome-cue Unidirectional Zero Illness .20 .50 .00 .10 .40 .10 .40 

4 44.7 23.99 107 1.18 High Online Outcome Outcome-cue Unidirectional Zero Illness .80 .50 .00 .40 .10 .40 .10 

4 

 

1 35.7 20.33 97 0.55 Low Online Cue Cue-outcome Unidirectional Zero Illness .50 .20 .00 .10 .10 .40 .40 

2 46.55 19.1 97 0.55 High Online Cue Cue-outcome Unidirectional Zero Illness .50 .80 .00 .40 .40 .10 .10 

3 31.58 23.23 97 0.69 Low Online Cue Outcome-cue Unidirectional Zero Illness .50 .20 .00 .10 .10 .40 .40 

4 46.87 21.31 97 0.69 High Online Cue Outcome-cue Unidirectional Zero Illness .50 .80 .00 .40 .40 .10 .10 
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5 

 

1 32.84 18.59 44 0.6 Low Online Outcome Cue-outcome Unidirectional Zero Illness .35 .50 .00 .18 .33 .18 .33 

2 44.7 21 44 0.6 High Online Outcome Cue-outcome Unidirectional Zero Illness .65 .50 .00 .33 .18 .33 .18 

3 -5.14 34.38 87 0.82 Low Online Outcome Cue-outcome Bidirectional Zero Illness .35 .50 .00 .18 .33 .18 .33 

4 22.54 33.39 87 0.82 High Online Outcome Cue-outcome Bidirectional Zero Illness .65 .50 .00 .33 .18 .33 .18 

5 48.11 18.04 44 0.84 Low Online Outcome Cue-outcome Unidirectional Positive Illness .35 .55 .30 .25 .25 .10 .40 

6 63.41 18.41 44 0.84 High Online Outcome Cue-outcome Unidirectional Positive Illness .65 .45 .30 .40 .10 .25 .25 

7 26.23 41.23 44 0.42 Low Online Outcome Cue-outcome Bidirectional Positive Illness .35 .55 .30 .25 .25 .10 .40 

8 43.09 39.61 44 0.42 High Online Outcome Cue-outcome Bidirectional Positive Illness .65 .45 .30 .40 .10 .25 .25 

9 -20.84 36.14 43 0.32 Low Online Outcome Cue-outcome Bidirectional Negative Illness .35 .45 -.30 .10 .40 .25 .25 

10 -9.53 34.15 43 0.32 High Online Outcome Cue-outcome Bidirectional Negative Illness .65 .55 -.30 .25 .25 .40 .10 

6 

 

1 -15.26 37.66 102 1 Low Online Outcome Cue-outcome Bidirectional Zero Marijuana .20 .50 .00 .10 .40 .10 .40 

2 20.12 33.24 102 1 High Online Outcome Cue-outcome Bidirectional Zero Marijuana .80 .50 .00 .40 .10 .40 .10 

3 -12.81 37.37 102 0.54 Low Online Outcome Cue-outcome Bidirectional Zero Social media .20 .50 .00 .10 .40 .10 .40 

4 7.15 37.05 102 0.54 High Online Outcome Cue-outcome Bidirectional Zero Social media .80 .50 .00 .40 .10 .40 .10 

5 -10.87 35.92 103 0.78 Low Online Outcome Cue-outcome Bidirectional Zero Tech .20 .50 .00 .10 .40 .10 .40 

6 14.44 28.76 103 0.78 High Online Outcome Cue-outcome Bidirectional Zero Tech .80 .50 .00 .40 .10 .40 .10 

7 -11.11 38.7 101 1.04 Low Online Outcome Cue-outcome Bidirectional Zero Healthcare .20 .50 .00 .10 .40 .10 .40 

8 25.42 31.46 101 1.04 High Online Outcome Cue-outcome Bidirectional Zero Healthcare .80 .50 .00 .40 .10 .40 .10 

7 

 

1 18.25 16.383 169 1.19 Low Online Outcome Cue-outcome Unidirectional Zero Illness .20 .50 .00 .10 .40 .10 .40 

2 45.98 28.586 169 1.19 High Online Outcome Cue-outcome Unidirectional Zero Illness .80 .50 .00 .40 .10 .40 .10 

Please note a gradient of green (high) to red (low) has been used on any column with numerical information, to easily show differences in values.  
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belief, even when there is no relationship between the cue and outcome. Overall, 

this may suggest a form of predisposition to weigh the occurrence of outcome highly. 

Across the studies, the size of the outcome density effect varies from 0.6 to 1.49 in 

size, as seen in Table 62 which shows effect sizes and mean contingency judgements across 

all conditions of the experiments in this thesis. Interestingly, the largest outcome density 

effects are seen in experiment 1, experiment 2 (conditions 1 and 2), experiment 3, and 

experiment 7, with outcome density ranging from 0.85 to 1.49. In these conditions, a 

unidirectional scale was used with probabilities of outcome at 0.2 and 0.8. In Experiment 5, 

condition 1 and 2, which use the unidirectional scale, the probabilities of outcome were 

0.36 and 0.65, giving an effect size of 0.6. This is nearly half the other equivalent condition 

such as experiment 2, conditions 1 and 2. Overall, this suggests that the outcome density 

effect can be reduced and depending on the manipulations there can be variability in the 

outcome density effect. However further exploration, which systematically explores how 

contingency judgements vary at different probabilities of outcome, and how this may affect 

the overall outcome density effect. That is, do contingency judgements in zero contingency 

increase linearly with increased outcome probability? 

 A potential explanation for some of the results in this thesis, that I have not 

explicitly tested, is the possible effect of intertrial interval (ITI). Msetfi et al. (2005) found 

that varying the programmed ITI can affect the experienced cue-outcome contingency. The 

ITI is similar to a cell D trial; both cue and outcome are absent, thus fluctuations in 

perception of the ITI might influence the perceived proportion of type D trials, consequently 

influencing perceived contingency. Overestimations of the contingency between events in a 

high density with long ITI condition can be explained by the contingency learning account 
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because the additional ITI period adds exposure to “no cue and no outcome,” changing the 

overall contingency. Table 63 shows how the contingency table would change if ITIs were 

factored into the calculation. Including ITIs in the contingency calculations, the low outcome 

zero contingency condition becomes mildly positive, and the high outcome zero contingency 

condition becomes moderately positive. As such, incorporation of ITIs may explain the 

outcome density effect.  

However, in the passive contingency experiments of this thesis, the cue and 

outcome presentation durations and ITI are precisely controlled, with trial periods and ITIs 

distinctly demarcated. The presence and absence of cues and outcome are defined by 4 

separate images. This is very different to the type D trials programmed in an active task, 

such as those used by Msetfi et al., where the distinction between trials and the ITI is less 

clear. Therefore, it is less clear why participants would incorporate the ITI into contingency 

judgements in a passive task. Further, the role of the ITI should be identical across 

manipulations of cue and outcome density, and thus incorporation of the ITI does not 

Cue  

Outcome  

Present Absent  

Present 4 16 P(O/C) = .2 
Absent 4 16 P(O/~C) = .2 

  ΔP = .2-.2=0 

Cue  

Outcome  

Present Absent  

Present 16 4 P(O/C) = .8 
Absent 16 4 P(O/~C) = .8 

  ΔP = .8-.8=0 

 

Cue  

Outcome  

Present Absent  

Present 16 4 P(O/C) = .8 
Absent 16 54 P(O/~C) = .23 

  ΔP = .8-.23=0.57 

 

Cue  

Outcome  

Present Absent  

Present 4 16 P(O/C) = .2 
Absent 4 56 P(O/~C) = .07 

  ΔP = .2-.07=0.13 

Table 63 Contingency calculation of Experiment 1, with and without ITIs 
Table A Low outcome density 

contingency calculation  

Table B Low outcome density 

contingency calculation with ITI 

Table D High outcome density 

contingency calculation with ITI 
Table C High outcome density 

contingency calculation  
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naturally explain the difference in contingency judgments observed between manipulations 

of cue density and outcome density.   

10.2.3 The cue density effect across experiments 

Cue density effects were found across Experiments 2 and 4. The size of cue density 

effect were relatively similar across the experiments. Outcome density effects were larger 

than the cue density effects across experiments, 2, 3, and 4, see Table 64. Interestingly 

when comparing across the contingency responses, for both the cue and outcome density 

manipulation the high outcome density conditions seem to be fairly similar. However, the 

responses for the low-density conditions, are much lower for the outcome density 

manipulation compared to the cue density manipulation. This may suggest that at high 

density, similar weighting is given to both cues and outcomes. At lower density, lower 

weighting is given to the outcome compared to the cue. As such the outcome density effect 

 Outcome Density Cue density 

 
Experiment 

2 
Experiment 3 

Experiment 
2 

Experiment 4 

  Cue-
Outcome 

Outcome-
Cue 

 
Cue-

Outcome 
Outcome-

Cue 

High 
density 
response 

43.74 
(16.89) 

42.93 
(26.96) 

44.70 
(23.99) 

43.45 
(20.80) 

46.55 
(19.10) 

46.87 
(21.31) 

Low 
density 
response 

18.61 
(16.85) 

17.52 
(14.94) 

20.83 
(15.65) 

31.29 
(23.95) 

35.70 
(20.33) 

31.58 
(23.23) 

95% CI for 
mean 
difference 

[19.41, 
30.85] 

19.77, 
31.05 

19.03, 
28.70 

[6.54, 
17.77] 

6.07, 
15.61 

9.63, 
20.95 

Density 
effect size 
d  

1.49 1.17 1.18 0.54 0.55 0.69 

 

Table 64 Comparison of means (SD), CIs and effect size for cue and outcome density across 
experiments 2, 3 and 4 
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may be driven by the lower density conditions. This may also suggest that density or 

probability of cue, does not necessarily affect the weighting given to cues. As the given 

contingency judgements when cue is manipulated are relatively similar.  

The fact that cue and outcome density effects are different in size does seem to 

suggest that they different in some aspect. This may potentially be in terms of how much 

attention people pay to the stimuli or perhaps the salience of the events. In fact 

Experiments 2, 3, 4 shows that the density effects differ in size between cue and outcome, 

and even when the order of these are switched, such as the outcome is presented first, the 

outcome density effect is always larger. This does seem to indicate that outcomes and cues 

are perceived differently.  

The relationship between contingency judgements and cue density could be further 

examined to see if across various levels of cue probability, do contingency judgements stay 

fairly similar.  in addition to this, cue density effects were not examined in positive and/or 

negative contingencies, which may shed further light on how cue effects may influence 

judgements.  

10.2.4 Information presentation 

Within this thesis only single cue-outcome pairs are shown to participants within a 

block of trials. However, in the real world it is likely that people will observe multiple 

different cues and outcomes, which was not really examined here. However, the 

contingency literature in general has examined the effects of multiple cues and outcomes, 

although perhaps not with the same factors examined here, hence this may be an extension 

to this work (De Houwer & Beckers, 2003; López et al., 1998). 
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Another factor to consider is that in real life there may be a temporal gap between a 

cue and outcome, and in fact the gap may not be consistent. This could potentially influence 

the associations or contingencies people form between events, as memory could be a large 

factor at play here.  

For participants, the approach taken in this thesis, means that they can learn 

contingencies in a fairly simple to understand way. The use of pictures makes things easier. 

The approach allows for some level of noise to enter, as participants for all experiments 

took part in the experiments from their home location, emulating how participants may be 

exposed to information on social media. It was not a fully controlled lab study, with no 

noise. Whilst this could affect the results, it was a more realistic setting. 

Fatigue effects or boredom are major concerns for experiments like this, where 

participants view a series of trials. There are 40 trials in each block. To reduce participants 

not paying attention between each trial they have to manually click on a next button. 

However, it may be that participants do stop paying attention, however if they did 

completely stop paying attention, then we would not expect to see any differences in effect 

or judgments between the high- and low-density conditions, however, this density effect is 

present throughout all the experiment, suggesting that participants are paying attention 

throughout the entire experiment. It is likely that participants are using central routes of 

processing, as they are told what each image is.  

Active vs passive paradigm 

All the experiments in this thesis have utilised passive paradigms, to reflect the way 

in which participants may see information in their daily lives, for example on social media. 
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However realistically many people are engaging with the information they receive, for 

example by sharing information. The active side of human behaviour was not explored in 

this thesis, however it has been examined across many experiments in the contingency 

literature (Gillan et al., 2014b; Novovic et al., 2012; Yarritu et al., 2014). A series of 

experiments in which participants take part in a mixture of passive and active paradigms 

may be more reflective of real life scenarios. However prior to that further research on the 

differences in judgements between the passive and active paradigms may be useful to 

pinpoint how or why contingency judgements differ across the paradigms.  

10.2.5 Interventions 

A potential application of the findings of this thesis, can be in the use of 

interventions in preventing or reducing the formation of false beliefs which may results in 

negative health consequences. This research has highlighted the importance of several 

factors as such prior belief, and how people may be resistant to belief change due to prior 

belief. Also, the influence of affect on belief formation has been highlighted by the findings 

in Chapter 9. These factors could be incorporated into policy regarding these types of 

interventions, to ensure the interventions have a higher probability of working, on more of 

the population. Previous research has already shown that often just telling people what to 

look out for, or what to do is not very effective (Lewandowsky et al., 2012), as such these 

findings could be utilised to make more effect interventions.  

The intervention could perhaps be in the form of a game whereby, participants 

complete two blocks of trials of cue-outcome pairings in a contingency paradigm. In one 

block there could be no manipulation, however in the second block, perhaps the cover story 
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or affect of the participants could be manipulated. Afterwards the difference in judgement 

could be shown to participants to highlight how affect or prior belief and other factors can 

influence judgements.  

The focus of the research has been on the general population, with the participants 

being of the general population. No specific clinical group were examined. Potentially the 

findings could be extended into clinical areas, whereby belief formation is of importance, for 

example in anxiety, however this has not been a main aim of the thesis. 

10.2.6 Generalisability 

The findings of this thesis are likely fairly generalisable, because the samples were 

recruited from a reasonably diverse population (e.g., greater dispersion in age than is found 

in most student populations). The only restrictions applied were that participants had to be, 

over the age of 18, and due to ethics, that participants were primarily based in the UK. The 

scenarios used, are not particularly country specific. In addition to this, the paradigm uses 

pictures to represent different events, to minimise confusing from specific wording. 

However cross-cultural differences may exist, whereby the pictures could be interpreted 

differently in different cultures or different values of belief may exist which would mean 

these pictures cannot be used universally. For example, cultures that may rely more on 

alternative medicine or holistic herbal medicines may have different views on the 

medication scenario, and as such there may be external influences on the judgements they 

may make. To explore this possible influence of prior belief was explored in this thesis.  

10.3 Theoretical Contributions 
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Three theoretical accounts were examined to see how well they can explain the 

results in the thesis, each listed in Table 65. 

The contingency account (Allan, 1980) is a normative account of contingency belief, 

which states that belief should correspond with the difference in the probability that two 

events co-occur, P (Event 1|Event 2), and the probability that one of these events occurs in 

isolation, P (Event 1|No Event 2). The contingency account would predict judgements of 

contingency to not differ in zero contingency conditions, even if the probability of cue or 

outcome is manipulated. The contingency account was able to partially or with assumptions 

explain the findings of experiments 5 and 6. For experiment 5, the findings in regard to 

judgement differences between zero, negative and positive contingencies were predicted by 

the contingency account. However, the differences in judgements between the 0 to 100 

 Contingency 
Account 

Contingency 
account with 
Wasserman 
Extension 

Associative 
Account 

Probabilistic 
Account  

Experiment 1 No Yes Yes Yes, with 
assumptions 

Experiment 2 No Yes Yes, with 
assumptions 

No 

Experiment 3 & 4 No Yes, with 
assumptions 

No No 

Experiment 5 Partially Partially Partially Partially 

Experiment 6 Yes, with 
assumptions 

Yes, with 
assumptions 

Yes, with 
assumptions 

Yes, with 
assumptions 

Experiment 7 No No  No No 

Table 65 Summary of how well the theoretical accounts explain the findings of the 
experiments of this thesis. 
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scale and -100 to 100 scale were not explainable by the account. The findings of experiment 

6 regarding the effect of prior belief could be explain by the contingency account if it is 

assumed that prior beliefs are considered prior experience of the 4 types of contingency 

trial types which reinforce the contingency belief. The contingency account could not 

explain the findings of experiments 1, 2, 3, 4, and 7, as such the account is a good model to 

explain outcome and cue density effects in general. 

 Wasserman (1990) provided an extension to the contingency account and 

suggested that people tend to weigh the cells of a contingency according to, A > B > C > D 

when making judgements of data presented in contingency tables. This suggests that the 

trial types presented by a contingency table are not weighed equally or experienced equally 

by individuals. The contingency account with the Wasserman (1990) extension was able to 

explain, with some assumptions, all the findings except for the findings of experiment 7. The 

cue and outcome density effects found in experiments 1 and 2 were explaining by the 

extension, however for experiment 3 and 4, if it is assumed that the order of cue and 

outcome does not matter than the findings of this experiment are also predicted. Overall, 

the contingency account with the Wasserman extension is one of the better accounts in 

being able to explain the findings of this thesis. 

The associative perspective focusses on the formation and strengthening of cue and 

outcome associations, in particular it considers the associative strength of two events, the 

conditioned stimulus (CS) and unconditioned stimulus (US) (Rescorla and Wagner, 1972). 

Strength of connection is determined by how often the events are paired together, how 

often events occur in isolation and how often both are absent. It is this mechanism that 

allows the model to be sensitive to CS–US contingencies in animal and human learning. The 
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associative account would predict differences in judgements of association until the 

associative strength between cue and outcome reaches the asymptote. The associative 

account was able to partially or with assumptions explain the findings of experiments 1, 2, 5, 

and 6. It could not explain the findings of experiments 3, 4 and 7. The outcome density 

effects of experiment 1 was predicted by the associative account, and the cue density 

effects of experiment 2 could be predicted if the presence and absence of the cue are 

accounted for as well. However associative accounts assumes that cues are followed by 

outcomes, as such the findings of experiments 3 and 4 cannot be explained. The finding of 

experiment 5 that judgement differences across zero, negative and positive contingencies 

were predicted by the associative account. However, the judgment differences between the 

0 to 100 scale and -100 to 100 scale were not explainable by the account. The findings of 

experiment 7, that prior beliefs influence contingency judgements could be explained by the 

account if it is assumed that prior beliefs are developed from prior real-life experience of 

cue and outcome occurrences, and these could carry over into the experimental paradigm. 

Overall the associative perspective is able to account for cue and outcome density effects, 

however when the role of affect or interchangeability of cue-outcome order is considered, 

the account falls short in its predictions.  

The probabilistic model is a rule-based model, which suggests that individuals reason 

about cause-effect relationships by recalling all the different cue-outcome pairings and 

calculating a similar to ∆p (Cheng & Novick, 1990). Individuals compare situations that differ 

due to the presence of a target cue, whether the cue is present or absent. By comparing 

these situations inferences about the relationship between cue and outcome can be learnt. 

This model would predict there to be no difference in judgements in zero contingency 
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conditions. The account was able to partially or with assumptions explain the findings of 

experiments 1, 5, and 6. It could not explain the findings of experiments 2, 3, 4 and 7. The 

outcome density effect of experiment 1 was predicted by the account, if it is assumed that a 

zero contingency condition is misperceived by people as being slightly positive or negative. 

However, the cue density effects, and cue-outcome presentation order effects seen across 

experiments 2, 3 and 4 are not explainable by the account. Even if it assumed that zero 

contingencies are misperceived to be positive or negative, the difference in size between 

cue and outcome density effects cannot be accounted for, and the account assumed cues 

are followed by outcomes. The model can account for the contingency effect found, as it 

does predict that more extreme levels of outcome density results in higher judgments of 

control in positive and negative contingency conditions. The model predicts that some 

participants will perceive zero contingencies as non-zero, i.e. as positive or negative 

contingencies. Hence, an effect of scale would be expected for zero contingency conditions 

because participants cannot easily represent theory beliefs about a negative contingency.  It 

predicts that a 0-100 scale, compared to a -100 to 100 scale, will artificially bias responses in 

a zero-contingency condition even in the absence of demand characteristics. Some 

participants will perceive a positive contingency (and will give a non-zero response), others 

will perceive some negative contingency and are not permitted to give a negative response. 

Even if the participants feel that they should respond with zero (even though they perceive 

some contingency) the mean will be above zero. Overall the account is able to explain 

outcome density effects along with scale and contingency effects, however it cannot explain 

the other effects such as cue density effects examined in this thesis.  
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In summary, the contingency account by itself cannot explain the results of this 

thesis, as it would suggest that at zero contingency differences between contingency 

judgment at high and low outcome density should not be found. However when the 

Wasserman (1990) weighting of trials types are also taken into account, the contingency 

account is better able to explain the results of this thesis. The area in which the contingency 

account and the Wasserman extension fail to completely predict the findings of this thesis, 

is where affect is considered. Similarly, neither the Rescorla-Wagner model nor the 

probabilistic cannot explain all the results of this thesis. Overall, the contingency account 

with the Wasserman extension has been able to best predict the findings of this thesis.  

10.4 Concluding Summary 

My interest in this project started with worries around vaccine hesitancy and 

consequent impact on population health. Further reading and research led me to explore 

the literature around belief formation and in particular false belief formation. I wanted to 

further examine the specific factors which led false beliefs, so better interventions could be 

formed which target false belief formation in the context of fake news. Across 7 

experiments, I have found the outcome density to be a robust effect, increased probability 

of outcome in turn increases the positivity of contingency judgements. This effect can be 

increased and decreased through various methodological variations, however consistently it 

seems people give judgements which are more positive than the programmed contingency 

would indicate. This suggests that people may be pre-disposed to form positive 

contingencies or relationships between events. Findings of the thesis also show the 

importance of belief, and how belief can overcome the programmed contingencies, which 

may have implications for intervention which focus on false belief reduction. The findings of 
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the thesis also suggest an influence of affect on contingency judgements, such that 

increased levels of affect leads to increased positive judgements. The findings of this PhD 

work link the fields of affect and beliefs with contingency learning and advance the current 

knowledge and understanding of contingency judgements. Also, the thesis aimed to 

examine the current theoretical frameworks in respect to the findings.   
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Appendices  
Appendix A 

The following images show the cover stories used in Experiment 6 along with the 

belief questions asked in the experiment.  

 

Note. Attribution to Upklyak - Freepik.com. (2022). Set of cannabis production and 

equipment icons. Freepik.com. (https://www.freepik.com/free-vector/set-of-cannabis-

production-and-equipmenticons_16793902.htm). CC BY 2.0. 

Note. Attribution to Felicities - Freepik.com. (2022). Young man character creation 

design for Animation cartoon flat design. Freepik.com. (https://www.freepik.com/free-

vector/young-man-character-creation-design-for-animationcartoon-flat-

design_14475313.htm). CC BY 2.0. 
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Note. Attribution to Felicities - Freepik.com. (2022). Young man character creation 

design for Animation cartoon flat design. Freepik.com. (https://www.freepik.com/free-

vector/young-man-character-creation-design-for-animationcartoon-flat-

design_14475313.htm). CC BY 2.0. 
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Note. Attribution to Vectorjuice - Freepik.com. (2022). Artificial intelligence in social 

media abstract concept illustration. Freepik.com. (https://www.freepik.com/free-

vector/artificial-intelligence-in-social-media-abstract-concept-illustration_12291060.htm). 

CC BY 2.0. 
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Note. Attribution to Pch.vector - Freepik.com. (2022). Cartoon tech team people 

creating robots in lab. Machine or hardware engineering, scientist with computer, new 

invention flat vector illustration. Technology, development, science concept for banner. 

Freepik.com. (https://www.freepik.com/free-vector/cartoon-tech-team-people-creating-

robots-in-lab-machine-or-hardware-engineering-scientist-with-computer-new-invention-

flat-vector-illustration-technology-development-science-concept-for-

banner_24644156.htm). CC BY 2.0. 

Note. Attribution to Felicities - Freepik.com. (2022). Young man character creation 

design for Animation cartoon flat design. Freepik.com. (https://www.freepik.com/free-

vector/young-man-character-creation-design-for-animationcartoon-flat-

design_14475313.htm). CC BY 2.0. 
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Note. Attribution to Vectorjuice - Freepik.com. (2022). Doctor pointing at private 

healthcare center with medical services. Private healthcare, private medical services, health 

care center concept. Pinkish coral bluevector vector isolated illustration. Freepik.com. 

(https://www.freepik.com/free-vector/doctor-pointing-at-private-healthcare-center-with-

medical-services-private-healthcare-private-medical-services-health-care-center-concept-

pinkish-coral-bluevector-vector-isolated-illustration_11666946.htm). CC BY 2.0. 

Note. Attribution to Felicities - Freepik.com. (2022). Young man character creation 

design for Animation cartoon flat design. Freepik.com. (https://www.freepik.com/free-

vector/young-man-character-creation-design-for-animationcartoon-flat-

design_14475313.htm). CC BY 2.0. 
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