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Abstract

Levitation of mesoscopic particles in high vacuum provides a promising platform to
investigate nanoscale thermodynamics and the boundary between the classical and quantum
worlds. By using a microfabricated Paul trap, charged particles with a wide range of
sizes and materials can be coupled to the electrodes of the trap, enabling all-electrical
levitation and cooling. With this two-way interaction between mesoscopic particles and
the trapping electrodes, detection and control of particle motion can be realized. Through
passive resistive cooling or active feedback cooling, high precision force detection will
be achieved, and there is even the potential to reach the quantum regime. Simulations of
the Paul trap using SIMION are conducted. An experimental microfabricated Paul trap
has been designed and assembled. In this context, an innovative event-based imaging
scheme is introduced to monitor the motion of microparticles, which enables the tracking
of multiple particles at higher speed than conventional cameras. In consonance with this
methodology, a Field Programmable-Gate-Array(FPGA)-based system is employed to
output the detection signal from an event-based imaging scheme in real time. A cooling
process based on cold damping is then carried out to reduce the temperature by 4 times at
2×10−2 mbar. A cooling phenomenon is evident in a specific mode during the cooling
process of a pair of levitated particles. Furthermore, an electric detection of particle motion
is also explored to get a minimum (1.1±0.2)×10−12 A image current detection. Further
improvement of the electric detection is suggested.
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Chapter 1

Introduction

1.1 Mesoscopic particles in physics and technology

The control of mesoscopic particles is of great importance in many fields, such as the study
of viruses [1], protein identification [2], astrophysics [3] and precise force detection [4].
Levitation allows the centre-of-mass (CoM) motion of particles to be isolated from the
ambient environment. Confinement of levitated particles in harmonic potentials produces
oscillators with a high-quality factor [5], which is essential for force sensitivity [6–8] and
to prepare long coherence times in quantum experiments [9–11]. It is predicted that the
motion of nanoparticles can be controlled at the quantum level, with the first demonstration
of ground-state cooling in a levitated optomechanical system in 2020 [12], which will
enable the study of macroscopic quantum physics and advance quantum technologies
[13–16].

Optical traps are most commonly used for levitation, due to our ability to precisely
control optical fields, and the relatively high trapping frequencies in the resulting harmonic
potential, which avoids low-frequency (environmental) noise. The optical control of the
mechanical motion of an object is known as “optomechanics”, and the motion of optically
trapped objects is therefore specifically referred to as “levitated optomechanics”. However,
optical traps are limited by shallow depths (about 1 eV [17] or 23200 K with E = 1

2kBT )
leading to instability at low pressures where motional damping due to gas is no longer
present. Low pressures are essential to achieve high-quality factor oscillations for sensitive
force sensing and to avoid heating and decoherence when cooling particles towards the
quantum ground state.

If an object oscillates with a frequency ω0 , the momentum transfer from a photon to
the object will add quanta ℏω0 to the oscillator’s energy in a process called photon recoil
heating [18]. Optical traps suffer from unavoidable heating due to photon recoil, which
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1.2 Mesoscopic particles in Paul traps

will limit the coherence time in a quantum optomechanical system and force sensitivity at
low pressures.

Here we are using a different trapping technology. Radiofrequency quadrupole traps,
also known as Paul traps, will be utilized. Although optical traps have high trapping
frequencies which can avoid environmental low-frequency noise, the stability of Paul traps
(trap depths much greater than 1 keV [19], or 2.32× 107 K) allows for straightforward
operation in a high vacuum. Paul traps also have an extended trapping region to enable
straightforward trap loading (about 1 cm3 in general, as for the optical trap the trapping
region is about 10 µm3) [17]. Besides, the potential is extremely low noise due to the
absence of photon recoil.

In this thesis, the investigation will center on the manipulation of levitated microparti-
cles in vacuum. Compared to nanoparticles, microparticles have higher charge-to-square-
root-of-mass ratio Q/

√
m [20]. I will describe the work to trap charged microparticles

in microfabricated Paul traps, detect the particle motion, conduct feedback cooling to
the centre-of-mass motion of levitated particles and try to recover the particle motion by
coupling to electronic circuitry. This will create a compact platform for the manipulation of
charged microparticles, for applications in force sensing, studies in nanothermodynamics,
and exploration of macroscopic quantum physics.

1.2 Mesoscopic particles in Paul traps

A Paul trap makes a quadrupole potential to capture charged particles. Because of Gauss’
law, four poles cannot create a stable trapping region. A time-varying electric field is thus
used to produce an approximate harmonic potential and a resultant 3D linear restoring
force. Paul traps come in many geometries. Figure 1.1 shows a diagram of a linear Paul
trap. The structure consists of four rods which confine charged particles along a line
and two endcap electrodes for confinement in the remaining dimension. Two rods are
connected to alternating current (AC) voltage and two rods are connected to direct current
(DC) voltage. Endcap electrodes with a separation of d are usually connected to DC
voltage as well.

Paul traps are mainly used in the study of atomic or sub-atomic particles [21–23].
In 1986, S. Arnold et al. used a Paul trap to capture microparticles containing organic
laser dyes and acquire their fluorescence spectrum [24]. In 1991, H.Winter et al. set up
a Paul trap to store a single anthracene dust particle for over two months [25]. In 2001,
S. Schlemmer et al. trapped nanoparticles in a Paul trap and achieved an absolute mass
determination of the charged particle [26].

14



1.2 Mesoscopic particles in Paul traps
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Fig. 1.1 Diagram of a Paul trap. In this structure, two rods are connected to AC voltage and
two rods are connected to DC voltage. Two rings around the four rods are called endcap
electrodes.

Because Nitrogen vacancy (NV) defect centres in diamond nanocrystals have optical
and electronic properties which can be utilized in quantum optics and quantum informa-
tion experiments [27, 28], some groups including O. Benson’s group [29] in Humboldt
Universität zu Berlin and G. Hétet’s group [30, 31] in Laboratoire de Physique de l’ENS
began to use Paul traps to levitate diamond particles. In 2014, O. Benson’s group observed
nitrogen vacancy fluorescence in a diamond cluster levitated in a linear ion trap [29]. In
2018, this group presented a linear, segmented Paul trap with electrodes printed on two
printed-circuit-board (PCB) fiberglass boards to capture nanocrystals with a simple and
inexpensive construction [32]. In 2020, G. Hétet’s group observed a spin-dependent torque
and spin-cooling of the motion of a trapped microdiamond, illustrating coupling between
the macroscopic motion of the microdiamond and the microscopic spin contained within it
[33].

It is also possible to levitate graphene nanoplatelets in a Paul trap. Since its discovery
in 2004, graphene has received much attention for its unique behavior and potential
applications. A Paul trap provides a good way to investigate graphene behaviors in
isolation due to its large trapping region compared to optical traps. B. E. Kane’s group
at the University of Maryland carried out much work on graphene nanoplatelet levitation
[34], cooling [35] and rotation frequency stabilization [36] in a Paul trap.

P. F. Barker’s group at University College London use Paul traps to explore the dynam-
ics of levitated nanoparticles. In 2014, they introduced a hybrid electro-optical trap, in
which a Paul trap is used to trap 400 nm nanoparticles and a cavity is adopted to cool the
center-of-mass temperature of by 100 times [37]. Via the hybrid electro-optical trap, this
group introduced an experimental way to explore continuous spontaneous localization on
the mesoscale by using a cavity-cooled, single-charged nanosphere levitated within a Paul
trap [38]. This group proposed a super-resolution imaging technique to detect the charged
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1.2 Mesoscopic particles in Paul traps

particle motion within a Paul trap [39] and characterized the frequency and temperature
stability, charges and mass of levitated particles in Paul trap [40]. They measured the
linewidth of the nano-oscillator to be 81±23 µHz and placed new bounds on two wave-
function collapse models [41]. They also compared the parametric and velocity feedback
damping methods in Paul traps to show velocity damping is more resilient to imperfect
experimental conditions [42].

T. E. Northup’s group at the University of Innsbruck have conducted work on silica
microparticles levitated in a Paul trap, with the ultimate aim of coupling their motion
to atomic ions. In 2019, they demonstrated a technique which combines laser-induced
acoustic desorption (LIAD) of nanoparticles from a metallic foil and temporal control
of the Paul trap potential to load nanoparticles under ultra-high vacuum into a Paul
trap. Experiments show the method has high efficiency, with more than 50 percent of
loading events leading to capture in as short as a few milliseconds [43]. With this loading
method, the group trapped a charged silica sphere with 300 nm diameter and used a cold
cathode/Pirani combination gauge to control the electric charge of the particle, which can
tune the oscillation frequency and enable a precise measurement of the mass [44]. They
also proposed a self-interference method to detect the motion of levitated particles [45].
Meanwhile, they introduced laser cooling of the particle in Paul trap to cool the secular
motion of a silica nanoparticle below 1 K [46]. Electrical feedback cooling is conducted to
cool the particle motion to a few tens of mK from room temperature [17]. With ground
state temperatures of a few µK there is still a long distance to cool the nanoparticles into
the quantum regime, and this forms part of the motivation for this thesis.

Therefore, D. Goldwater et al. proposed an all-electrical levitation, detection and
cooling scheme in a Paul trap for charged mesoscopic particles [20]. Such fully electrical
control over the mechanical motion of a levitated object was dubbed “levitated electrome-
chanics”. Simulations show that the particle temperature reaches sub-Kelvin in a room
temperature environment via all-electrical feedback cooling, with ground-state cooling
possible in cryogenic environments. Later on, L. Martinetz et al. proved that a nanopar-
ticle in a Paul trap can interface with the discrete level structure of a superconducting
qubit. An all-electrical pulsed measurement scheme is introduced to generate and readout
motional quantum superpositions and entanglement of levitated nanoparticles [47]. This
thesis presents initial work that moves towards the achievement of all-electrical cooling of
microparticles to sub-Kelvin temperatures.
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1.3 Cooling and quantum physics in a Paul trap

1.3 Cooling and quantum physics in a Paul trap

In 1953, Wolfgang Paul et al. proposed a trap in which a time-dependent electrical field in
the radio-frequency domain is used to confine atomic ions [48]. Because of this superb
invention, Wolfgang Paul shared the Nobel Prize for the development of the ion trap
technique. With this technique, studies of atomic ion and electron dynamics progressed
with surprising speed [49, 50]. Laser cooling was first used to bring a trapped 198Hg+

ion to the ground state of the harmonic potential provided by a Paul trap in 1989 by the
National Institute of Standards and Technology (NIST) group [51]. With the advent of
laser cooling techniques [52], Paul traps have enabled researchers to create high fidelity
quantum entanglement [53], and this architecture is one of the most promising for creating
practical quantum computers [54].

Laser cooling is not available for mesoscopic particles, due to their lack of closed
optical transitions. Instead, cooling methods rely on radiation pressure, the optical dipole
force, or exerting electrical forces on charged objects.

1.3.1 Cooling in optical traps

Cooling techniques for mesoscopic particles in optical traps include four types of methods,
which are radiation pressure cooling, parametric feedback cooling, cold damping and
optical cavity cooling. They have different principles and research developments.

Radiation pressure cooling

The instantaneous velocity of the particle can be calculated according to the position
signals detected from system detectors. The velocity signal is then fed-back to modulate
the optical power of one or more cooling beams. A scattering force opposite to the velocity
direction is thus applied to the particle. T Li et al. cooled three centre-of-mass modes
of a microsphere from room temperature to millikelvin temperatures using this method
[55]. F Monteiro et al. demonstrated a cooling of the motion of a 10 µm-diameter sphere
to 50±22 µK via minimizing the pointing noise of the trapping laser [56]. However, this
cooling is only effective for relatively large particles, because the scattering force decreases
rapidly with particle size and the laser pointing stability is hard to overcome.

Parametric feedback cooling

The method of parametric feedback cooling was used by J. Gieseler et al. to cool the
centre-of-mass motion of an optically levitated nanoparticle by four orders of magnitude
[57]. Unlike Radiation pressure cooling, only one laser is used for both trapping and
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1.3 Cooling and quantum physics in a Paul trap

cooling. The motional signal of the particle is frequency doubled, with an appropriate
phase shift, to generate the feedback signal. This signal is used to modulate the intensity of
the trapping beam, so as the particle moves away from the centre of the trap, the optical trap
is stiffened. Thus, the particle has to do additional work to climb the potential, whilst as
the particle moves towards the centre of the trap, the optical trap is loosened ensuring less
gain in energy. The cumulative consequence of this is that the particle loses energy and its
motion is cooled. With this method, V. Jain et al. realized the centre-of-mass temperature
to be TCoM = (450.5±33.1)µK [18]. Then this was later improved to 145 µK [58]. This
technique is good for small particles, but becomes challenging at low particle temperatures,
since the non-linear nature of the method requires a feedback gain proportional to the
amplitude of the particle motion.

Cold damping

In cold damping, the positional information of a charged particle is collected and then used
to generate a feedback signal proportional to the particle’s velocity, which is applied via
a Coulomb force to the charged particle. F. Tebbenjohanns et al. used cold damping to
cool an optically levitated nanoparticle from room temperature to 100 µK at a pressure of
10−8 mbar [59]. Based on the method, a silica sphere with a diameter of 136 nm is cooled
close enough to the ground state (a phonon occupation number of nphonon = 4) such that
quantum effects are evident in the particle motion [60] and then they cool a nanoparticle
to an average occupancy of 0.65±0.43 [14]. G. P. Conangla et al. introduced a machine
learning algorithm to optimize cold damping feedback gains and achieved cooling times a
factor of 10–600 faster [10]. More elaborate feedback schemes, such as a Kalman filter,
can also be used to cool to the quantum state with a mean occupation of 0.56±0.02 [61].

Optical cavity cooling

Optical cavity cooling includes cavity-assisted resolved-sideband cooling and cavity cool-
ing via coherent scattering. In cavity-assisted resolved-sideband cooling, the motion of a
particle is coupled to an optical cavity and will cause the cavity frequency to shift. The
cavity field itself can be used to levitate the particle. This generates sidebands at the
motional frequency of the particle, corresponding to the oscillator (levitated nanoparticle)
either losing or gaining energy. The cavity resonance makes it possible to preferentially
scatter into one of these sidebands, cooling the particle [62]. Using this method, in a hybrid
electro-optical trap, J. Millen et al. cooled a nanoparticle to 0.3 K [37, 63]. In the coherent
scattering technique, the particle is levitated in an optical trap within, but separate to, the
optical cavity field. The scattering of light from the optical trap by the particle is used to
drive the cavity, enabling a strong exchange of energy between the particle and the cavity
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1.3 Cooling and quantum physics in a Paul trap

field. The scheme was introduced by U. Delić et al [64]. In 2020, they realized the cooling
of a nanoparticle, which comprises 108 atoms, to ground state of an optical potential in a
room temperature environment [12].

In summary, Figure 1.2 is listed to show the latest research results with the four cooling
methods.

The minimum 
temperature

Particle 
diameter

50±22 uK10.0 um Radiation pressure cooling

Parametric feedback cooling~145 uK100 nm

Cold damping0.56±0.02

Optical cavity cooling
0.43±0.03

~12.2 uK
143 nm

143 nm

Cooling methods

(Ground state)

(Ground state)

Occupation number:

Occupation number:

Fig. 1.2 Summary of cooling development for mesoscopic particles in optical traps. The
left two column values indicate the particle diameter and related minimum centre-of-mass
temperatures based on the four types of cooling methods labelled on the right column. The
lowest temperature value based on cold damping is not given in the publication but an
occupation number is listed to indicate that the cooled particle reaches the ground state.
The relationship between the centre-of-mass temperature and the mean phonon occupation
number is kBTCoM = (nphonon +

1
2)ℏω0.

1.3.2 Cooling in Paul traps based on optical detection

Here, three cooling methods will be introduced: optical feedback cooling, cavity cooling
and cold damping.

Optical feedback cooling

This technique is identical to the parametric feedback cooling mentioned above, except the
levitating field is now the Paul trap and feedback signal is to modulate the amplitude of
provided AC voltage to the Paul trap. R. Quidant et al. levitated a nanodiamond hosting a
single nitrogen-vacancy center in a Paul trap and optically measured the nanodiamond’s
center-of-mass motion. Feedback cooling realized temperature reduction by a factor of 4 at
5×10−1 mbar to enbale the interrogating and characterizing the emitter response [65, 66].
Similarly, P. Nagornykh et al. cooled graphene nanoplatelets levitated in a quadrupole ion
trap to 20 K at 4×10−7 Torr and cooling of motion along three axes was observed [35].
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1.3 Cooling and quantum physics in a Paul trap

Cavity cooling

J. Millen et al. were the first to propose cavity cooling for charged particles in Paul trap
with the goal to investigate the macroscopic quantum behavior. This method removed the
need for the optical field to both levitate and cool the particle, and avoids instabilities at
low pressures for optical traps. They realized a factor of 100 reduction in temperature
for 400 nm diameter silica spheres [37]. Later on, this group demonstrated a greater than
1000-fold reduction in temperature and reached about 0.3 K at steady state with this method
[63].

Cold damping

With this technique, T. E. Northup et al. recently used optical detection to generate
electrical feedback cooling, as in the cases described above. Three motional modes of a
charged nanoparticle in Paul trap are cooled to temperatures of a few mK [17]. Y. Minowa
et al. then demonstrated a camera-based feedback cooling scheme to cool a charged
nanoparticle to minimum temperature 5.8 K at 8×10−5 mbar [67].

All electric cooling

When the endcap electrodes are connected to an RLC circuit, the motion of the levitated
charged particle will induce an image current to the circuit. The current in the circuit will
dissipate and damp the motion of the particle, which is called passive resistive cooling.
Resistive cooling can pre-cool massive particles of which the initial energy is far above
room temperature due to their method of injection into the trap. If we can detect the
particle motion via the induced current, it is possible to feedback the signal onto the endcap
electrodes to control the dynamics of the charged particles, which is called active feedback
cooling. Compared to optical feedback cooling, cavity cooling and cold damping via
optical detection, an all electrical cooling can avoid motional heating due to the scattering
of photons and will enable both passive and active cooling of mesoscopic particles towards
the quantum regime by coupling their motion to an RLC circuit [20]. Such methods
have been used to cool electrons and protons in Penning traps [68–70] but have not been
explored at mesoscopic scale.

In conclusion, we have Figure 1.3 below which indicates the recent research work on
Paul trap cooling for mesoscopic particles.

1.3.3 Structure of this thesis

This thesis will introduce Micro-Levitated Electromechanics. In Chapter 2, the Paul trap
theories and simulations of two Paul traps (a Macro-Paul trap and a Micro-Paul trap)
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1.3 Cooling and quantum physics in a Paul trap

~20 K Optical feedback cooling

Cavity cooling~3 K

Cold dampingA few mK

Cooling methods
The minimum 
temperatureParticle diameter

nanoplatelet 

418 nm

300 nm

Fig. 1.3 Summary of cooling development for mesoscopic particles in Paul traps. The
left two column values indicate the particle diameter and related minimum centre-of-mass
temperatures based on the three types of cooling methods labelled on the right column.
The particle size value based on optical feedback cooling is not listed but a nanoplatelet
structure is mentioned in the publication. Phonon numbers are not given since these
temperatures are far from quantum state.

based on SIMION are firstly introduced. Experimental Micro-Paul trap system is designed
and assembled. In chapter 3, an event-based imaging technique is proposed to detect the
motion of levitated microparticles. This method offers the prospect of simultaneous motion
tracking for both individual and multiple particles, maintaining a high bandwidth. In
chapter 4, a linear feedback cooling (or cold damping) according to the imaging detection
is carried out to cool the centre-of-mass motion of trapped microparticles. Chapter 5
explains an electric detection method of particle motion and Chapter 6 gives a summary of
the work throughout the thesis and outlines the next steps of future work.
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Chapter 2

Design of Paul trap and Micro-Paul trap

In this chapter, we aim to design and assemble a Micro-Paul trap. To reach the goal,
Paul trap theory, simulations and the Micro-Paul trap setup are introduced. Techniques of
particle loading, motion detection and calibration are also supplemented.

2.1 Paul trap theory

2.1.1 Equations of motion

The motion of a charged particle in the quadrupole field can be expressed by the solutions
to the Mathieu equation [71]. According to Mathieu’s mathematical description, these
solutions are separated into regions of stability and instability, which can be used to define
the trajectories of captured particles to be stable or unstable. Assume two dimensionless
stability parameters ai and qi, the Mathieu equation can be written as

d2ui

dξ 2 +[ai −2qi cos(2ξ )]ui = 0, (2.1)

where ui is the particle position along one of the three axes and i represents x, y and z
because the motion of the three axes is uncoupled in the approximately harmonic potential
created by the quadrupole field. ξ is a dimensionless parameter and ξ = ΩRFt/2. ΩRF

with unit rad/s is the frequency of AC voltage applied to the electrodes of the Paul trap. So
we can obtain

d2ui

dt2 =
Ω2

RF
4

d2ui

dξ 2 . (2.2)
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2.1 Paul trap theory

Substituting Equation 2.2 into Equation 2.1 and multiplying by the particle mass, the
expression is shown as

m
d2ui

dt2 +m
ΩRF

2

4
[ai −2qi cos(ΩRFt)]ui = 0. (2.3)

The first term of the left-hand side is the force working on the charged particle. Take a
force in z axis Fz for example, the force is

Fz = m
d2z
dt2 =−Q

dV
dz

, (2.4)

here Q is the charge of the particle, z is the particle position along z axis, V is the
pseudopotential at one point in this field. The expressions of the forces along x and y
axes are similar to Equation 2.4. For a point (x,y,z) in the quadrupole potential, the
pseudopotential can be described as [72]

V (x,y,z) =
VRF cos(ΩRFt)

2r2

(
αxx2 +αyy2 +αzz2)+ 4UDC

d2

(
βxx2 +βyy2 +βzz2) , (2.5)

where V (x,y,z) is the pseudopotential at the point (x,y,z) in the electric field, VRF is
the amplitude of the added AC voltage to the Paul trap, αi and βi (i = {x,y,z}) are six
weighting constants (or geometric factors) for the x, y and z coordinates, r represents the
distance from trap centre to the surface of the electrodes, UDC is the DC voltage of the two
endcap electrodes and d indicates the separation between the two endcap electrodes. By
substituting Equation 2.5 to Equation 2.4, the motion of the particle along z axis is given

m
d2z
dt2 +

[
8QUDCβz

d2 +
αzQVRF cos(ΩRFt)

r2

]
z = 0. (2.6)

Comparing Equation 2.6 and Equation 2.3, az and qz are as follows

az =
32QUDCβz

md2Ω2
RF

, qz =
−2QVRFαz

mr2Ω2
RF

. (2.7)

Similarly, the expressions for ax, ay, qx, qy are

ax =
32QUDCβx

md2Ω2
RF

, qx =
−2QVRFαx

mr2Ω2
RF

. (2.8)

ay =
32QUDCβy

md2Ω2
RF

, qy =
−2QVRFαy

mr2Ω2
RF

. (2.9)

The values of ai and qi must be chosen so that Equation 2.1 has stable solutions.
Usually when we set UDC = 0 V, ai = 0 and qi has to be below 0.91 for stable trapping.
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2.1 Paul trap theory

The frequencies of the particle motion are given by [50]

ωi =
1
2

ΩRF

√
ai +

1
2

qi2. (2.10)

Therefore, the expressions of frequencies in three axes can be achieved as

ωx =

√(
Q
m

)2 V 2
RF

2Ω2
RFr4 α2

x +
8QUDCβx

md2 , (2.11)

ωy =

√(
Q
m

)2 V 2
RF

2Ω2
RFr4 α2

y +
8QUDCβy

md2 , (2.12)

ωz =

√(
Q
m

)2 V 2
RF

2Ω2
RFr4 α2

z +
8QUDCβz

md2 . (2.13)

where the unit of ωi (i = {x,y,z}) is rad/s.

2.1.2 Power spectral density

Because levitated particles are oscillators, a position autocorrelation function (ACF) is a
useful tool to analyze their motion. Take the one-dimensional motion along z axis as an
example, we get

⟨z(t)z(0)⟩= kBTCoM

mω2
z

− 1
2

σz
2(t), (2.14)

where z(t) is the particle position along the z axis, z(0) is the initial position, kB is
the Boltzmann constant, σz

2(t) is the position variance and TCoM is the centre-of-mass
temperature.

The power spectral density (PSD) is the Fourier transform of the position ACF Szz(ω) =
1

2π

∫
∞

−∞
⟨z(t)z(0)⟩e−iωtdt, which provides a way to study the motion in the frequency

domain and the expression of the PSD is

Szz (ω) =
2kBTCoMΓ0/m

(ω2 −ωz2)
2
+Γ0

2
ω2

, (2.15)

where Γ0 is the damping rate determined by random collisions between the particle and
ambient gas. Via obtaining the Szz(ω) from experimental data and fitting it with the
Equation 2.15, the values of TCoM, Γ0 and ωz can be extracted.
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2.2 Paul trap simulation with SIMION

Table 2.1 The fitting results of potential distributions from Macro-Paul trap.

κ1x κ2x κ3x κ1y κ2y κ3y κ1z κ2z κ3z
63.6 0.1 32.2 102.5 0.1 32.2 -126.7 1.7×10−4 32.1

2.2 Paul trap simulation with SIMION

SIMION is a software package which is primarily used to calculate the 2D/3D electric
field distribution and the trajectories of charged particles within these fields, based on finite
difference. In SIMION, geometry structures and voltages of electrodes are user-defined
and the initial state of particles can also be given.

We have two Paul traps in the lab, a “Macro-trap” which has cm scale arrangement of
AC electrodes to explore the dynamics of levitated microparticles in vacuum, and a “Micro-
trap” has few-mm scale arrangement of AC electrodes to couple charged microparticle
motion to nearby electrodes. Simulations of the Macro-trap were carried out to both verify
the validity of the simulations, and to provide useful geometric information for ongoing
experiments in that system. The simulations could then be confidently be applied to predict
particle behaviour in the Micro-trap.

2.2.1 Simulation of the Macro-Paul trap

Figure 2.1 shows the geometry of the Macro-Paul trap electrodes. The structure has four
electrode rods with 3 mm diameter (the distance from the centre of the trap to the surface
of the rods is r = 3.45 mm), in which two opposite electrodes are connected with the AC
voltage of frequency ΩRF and amplitude VRF , with the values matching experiment, and
the remaining two are connected to DC voltage. Two endcap electrodes separated by 1 mm
(d = 1 mm) have the DC voltage (UDC = −4 V) and the two shields around the endcap
electrodes are grounded to minimize the impact of external electric fields.

From SIMION, static electric potential distributions at t = 0 s, along three axes can be
obtained, which are depicted in Figure 2.2. It appears that the potential around the centre of
the trapping region is parabolic in all three axes, which would lead to a harmonic potential,
but we must characterize how close to parabolic the potential actually is. A strongly
non-harmonic potential would lead to a sharing of energy between different motional
modes.

To test harmonicity, we look into the potentials in a central 200-micron cube. In the
experiment, a trapped particle occupies a space much smaller than this (≤ 20µm). Here
each grid cell of the electric field is 50 µm, so the spatial resolution is 50 µm. We use a
quadratic equation V = κ1iui

2 +κ2iui +κ3i to fit the potential distribution, where V is the
potential and i can be x, y and z with all lengths in mm. Table 2.1 lists the fitting results.
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Fig. 2.1 The structure of the Macro-Paul trap. It consists of four rods and two endcap
electrodes forming the quadrupole potential. The endcap electrodes are isolated with
grounded shields to prevent them from picking up the AC voltage.
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Fig. 2.2 Potential distributions along x, y and z axis in Macro-Paul trap, which are indicated
with blue, red and yellow dots respectively. The taken data is limited in a central 5 mm-
cube region.

Compared with κ1i, κ2i (i = x,y,z) can be negligible, which means the distributions
of potentials in three directions are harmonic. Ignoring the values of κ2i and using
V = κ1iui

2+κ3i to fit the potentials, we get the fitting results shown in Figure 2.3. The curve
direction in Figure 2.3(c) is different from the direction in Figure 2.3(a) and Figure 2.3(b)),
an illustration of Gauss’ Law, showing why we need to use time varying electrical fields.
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Fig. 2.3 Potential distribution fittings and potential residuals along three axes. (a) Potential
distribution fittings along x axis. (b) Potential distribution fittings along y axis. (c) Potential
distribution fittings along z axis. (d) Potential residuals along x axis. (e) Potential residuals
along y axis. (f) Potential residuals along z axis.The fittings are limited in a central 200-
micron cube. Fitting curves are indicated with red lines, matching well with potential data
dots.

Table 2.2 Geometric factors obtained from SIMION numerical simulation of our Paul Trap.

x y z
α (22.79±0.02)×10−1 3.70±0.01 −5.86±0.02
β (−8.89±0.02)×10−2 (−8.89±0.02)×10−2 (17.42±0.07)×10−2

According to Equation 2.10, in order to obtain the oscillation frequencies of the charged
particle, six weighting constants (or geometric factors) αi and βi (i = {x,y,z}) need to
be calculated firstly. Via setting the DC voltage to be UDC = 0 V, the AC voltage to
be VRF cos(ΩRF) = 650 V and using Equation 2.5 to fit the potential, the values of αi

are obtained. Then replace the AC voltage VRF cos(ΩRFt) = 0 V and set the DC voltage
UDC =−4 V to obtain the values of βi. Table 2.2 lists the fitting results and all the weighting
constants are dimensionless. The values of βx and βy are equal which is reasonable due to
the symmetry of the DC electric field.

In the experiment, silica particles of diameter 5µm (mass m = 8.02×1013 amu) and
charge q = 16000 e are trapped. The charge of the levitated particle is derived from
detecting particle motion frequency and is not controllable. When the DC voltage UDC =

−4 V and the AC voltage with frequency ΩRF = 2π ×800 rad s−1 and amplitude VRF =
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2.2 Paul trap simulation with SIMION

650 V, the expected oscillation frequencies with unit rad/s are calculated via Equation
2.10. Divided by 2π , the frequencies with unit Hz are obtained, which is expressed in the
following

fx = 38.6 Hz, (2.16)

fy = 78.8 Hz, (2.17)

fz = 147.3 Hz. (2.18)

Meanwhile, the trajectories of the trapped particle are able to be exported from SIMION.
Figure 2.4 shows the power spectral densities of a trapped particle position which indicate
the particle mechanical frequencies in the three axes are f ′x = 40.0 Hz, f ′y = 80.9 Hz and
f ′z = 157.6 Hz.
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Fig. 2.4 The PSDs of a levitated particle position along three axes from SIMION simulation.
The blue, red and yellow curves correspond to the PSDs of the levitated particle motion
along x, y and z axes. From the obtained PSDs, we can the oscillation frequencies are
f ′x = 40.0 Hz, f ′y = 80.9 Hz and f ′z = 157.6 Hz.

Two calculation results from Equation 2.10 and SIMION give the following relative
errors: ∣∣∣∣ f ′x − fx

fx

∣∣∣∣= ∣∣∣∣40.0−38.6
38.6

∣∣∣∣= 3.6%, (2.19)∣∣∣∣ f ′y − fy

fy

∣∣∣∣= ∣∣∣∣80.9−78.8
78.8

∣∣∣∣= 2.7%, (2.20)∣∣∣∣ f ′z − fz

fz

∣∣∣∣= ∣∣∣∣157.6−147.3
147.3

∣∣∣∣= 7.0%. (2.21)
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Table 2.3 The fitting results of potential distributions from Micro-Paul trap.

κ1x κ2x κ3x κ1y κ2y κ3y κ1z κ2z κ3z
63.9 1.0 96.3 349.0 −2.3×10−2 96.3 -487.1 9.4×10−4 96.4

The two results are very close to each other with all relative errors below 10%, which
gives us confidence in the next simulation with the Micro-Paul trap based on SIMION.
Because the analytic model (Equation 2.10) can never fully capture the geometry of the
Paul trap, there is still a difference between the two results.

To summarise, we have used SIMION to numerically simulate the motion of a charged
particle in the Macro-Paul trap, yielding frequencies f ′i , and compared these to the theo-
retical model which yields frequencies fi. The agreement means we can both trust our
SIMION simulation, and also can use the simple theoretical model to make predictions in
different parameter regimes.

2.2.2 Simulation of the Micro-Paul trap

Compared to the Macro-Paul trap, the distances between the electrodes are greatly reduced
so that the charged particle can be strongly coupled to the trap electrodes. The Micro-Paul
trap will provide a two-way interaction between mesoscopic particles and the trapping
electrodes. By adjusting electrode voltages, the motion of the particle is controlled.
Through the current induced in the electrodes by the motion of the particle, the motion of
the particle is measured (More information can be found in Chapter 5).

Figure 2.5 shows the geometry of the Micro-Paul trap structure. The trap has four
electrode rods (the distance from the centre of the trap to the surface of the rods is
r = 1.15 mm), in which two opposite electrodes are connected with the AC voltage of
frequency ΩRF and amplitude VRF and the other two are connected to DC voltage. Two
endcap electrodes separated by 0.8 mm (d = 0.8 mm) have the DC voltage (UDC = 0.1 V).

With a similar method, we can extract the static electric potential distribution along
three axes from a SIMION simulation at t = 0 s. Figure 2.6 gives the potential distributions
of the three directions. It can be observed that the central potential distribution is parabolic
in all three axes leading to a harmonic potential. To further characterize the harmonicity of
the potential distribution, a fitting based on a quadratic equation V = κ1iui

2 +κ2iui +κ3i is
carried out. Here V is the potential and i can be x, y and z with all lengths in mm. Table 2.3
depicts the fitting results of the potential distributions.

From Table 2.3, we can notice that in comparison to κ1i, κ2i (i= x,y,z) can be negligible
indicating the distributions of potentials in three directions are harmonic. If we ignore
the values of κ2i and adopt V = κ1iui

2 +κ3i to fit the potentials, fitting results of the three
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Fig. 2.5 The structure of the Micro-Paul trap. Similar to Macro-Paul trap, it consists of
four rods and two endcap electrodes. The endcap electrodes are 0.8 mm separated.
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Fig. 2.6 Potential distributions of Micro-Paul trap along x, y and z axis in Micro-Paul trap,
which are indicated with blue, red and yellow dots respectively. The taken data is limited
in a central 1.5 mm-cube region.

direction can be shown in Figure 2.7. The curve direction in Figure 2.7(c) is also different
from the direction in Figure 2.3(a) and Figure 2.3(b)).

We then set the DC voltage to be UDC = 0 V, the AC voltage to be VRF cos(ΩRFt) =
404V and using Equation 2.5 to fit the potential, the values of αi are acquired. Then,
we replace the AC voltage VRF cos(ΩRFt) = 0V and set the DC voltage UDC = 1 V to
obtain the values of βi. Table 2.4 lists the fitting results and all the Geometric factors are
dimensionless. The values of βx and βy are still the same to each other which is reasonable
due to the symmetry of the DC electric field.
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Fig. 2.7 Potential distribution fittings and potential residuals of Micro-Paul trap along three
axes. (a) Potential distribution fittings along x axis. (b) Potential distribution fittings along
y axis. (c) Potential distribution fittings along z axis. (d) Potential residuals along x axis.
(e) Potential residuals along y axis. (f) Potential residuals along z axis. The fittings are
limited in a central 200-micron cube. Fitting curves are indicated with red lines, matching
well with potential data dots.

Then we begin to set properties of a trapped particle which has mass m = 8.02×
1013 amu and charge q = 4300 e. In general, the charge of trapped particles usually range
from 2×103 e to 2×104 e in our experiments. The related voltage setting are with DC
voltage UDC = 0.1 V and the AC voltage with frequency ΩRF = 2π × 1100 rad s−1 and
amplitude VRF = 404 V. According to Equation 2.10, three oscillation motion frequencies
can be obtained

fx = 7.9 Hz, (2.22)

fy = 57.3 Hz, (2.23)

fz = 86.7 Hz. (2.24)

After exporting particle position data from SIMION, we can derive the power spectral
densities of the trapped particle shown in Figure 2.8 from which we can observe the particle
mechanical frequencies in the three axes are f ′x = 9.0 Hz, f ′y = 61.0 Hz and f ′z = 75.4 Hz.
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2.2 Paul trap simulation with SIMION

Table 2.4 Geometric factors obtained from SIMION numerical simulation of our Micro-
Paul Trap.

x y z
α 0.37±0.04 2.24±0.03 −3.36±0.11
β (−1.61±0.05)×10−1 (−1.58±0.04)×10−1 0.41±0.01
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Fig. 2.8 The PSDs of a levitated particle position along three axes in the Micro-Paul trap
from SIMION simulation. The blue, red and yellow curves correspond to the PSDs of
the levitated particle motion along x, y and z axes. From the obtained PSDs, we can the
oscillation frequencies are f ′x = 9.0 Hz, f ′y = 61.0 Hz and f ′z = 75.4 Hz.

In comparison to the extracted frequencies from Equation 2.10, we can derive relative
errors as following ∣∣∣∣ f ′x − fx

fx

∣∣∣∣= ∣∣∣∣9.0−7.9
7.9

∣∣∣∣= 13.9%, (2.25)∣∣∣∣ f ′y − fy

fy

∣∣∣∣= ∣∣∣∣61.0−57.3
57.3

∣∣∣∣= 6.5%, (2.26)∣∣∣∣ f ′z − fz

fz

∣∣∣∣= ∣∣∣∣75.4−86.7
86.7

∣∣∣∣= 13.0%. (2.27)

The two results are very close to each other with all relative errors below 15%, which
might be due to the analytic model (Equation 2.10) not fully capturing the geometry of
the Paul trap and verifies we can use SIMION and the simple theoretical model to make
predictions in different parameter regimes.
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2.3 Paul trap fabrication

2.3 Paul trap fabrication

Based on the structure size in the simulation of the Micro-Paul trap in Section 2.2.2, we
then begin to fabricate an experimental Micro-Paul trap. A linear Paul trap system with
1 mm diameter endcap is initially designed and tested before scaling down to conduct
research explorations which is shown in Figure 2.9(a). The trap consisted of six electrodes
and the two middle rods work as endcap electrodes. The distance from trap centre to the
surface of electrodes is r = 1.15mm. The diameter of all holes on two plate pieces is 1 mm.
The plate pieces are manufactured with ceramics and 5 mm-long on each side. The plate
pieces are 1 mm thick. Figure 2.9(b) illustrates a fabricated Micro-Paul trap based on the
design. Two endcap electrodes are with 1 mm diamter and are separated by 300 µm.

𝑟 = 1.15mm

1mm

(a) (b)

Fig. 2.9 (a) Designed Paul trap geometry. The distance from trap centre to the surface of
electrodes is r = 1.15 mm. All the hole diameters on the Paul trap holder are 1 mm. (b)
Fabricated Micro-Paul trap. Two endcap electrodes have 1 mm diameter and the separation
between them is 300 µm.

When we put the Micro-Paul trap in Figure 2.9(b) to conduct particle trapping, it is
difficult to get trapped particles close to the trap centre. Instead, the trapped particles are
usually located in a middle region between the trap centre and a nearby electrode, which is
shown in Figure 2.10.

In accordance to SIMION simulation, we could get a potential distribution along three
axes at the trap central region and the middle region between the trap centre and a nearby
DC electrode respectively. Therefore, the geometric parameters of the Micro-Paul trap
in Figure 2.9(b) are input to SIMION simulation model. Figure 2.11 gives a comparison
of Potential distributions of the two points with DC voltage UDC = 1 V and AC voltage
VRF cos(ΩRFt) = 200 V. Figure 2.11(a) shows the potential distributions of trap centre and
Figure 2.11(b) is the potential distributions of a middle point between the trap centre and a
nearby DC electrode. We use a green dot to denote the locations of the two distinct points
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2.3 Paul trap fabrication

5 um Particle 

Endcap Electrode
Endcap 

electrode

Fig. 2.10 The Micro-Paul trap with trapped particle not in the trap centre. The trapped
particle is with 5 µm diameter and located in a middle region between the trap centre and
a nearby electrode. The black rectangular region in the image is an area with a part of
camera pixels destroyed by our pulsed laser.

individually on the upper-left trap symbol within the two sub-figures. Here we can observe
that the distributions of the middle point is close to parabolic and have larger potential
gradient in comparison to the distributions of the trap centre. This could explain why the
trapped particles mainly locate at the middle point.
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Fig. 2.11 Potential distribution comparison. (a) Potential distributions of trap centre
whose location is indicated by the green dot on the upper-left trap symbol. (b) Potential
distributions of a middle point between the trap centre and a nearby DC electrode whose
location is indicated by the green dot on the upper-left trap symbol.

To further analyze the potential distributions of trap centre, more simulations with
various endcap separations and endcap diameters are conducted. Figure 2.12(a)-(c) shows
the potential distributions of trap centre when the distances between the two endcap
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2.3 Paul trap fabrication

electrodes are d = 300 µm, d = 500 µm, d = 1000 µm respectively. The diameter of the
endcap rods is 1 mm.

To have a clear understanding of the trend of potential distribution with the endcap
distance, the potential gradient distributions along three axes are plotted. Figure 2.12(d)-(f)
shows that the potential gradient distributions along three axes increases with the endcap
distance changes from 300 µm to 1000 µm and the fastest gradient increase occurs in z
axis as the distance increases. The potential distributions with 1000 µm endcap separation
shows the largest potential gradients of all three axes.
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Fig. 2.12 (a)-(c) are potential distributions with various endcap separations at the centre
of the trap. (a) Potential distributions with 300 µm endcap separation. (b) Potential distri-
butions with 500 µm endcap separation. (c) Potential distributions with 1000 µm endcap
separation. (d)-(f) are potential gradient distributions with various endcap separations at
the centre of the trap. (d) Potential gradient distributions with 300 µm endcap separation.
(e) Potential gradient distributions with 500 µm endcap separation. (f) Potential gradient
distributions with 1000 µm endcap separation.

Simulations with various endcap diameters with the same endcap distance are con-
ducted. The distance between the two endcaps is set to 500 µm. Figure 2.13 is potential
distribution comparison with different endcap diameters. Figure 2.13(a) is with 1000 µm
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2.4 Micro-Paul trap setup

diameter endcaps while Figure 2.13(b) has with 500 µm diameter endcaps. The potential
distributions with 500 µm diameter endcaps shows larger potential gradients of all three
axes compared to Figure 2.13(a). Considering the effects of the two endcap distance and
diameters to the potential distribution of trap centre, we couldn’t make encap separation
very small to 300 µm or keep the endcap diameter large to 1 mm. Therefore, we finally
choose a Micro-Paul trap with 300 µm diameter endcaps which are 800 µm separated from
each other, which is shown in Figure 2.5. The separation from the centre of the trap to
the surface of the rods is r = 3.45 mm and the diameter of two AC and DC electrodes are
1 mm.
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Fig. 2.13 Potential distribution comparison with different endcap diameters. (a) Potential
distributions with 1000 µm endcap diameter. (b) Potential distributions with 500 µm
endcap diameter.

2.4 Micro-Paul trap setup

Based on the determined Micro-Paul trap geometry depicted in Section 2.3 and the initial
version of Micro-Paul trap shown in Figure 2.9(b), we grind the tips of the two endcaps to
be 300 µm-diameter and make them separated with each other by 2z0 = 800 µm (z0 is the
distance from trap centre to one endcap electrode along z axis.) and from the trap centre to
the surface of the rods the separation is r = 1.15 mm, which is shown in Figure 2.14.

In consideration of the assembly of the Micro-Paul trap, trap holders are designed
and manufactured via 3D printing with MJF Nylon 12 material (More information see
Appendix B). We then put the Micro-Paul trap into two trap holders which are connected
to a flat board shown in Figure 2.15.
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2.4 Micro-Paul trap setup

Fig. 2.14 Improved fabricated Micro-Paul trap. Two endcap electrodes are with 0.3 mm
diameter and the separation between them is 800 µm.

Trap holder Board

Micro-Paul trap

Fig. 2.15 The assembly of the Micro-Paul trap. The Micro-Paul trap mounted into two trap
holders which are connected to a flat board.

2.4.1 Setup structure

Figure 2.16 illustrates the experimental setup structure. Laser-induced acoustic desorption
(LIAD) method is used to launch particles into trap centre. After a charged particle is
trapped in the Micro-Paul trap, an illuminating laser with 520 nm wavelength is focused
onto the particle. A detector then receives the scattered light from the particle motion. A
quadrant photodiode (QPD) or standard CCD/CMOS camera can also be adopted to detect
the motion of the levitated particle.
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2.4 Micro-Paul trap setup

Pulsed Laser

Mirror 1

Mirror 3 Mirror 2

Tube

Trap

Mirror 4Detector

Illuminating Laser

Table

Chamber

Fig. 2.16 The experimental setup structure. A pulsed laser beam is focused onto the back
of the aluminum sheet to launch particles and the wavelength of the illuminating laser is
520 nm and the output power of the laser is 18 mW. After being focused by a convex lens
onto a captured particle, a detector is used to receive the scattered light from the particle.

2.4.2 Particle loading

There are commonly several methods to launch particles into optical, magnetic or Paul
traps. One method is spraying a solvent with suspending particles via a medical nebulizer
[73] or an electrospray [74, 75]. The disadvantage of this technique is that spraying
solvents will have a potential to contaminate the vacuum system.

Another method is to launch particles using piezoelectric transducers [76, 77], which
is clean and dry. Particle launching requires enough mechanical force to overcome the
van der Waals force between the piezoelectric surface and the particles. Although recent
work using polytetrafluoroethylene surface instead of glass slides to decrease the particle
stiction to the launching surface [78], piezoelectric launching is not suitable for fabricated
particles grown on a substrate.

LIAD as another clean and dry method is used in this project. In this method, a
pulsed laser is focused to hit the back of a substrate with particles deposited or grown.
The pulse generates acoustic shockwaves by inducing thermomechanical stress, leading
to the localized ejection of particles from the substrate [19]. The LIAD method works
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2.4 Micro-Paul trap setup

for dielectric particles with different diameters ranging from < 100 nm up to several
micrometres at pressures down to 1 mbar [79].

In our experiments, a thin aluminum sheet is firstly used to deposit 5 µm diameter
silica particle samples (Bangs Laboratories; SSD5003). After rubbing two sheets with
the particle samples inside, the silica microparticles get charged. A pulsed laser is with a
wavelength of 532 nm, a pulse length of about 4.6 ns and typically operated in single-shot
mode with a peak intensity of 588 GW/cm2. A tube is used to hold the aluminum sheet.
The distance from the sheet to trap centre is about 5 mm. The pulsed laser beam ( Litron
Lasers; model: NANO-S 120-20) is focused onto the back of the aluminum sheet to launch
particles into trap centre at 2 to 10 mbar to provide enough gas damping to the kinetic
energies of microparticles. Trapped particles can usually stay inside the Paul trap for
several months.

2.4.3 Particle motion detection

Figure 2.17 describes the situation of the Micro-Paul trap which has a small endcap
separation of 800 µm with a 5 µm diameter silica particle trapped. According to the
stability region of the Paul trap and simulations based on SIMION, we pick up values
for AC voltage and DC voltage. The setting AC voltage is with frequency ΩRF = 2π ×
1100 rad s−1 and amplitude VRF = 404 V, and the setting endcap voltage is UDC = 0.1 V. A
QPD is used to detect the position of the levitated particle. Figure 2.18 shows detected
results of the trapped microparticle. Figure 2.18(a) gives position signals of the levitated
particle along z and y axis and Figure 2.18(b) illustrates the related PSDs along the two
axes, from which we can obtain that the particle oscillation frequencies along three axes
are ωx = 13×2π rad/s, ωy = 78×2π rad/s and ωz = 115×2π rad/s. From the data sheet
of silica particle producer we can get the uncertainty of particle radius is 0.1 µm and from
a Lorenzian fitting to the motion PSD we get the uncertainty of ωz = (0.01×2π) rad/s.
Assume the uncertainty of r is about 5% and according to Equation 2.13 we can derive the
charge of the levitated particle Q = 5600±900 e.

We set the AC and DC voltages to be the same in SIMION simulation and the particle
to have mass m = 8.02×1013 amu and charge Q = 5600 e. We can get simulations of the
trapped microparticle shown in Figure 2.19. Figure 2.19(a) gives position signals of the
levitated particle along x, y and z axis. Figure 2.19(b) shows the PSDs of particle position
signals along the three axes, from which we can extract the particle oscillation frequencies
of three axes are ωx = 13×2π rad/s, ωy = 80×2π rad/s and ωz = 100×2π rad/s. Compare
the extracted motion information from QPD detection and SIMION simulation, the two
groups of obtained frequencies are quite close to each other, verifying that the particle
motion detection from QPD is reasonable.
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2.4 Micro-Paul trap setup

5 𝜇m particle 

Fig. 2.17 The Micro-Paul trap with a levitated particle. Two endcap electrodes are with
0.3 mm diameter and the separation between them is 800 µm.
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Fig. 2.18 Motion detection of a levitated particle based on a QPD. (a) Position signals of
the levitated particle along z and y axis. (b) PSDs of the particle position signals along z
and y axis. Blue and orange curves represent the motion along z and y axis respectively.

A CCD or CMOS camera can also be used to detect the trapped particle motion. Via
constraining the region of interest (ROI) of the camera, the frame rate can be increased
to a few hundred frames per second (fps). Here we introduce a CMOS camera (Thorlabs;
model: CS165MU) to recover the particle motion and then make a comparison to the
motion detection based on QPD shown in Figure 2.20. Figure 2.20(a) is the PSDs of
particle motion along y and z axis based on the QPD detection, from which we can
extract the particle oscillation frequencies are ωx = 20×2π rad/s, ωy = 63×2π rad/s and
ωz = 75×2π rad/s. Figure 2.20(b) depicts the PSDs of particle motion along y and z axis
based on the CMOS detection, from which we get the same motion frequencies. Thus, the
feasibility of motion detection based on the CMOS camera is verified.
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Fig. 2.19 Motion detection of a levitated particle from SIMION simulation. (a) Position
signals of the levitated particle along x, y and z axis. (b) PSDs of the particle position
signals along the three axes. Yellow, orange and blue curves represent the motion along x,
y and z axis respectively.
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Fig. 2.20 Comparison of particle motion detection based on QPD and CMOS camera. (a)
PSDs of particle motion along y and z axis based on the QPD detection. (b) PSDs of
particle motion along y and z axis based on the CMOS detection.

2.4.4 Particle motion calibration

Calibration: obtaining conversion factor

The detection which record the particle motion is calibrated by applying a known potential
difference ∆U across the endcap electrodes, causing the particle to move in the z-direction.
The particle oscillates at the centre of the trap when ∆U = 0 V. If the voltage of one of the
endcaps is modified from U0 →U1, the resulting voltage difference ∆U =U1−U0 exerts a
force on the particle F⃗z = Fzẑ, where ẑ denotes a unit vector along the z-axis, determined
by:

41



2.4 Micro-Paul trap setup

Fz =
Q ∆U

d
, (2.28)

where d is the distance between the endcap electrodes. We confirm this analytic model
for our specific trap geometry in Section 2.2. Since the Paul trap provides a harmonic
pseudo-potential, the particle also experiences a linear restoring force:

Fz =−k ⟨z⟩ , (2.29)

where k is the trap stiffness and ⟨z⟩ is the average position of the particle (assuming ⟨z⟩= 0
when ∆U = 0).

Noting that the measured ⟨zm⟩ is in volts for the QPD, and related to the true value of
⟨z⟩ through a conversion factor γ , with units V/m and pixels/m, respectively, we can equate
these two equations. Considering further that k = mω2

z for a harmonic oscillator of mass
m and oscillation frequency ωz, then:

⟨zm⟩=−γ
Q
m

∆U
dω2

z
. (2.30)

By measuring the mean displacement of the particle as ∆U is varied, we can determine
the conversion factor γ for each detector.
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Fig. 2.21 Simulation verification of calibration method based on SIMION model in Fig-
ure 2.1. The mean position variations of the trapped particle with different voltage
differences of two endcap rods, where a clear linear relationship can be seen.

To further verify the Equation 2.30, simulations based on SIMION are conducted.
Figure 2.21 shows that when the voltage of one endcap is tuned by -0.5V to 0.5V, the
related mean positions of the trapped particle linearly changes, verifying the feasibility of
the used analytical expression.
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Figure 2.22 illustrates the calibration in experiments for the same levitated particle.
When we change the voltage of one endcap from -0.05V to 0.05V, the related mean
positions of the trapped particle changes linearly both from QPD and CMOS camera
detection.
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Fig. 2.22 Calibration comparison based on QPD and CMOS detection. (a) The mean
position variations of the trapped particle with different voltage differences of two endcap
rods from QPD detection. (b) The mean position variations of the trapped particle with
different voltage differences from the CMOS camera detection.

Calibration: non-linear calibration with QPD

The QPD has a non-linear response to the movement of an image if the image deviates too
far from the centre of the detector, i.e. if the particle moves too far from the centre of the
trap. The image that the particle makes on the QPD has a 2D Gaussian intensity distribution,
we can fit an error function (or Gauss error function) [80] to the mean measured position
of the particle [81] (recorded in Volts, ⟨zV ⟩), with the expected actual position ⟨zm⟩ based
on the amount of applied potential difference, Equation 2.30.

⟨zV ⟩= aV +bV × erf
(
⟨zm⟩− cV

d

)
, (2.31)

where (aV ,bV ,cV ,gV ) are fitting constants obtained by fitting the above equation to the
data as shown in Figure 2.23 and erf(z) = 2√

π

∫ z
0 e−t2

dt. Compared to Figure 2.21, when
the particle moves far from the trap centre, the response of the QPD is not linear and the
Equation 2.30 is not suitable for calibration. The inverse of this error function then enables
us to convert the positional information in volts ⟨zV ⟩ to metres ⟨zm⟩.

⟨zm⟩= gV erf−1
(
⟨zV⟩−aV

bV

)
+ cV , (2.32)
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This enables us to extend the detection range of the QPD by a few microns, but not
reach the tens of microns.

z

z

Fig. 2.23 Error function fitted to the measured mean position in volts, ⟨zV ⟩ of the particle
when a potential difference ∆U is applied across the endcaps. The measured position ⟨zV ⟩
is converted to the actual position ⟨zm⟩=−γ

Q ∆U
mω2

z d . The inverse of the error function then
converts Volts into metres. A linear yellow line is labelled for checking the nonlinear
calibration.

Calibration: a Lorentzian function fitting to PSD

The fitting to a PSD of a levitated particle with Equation 2.15, a Lorenzian function, will
help to extract particle motional frequencies ωi (i = {x,y,z}), particle damping rate Γ0 and
the centre-of-mass temperature TCoM.

Fig. 2.24 The fitting to a PSD of a levitated particle. Black dots represent experimental
position data along z axis and red curve is the the fitting line based on Equation 2.15.
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Figure 2.24 illustrates the fitting with Equation 2.15, in which black dots are experi-
mental position data along z axis and red curve is the the fitting line. We therefore can
obtain the following information of the levitated particle: motional frequency along z axis
ω = (61.40±0.01)×2π rad/s, damping rate Γ0 = (0.45±0.04)×2π rad/s, and the centre-
of-mass temperature TCoM = 1320±90 K, which is higher than the room temperature due
to the electric noises.

Calibration: solving for Q/m

Considering that our system follows a Mathieu equation of motion then the frequency of
the different degrees-of-freedom can be written as,

ωi ∼=
1
2

ΩRF

√
ai +

1
2

q2
i , (2.33)

where ωi are the harmonic oscillation frequencies, ΩRF is the driving RF frequency, and
ai, qi with i = {x,y,z} are the stability parameters [82].

Using the stability parameters we can write a general statement for all three axis:

ω
2
i = q2

m

(
V 2

RF

2Ω2
RFr4 α

2
i

)
+qm

(
2UDC

d2

)
βi, (2.34)

where qm = Q/m is the charge-mass ratio, VRF is the RF voltage amplitude, UDC is the DC
voltage at the endcaps, r is the distance between RF electrodes from the centre of the trap
and d is the distance between the endcap electrodes. The variables αi and βi are geometric
factors that are obtained through SIMION numerical simulation of the Paul trap used in
the experiments (see Table 2.2) for each axis. The ratio qm then can be calculated from
experimentally measured values of ωi. In our experiments, the charge of trapped particles
usually range from 2×103 e to 2×104 e and the mass is (1.3±0.2)×10−13 kg.

In conclusion, we introduced Paul trap theory which includes equations of particle
motion, power spectral density. Simulations based on SIMION are introduced to provide
the geometric information of Paul traps and predict particle behaviour. A Micro-Paul trap
is fabricated and related experimetal setup is designed and assembled in which LIAD
method is adopted to launch particles into trap centre and QPD and CMOS camera are used
to detect the motion of levitated microparticles. Furthermore, particle motion calibration
principles are explained incorporating obtaining conversion factor, solving for charge-to-
mass ratio Q/m, nonlinear calibration with QPD and a Lorenzian function fitting to the
PSD of motion.
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Chapter 3

Event-based imaging of levitated
microparticles

In this chapter, the objective is to realize the motion detection of both single and multiple
particles via the event-based imaging technique. The work in this chapter was based on
the Macro-Paul trap and published as Yugang Ren, Enrique Benedetto, Harry Borrill,
Yelizaveta Savchuk, Katie O’Flynn, Muddassar Rashid, and James Millen. "Event-based
imaging of levitated microparticles." Applied Physics Letters 121, 113506 (2022) [83].

3.1 Introduction

When unravelling the underlying physics of particles interacting with external forces,
or of interacting multi-particle systems, object tracking is key. One must consider a
range of detection metrics such as field-of-view, resolution, latency, sensitivity, bandwidth,
signal-to-noise ratio (SNR) and the ability to detect multiple objects.

In this work, we consider tracking the motion of microparticles levitated under vacuum
conditions by optical, electrical or magnetic fields [84, 85]. Such systems are of interest
for studies of fundamental quantum science [86], nano-thermodynamics [87] and advanced
sensing [88, 89].

When working with particles optically trapped in liquid, it is sufficient to use standard
CMOS or CCD cameras to track their motion, since the viscous damping provided by the
liquid reduces dynamical timescales to a level suitable for camera frame-rates. However, if
we want to study ballistic Brownian motion, or objects that are levitated in vacuum with
their motion underdamped, faster tracking is required [4]. Although this is possible at
the 100 kHz level with high-speed CMOS cameras [90], this requires significant reduc-
tion in the region of interest (ROI). Hence, particle tracking is usually performed using
photodiodes, balanced photodetectors or quadrant photodetectors. Whilst these devices
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are fast, even tracking at GHz rates [91, 92], they have limited field-of-view, restricting
tracking to scales not much larger than the optical wavelength. This can limit studies of
nanothermodynamics or non-linear motion where particles may explore large regions of
space [86, 93, 4].

Additionally, a key technique when working with levitated objects is the application of
real-time feedback onto their motion. This has enabled cooling to the quantum ground state
of a harmonic potential [13], but more generally is essential for stabilization under vacuum
conditions. Balanced photodetectors are the standard tool to realise real-time feedback
[57], although recent work employing powerful graphics cards with a limited number of
pixels [39] or on-board microprocessors [67] has enabled feedback control of sub-500 Hz
oscillators via CMOS camera detection. We also note that cameras have excellent SNR
and allow super-resolution detection [39], allowing one to minimize the amount of light
required to detect levitated particles avoiding absorption [94] and photon recoil heating
[18].

Finally, the prospect of levitating systems of multiple interacting particles has emerged
[85, 95], for distributed sensing [96] or generation of entanglement [97]. Single photode-
tectors can only track single particles, whereas cameras are well suited to multi-particle
detection.

Conventional, CMOS/CCD based cameras work using a specified region of interest
or the whole pixel array to capture light from a scene. An alternative approach is that of
event-based imaging (EBI), where pixels work independently of each other, triggering only
when the change in light intensity is above a preset threshold [98]. This enables a dynamic
ROI, thus enabling decreased informational load compared to conventional cameras.

In this chapter, we apply EBI for detecting the motion of microparticles levitated in
vacuum. This imaging technique offers the potential for tracking single and multiple
objects with high bandwidth, whilst an integrated tracking algorithm provides the real-time
position of each object for use in feedback for state control.

3.2 Principles of Event-based detection

Conventional cameras, such as CMOS/CCD, capture continuous movement as a sequence
of still images (frames) formed from every pixel of the sensor. As a result, stationary
elements are unnecessarily replicated, while moving elements are under-sampled [99].

EBI provides an approach to image acquisition by only capturing changes in images
through the detection of modifications in light intensity on each pixel [98]. Pixels in
these neuromorphic sensors (sensors that try to mimic the neural structure of the brain)
are completely independent. Each one of them contains a contrast detector (CD) that
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3.2 Principles of Event-based detection

continuously tracks photocurrents. When the variation of a photocurrent crosses a threshold,
the CD triggers a contrast detection event, which represents a relative increase (positive) or
decrease (negative) in light intensity. It then initiates the measurement of a new value, as
outlined in fig. 3.1(b). Pixels which do not observe changes in light intensities that exceed
the threshold do not produce output.

Input

Callback

Setup

Object
Detection

Output

Generic Tracking 
Algorithm (GTA)

Data
Acquisition

Frame
Generation

Noise
Filter

Trail
Filter

Event
Buffer

EBICMOS

(a)

(b)

Fig. 3.1 (a) Left image is taken with a conventional CMOS camera, right image is taken
by a camera using EBI. The black and blue pixels in the image correspond to negative /
positive changes in light intensity, respectively. (b) Information pipeline from the point of
data capture in an EBC.

This can be seen in fig. 3.1(a) where two images obtained with different cameras are
shown. The event-based image consists of only three colours: white pixels indicate no
change in light intensity across the threshold; blue and black pixels represent positive and
negative changes in light intensity across the threshold, respectively. Only the blue and
black pixels are transmitted as data. By comparing both sets of images in fig. 3.1(a), it is
clear that the amount of data transferred is suppressed with EBI.

In conventional cameras the bandwidth of the communication link is usually a constraint
whenever higher acquisition rates are needed to track rapid movement. This leads users to
reduce the ROI of the sensor to decrease the amount of data per frame [39]. Due to the
suppression of data redundancy, and the fact that EBI sensors have an effective pixel depth
of 1-bit (an event is either detected or not), the data volume transmitted is considerably
reduced, allowing acquisition rates over 1 GHz [98].

Figure 3.1(b) shows the detailed process of object tracking based on EBI. In an event-
based camera (EBC), the EBI sensor is packaged with hardware which performs object
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tracking, such that the output of the EBC lists the position of each detected object as a
function of time. All of the input information related to the camera sensor is read, and
in the setup period camera sensor parameters are tuned. An event producer, which is
contained in the event buffer, is used to generate a stream of events. For each stream of
events, a noise filter is applied to pick up events in the neighboring 8 pixels during a certain
time. A trail filter then accepts an event if the last event is detected at the same position
within an accumulation time. All of the data collected by the sensor pixels generates a
frame and a proprietary generic tracking algorithm (GTA) analyzes these frames to extract
detected objects and associate data to previous frames. The deployed tracking algorithm
limits the effective frame-rate of the EBC as compared to the read-out rate of the EBI
sensor. When the detected object is recognized, there is a trigger in callback and the
motional information of the detected particle is obtained from output.

3.3 Particle tracking

Detection based on object tracking (rather than, for example, measuring the intensity of
light) has been shown to allow sub-pixel resolution and low noise [39]. The dynamic range
of the EBI sensor used in this study 1 is 120 dB, which is high compared to standard CMOS
/ CCD (∼ 70dB) or EMCCD (∼ 100dB) sensors. It is hard to quantify the effect of shot
noise or dark counts on the GTA, and hence make a direct comparison to photodiode-based
tracking. We use an EBC 2 to track the motion of levitated microspheres.

3.3.1 Schematic of experimental setup

Charged silica microspheres of diameter 5 µm and charge Q are levitated in partial vacuum
using a Paul trap (the Macro-Paul trap in Section 2.2.1), made with four 3mm-diameter
rods and two 1mm-diameter endcap rods (not shown, aligned axially along the centre of
the structure), as illustrated in fig. 3.2. The microsphere is trapped using an oscillating
electric field and the particles deposited on an aluminium foil are loaded into the Paul
trap using LIAD [19, 79] as described in Section 2.4.2 at a pressure of 2× 10−2 mbar.
An illumination laser (532 nm) is focused onto the trapped particle, with a beam waist
of ∼ 80 µm. The scattered light is collected by a microscope (16× magnification) and
directed onto the EBC for motion detection. There is a coordinate system of the camera
besides the Paul trap coordinate system and the two are not the same, but the z axis is
common.

1Prophesee PPS3MVCD, 640×480 pixels
2Prophesee Evaluation Kit Gen3M VGA CD 1.1
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Fig. 3.2 Schematic overview of experimental setup. Silica microspheres are levitated in a
Paul trap, illuminated by a laser, and the scattered light is imaged onto an EBC or QPD.

3.3.2 Single particle tracking

The AC voltages are with frequency ΩRF = 2π ×800 rad s−1 and amplitude VRF = 750 V.
The two endcap electrodes are held at UDC = −4 V DC. Figure 3.3 gives the related
position detection results of single particle tracking via EBC. The time domain signal is
illustrated in fig. 3.3(a) and PSDs of the particle motion along three axes are shown in
fig. 3.3(b), from which we can notice the oscillation frequencies are 53.2 Hz, 82.7 Hz and
85.9 Hz as for x, y and z axis. The SNR at the motional frequency fz is about 30 dB, which
reaches a similar SNR level compared to QPD-based motion detection. The bandwidth of
the PSDs is 500 Hz, due to 1 kHz frame rate of the tracking algorithm.

In fig. 3.4 we present the SNR at the motional frequency of the particle as recorded
by the EBC, as we vary the power of the illumination laser to make the scattered light
received via the EBC from 10 µW scale to 103 µW scale and then measure the SNR of the
EBC at the resonant frequency of the particle motion fz. To do this, we fit the following
empirical model to the noise floor of the detector, by analysing its PSD:

Noise( f ) = log10

(
a0

f
+

b0

f 2

)
, (3.1)
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Fig. 3.3 (a) Time domain motion of a levitated microparticle detected via the GTA of an
EBC. Blue line and red line represent the particle motion along z and y axis respectively.
(b) Corresponding PSDs, illustrating the oscillation frequencies along three axes are 53.2
Hz, 82.9 Hz and 85.9 Hz as for x, y and z axis.
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Fig. 3.4 EBC SNR at the motional frequency of the levitated microparticle, as a function
of the maximal scattered laser power reaching the detector.

where a0,b0 are fitting constants. We found that both terms were required to get a good
fit. We fit the PSD of the particle motion with a standard model[87], with the above noise
model added:

Signal( f ) = log10

(
ac

(b2 − f 2)
2
+(c f )2 +

a0

f
+

b0

f 2

)
, (3.2)

where a,b,c are fitting constants. Therefore, the SNR at the motional frequency is
obtained via SNR( fz) = Signal( fz)−Noise( fz).

We can see the detected SNR is increasing with the increment of laser power and then
the SNR reaches a maximal value of about 35 dB. According to the data in fig. 3.4 we

51



3.3 Particle tracking

estimate the maximal scattered power reaching the EBC sensor, illustrating the excellent
sensitivity of the detector.

In order to have a more clear understanding of our single particle tracking based on
EBC, we conduct a comparison of EBC and QPD detection. Figure 3.5(a) shows the output
from the EBC compared to the output of a QPD 3, when tracking the oscillatory motion of
a microparticle using identical imaging systems. Due to the limited speed of the tracking
algorithm, the GTA acts like an effective filter, removing high-frequency noise. Figure
3.5(b) shows the corresponding derived PSDs of the particle motion. Like all balanced
detection methods, the QPD minimizes 1/ f noise at low frequencies, whereas the EBC
has lower-noise performance at higher frequencies.
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Fig. 3.5 (a) Time domain motion of one degree-of-freedom of a levitated microparticle,
obtained via the GTA of an EBC (blue) and via a QPD (red). (b) Corresponding PSDs,
illustrating the varying noise characteristics of the two detection methods.

Regardless of the detection method used, the detector has to be calibrated. To calibrate
the system and obtain a conversion function we apply an electric force, Fz to the particle
via a potential difference ∆U across the endcap electrodes (More information see Section
2.4.4):

Fz =
Q∆U

d
, (3.3)

where d is the spacing between the endcap electrodes, which is equal to spring force expe-
rienced in the trap: mω2

z ⟨z⟩. When equated with the above equation we get a theoretical
value for positional shift in metres for an applied voltage difference ∆U :

⟨z⟩= Q
m

∆U
ω2

z d
, (3.4)

3New Focus 2901 Quadrant Cell Photoreceiver
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The oscillation frequency ωz can be obtained from the power spectral density (fig. 3.5(b))
and Q/m obtained by solving the Mathieu equations. More detailed information can be
found in Section 2.4.4. In our system we typically trap particles with positive charges.

The calibrated particle position as a response to a potential difference can be seen in
fig. 3.6(a). It is apparent that as |∆U | becomes large, the response of the QPD becomes
non-linear, whereas eqn. (3.4) predicts a linear response. This can be somewhat mitigated
through a non-linear calibration (more detailed information in Section 2.4.4) but limits the
field-of-view of the QPD. On the other hand, the EBC has a linear response to the particle
displacement across the full range. Figure 3.6(b) shows a histogram of the equilibrium
motion of the trapped particle. The amplitude of detected motion via EBC is 9.4 µm
while the value from QPD detection is 5.7 µm, again showing that large displacements are
missing when using the QPD. Hence, we can track both small (i.e. the oscillatory motion)
and large displacements using EBI.
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Fig. 3.6 (a) Average position of a levitated microparticle in response to a potential dif-
ference across the endcap electrodes. It is evident that the response of the EBC (blue)
is linear across the full range of motion, whereas the QPD (red) responds non-linearly
at large displacements. (b) Position probability histogram for the motion of a levitated
microparticle, recorded by the EBC (blue) and QPD (red), where it is evident that the QPD
cannot pick up large displacements.

Levitated particles provide an ideal system for probing stochastic thermodynamics
[87]. This is in part due to the characteristic energy of the system being comparable to that
of thermal fluctuations of the bath, which enable levitated systems to be highly sensitive to
surrounding fluctuations. The coupling to the bath is characterized by the ratio of its oscil-
lation frequency ωz to its momentum damping rate Γ, yielding overdamped (Γ ≫ ωz) and
underdamped (Γ ≪ ωz) regimes. In the overdamped regime, trapped particles have been
used for studying heat engines [100], non-thermal baths [101], and for testing Landauer’s
principle [102]. In the underdamped regime, the studies in stochastic thermodynamics have
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3.3 Particle tracking

been extended to observing Kramer’s turnover [103], studying non-equilibrium Landauer’s
principle [104] and testing fluctuation-dissipation theorems [105].

Often when such systems exhibit non-equilibrium dynamics, they go beyond the linear
detection regime of photodiode-based detection systems, and CMOS cameras would need
a large ROI to capture the dynamics, at the expense of bandwidth. In our experiments, the
maximum frame rate of the CMOS camera will drop from about 800 fps to 320 fps while
maintaining a comparable ROI to detect particle motion compared to EBC.

To further characterise the capability of EBI, and the GTA of the EBC, we cause
random jumps in the particles’ position with varying time intervals, τ .

Random jumps in position of the particle are implemented by applying telegraph noise
statistics which is outside of scope of the thesis. These random jumps, as seen in fig. 3.7(a),
are driven by voltage changes applied to the endcap electrodes which follow telegraph
noise statistics distributed about a mean waiting time τ̄ . For fast switching times relative to
the gas damping rate Γ0, the position probability distribution of the particle is Gaussian,
and for slow switching times it is bimodal, as shown in fig. 3.7(b). Comparing to fig. 3.6(a),
the particle’s motion would go deep into the non-linear range of the QPD. However, the
EBC has no such limitation, and position shifts greater than 100 µm are tracked, without
compromising on position sensitivity, which is approximately 30nm Hz−1/2 in this work
for both devices, as can be extracted from fig. 3.5(b). For the QPD to track such a range of
motion, one would have to use a lower magnification imaging system, with a corresponding
reduction in position sensitivity.
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Fig. 3.7 (a) Particle motion, as tracked by an EBC, when the particle is driven to make
large jumps in position. Different coloured lines indicate different jump time-constants
τ . (b) Position probability distributions for different jump time-constants. As predicted,
when τ = 1×10−4 s, the distribution is Gaussian, and for slower jump time-constants the
distribution is bimodal.
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The factor limiting the bandwidth of our EBC is the GTA which is with 1 kHz frame
rate. For shifts in position that are in quick succession and large in displacement, the
GTA lags behind or misses consecutive shifts. This is illustrated in fig. 3.7(a), where the
GTA of the EBC faithfully tracks the particle position when τ̄ > 1 s. For shorter mean
waiting times, τ̄ < 500 ms the GTA struggles to track the jumps, as evidenced by apparent
spikes in the time domain signal. The GTA doesn’t represent a true bandwidth limit to
EBI and advantageously, as shown in fig. 3.7(b), our EBC can simultaneously track large
displacements and the smaller oscillations of the particle about its equilibrium position.

3.3.3 Multi-particle tracking

We extend our study to multi-particle tracking using EBI. The ability to track arrays
of particles would enable the study of quantum correlations [106–109], non-hermitian
systems [110], and the detection of dark matter [111, 89], vacuum friction [112] and
differential force-sensing [97]. To date, few have experimentally explored multi-particle
physics, with only two particles trapped to demonstrate state-swapping and sympathetic
cooling [113], dipole-dipole [95, 114] and coulomb-coulomb [115] interactions, and cold
damping and state control [116].

Motional detection of individual particles in a multiple particle trap is a non-trivial
problem. A single focused light beam can carry motional information of two particles [117],
or an additional beam can be added for detection of the second particle [95]. Going beyond
two particles in this way would require a complex and non-scalable optical setup. Within
the context of optical tweezers, there are numerous approaches most suited to tracking
multiple particles, using high-speed cameras [118] and multiple-beams in conjunction with
a QPD [119], but these detection methods face the same limitations outlined earlier in this
chapter.

Figure 3.8(a) shows an image of two microspheres of 5 µm diameter trapped in a Paul
trap, captured on our EBC. The image shows the bounding boxes which the GTA uses to
track the two-dimensional position of the particles, labelled "986" and "987".

The levitated microspheres are tracked and their motional information separately
reconstructed in fig. 3.8(c). We observe oscillation frequencies of both particles inde-
pendently. For particle ID= 986, the motional frequencies are {ω986

x = 2π ×68 rad s−1,
ω986

y = 2π ×114 rad s−1, ω986
z = 2π ×108 rad s−1}, whilst particle ID= 987 has frequen-

cies {ω987
x = 2π ×20 rad s−1, ω987

y = 2π ×122 rad s−1, ω987
z = 2π ×184 rad s−1} with

an approximate uncertainty of 2π ×0.1 rad s−1 . The positions of the two particles have
diffrent geometrical factors which explain why these frequencies are similar in y axis and
very different in x and z axis. We observe all three centre-of-mass degrees-of-freedom
due to imperfect alignment between the coordinate axis of the Paul trap and our imaging
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Fig. 3.8 (a) EBC image of two microspheres of 5 µm diameter trapped in a Paul trap.
The image shows the bounding boxes which the GTA uses to track the two-dimensional
position of the particles, labelled "986" and "987". (b) EBC image illustrating tracking of
five particles. (c) PSDs reconstructed from the output of the GTA for the particles in (a).

system. The additional frequency components in the spectrum for ID 987 could be other
degrees-of-freedom (e.g. librational) or evidence of multi-particle collective modes, but
that is beyond the scope of this study.

The EBC is not limited to tracking two particles, and in fig. 3.8(b) we show that the GTA
has identified 5 separate particles. Due to varying Q/m, each particle has different resonant
motional frequencies, and hence it is possible to individually excite them. Figure 3.9 shows
the motion of the two particles with 108 Hz mode excited after we give an AC signal to
one of the DC electrodes with 108 Hz frequency and Vrms = 0.04 V amplitude. Compared
to fig. 3.8(c), we can witness that the area beneath the peak of z-axis mode increases as
for particle with ID= 986. At the same time, there is an obvious 108 Hz peak in the PSD
of particle with ID= 987 due to the interaction of the two charged particles. If we set the
exciting frequency to 114Hz to excite the y motion mode of particle labelled with "986",
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similar trend can be observed in fig. 3.10 in comparison to fig. 3.8(c). We believe this
opens the door to the study of a wide range of non-equilibrium phenomena.
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Fig. 3.9 PSDs reconstructed from the output of the GTA for the particles labelled with
"986" and "987" with an AC signal added to one of the DC electrodes of 108 Hz frequency
and Vrms = 0.04 V amplitude.
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Fig. 3.10 PSDs reconstructed from the output of the GTA for the particles labelled with
"986" and "987" with an AC signal added to one of the DC electrodes of 114 Hz frequency
and Vrms = 0.04 V amplitude.

In conclusion, we have shown that EBI is an interesting alternative to conventional
detection schemes used for tracking levitated particles. The key enabling feature of EBI
is the low data transfer, which enables EBC to track multiple objects at higher speeds
than conventional cameras, and when combined with natural low pixel latencies [98] will
allow the experimenter to implement real-time feedback for state control. In this study,
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the bandwidth of tracking is limited to 1 kHz by the very general and proprietary GTA
employed. The underlying dynamics of our system are well known, therefore a more
precise filter, like an asynchronous Kalman filter [120, 121] in which we can input the
expected equation of motion, will enable faster and more accurate tracking.

As compared to photodiode-based detection schemes, EBCs feature a dynamic ROI,
enabling tracking over a wide field-of-view, with particular application in the study of
non-equilibrium physics. We have demonstrated tracking over 100 micrometres whilst
retaining 30 nm Hz−1/2 resolution. Finally, we have introduced an imaging technique
suitable for fast tracking of a large number of particles, reaching MHz rates with the
application of tailored particle tracking algorithms.
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Chapter 4

Linear feedback cooling of an array of
levitated microparticles

The purpose of this chapter is to realize the real-time position output of levitated micropar-
ticles from the event-based imaging detection (see Chapter 3), and cool the motion of an
array of charged microparticles in the Micro-Paul trap.

4.1 Introduction

Levitated nanoparticles and microparticles, when subjected to optical [122–124], electric
[125, 40, 33], or magnetic [126–128] fields, offer a compelling testbed that allows for
the investigation of nanoscopic and microscopic thermodynamics [129, 130, 87], high-
precision sensing [131–133], and the exploration of quantum phenomena [134, 135, 16] in
an isolated system. By manipulating the levitation fields, it becomes possible to control
and finely tune the motion of mesoscopic particles [41].

Paul traps are a well-established method for generating confining potentials that exhibit
advantageous properties, including great trap depth (approximately 1 keV [43]), and large
trapping regions (approximately 1 cm3 [17]). Furthermore, Paul traps as compared to
optical traps reduce the motional decoherence by random photon scattering [18] and
internal heating of levitated particles [136]. Recent research has increasingly focused on
the investigation of multiple levitated nanoparticles or microparticles [114, 115]. Arrays of
levitated mesoscopic particles have advantages in enhancing the detection of dark-matter
candidates [137, 111], verifying the quantumness of gravity via entanglement [27, 138]
and suppressing noise heating via inducing non-CoM modes of motion [139].

The cooling of the CoM motion of levitated particles can prevent particle loss in high
vacuum [140], improve measurement sensitivity of weak forces [141, 56] and enable
investigations to enter the quantum regime [12]. Several techniques have been employed
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to achieve the CoM motion cooling of trapped mesoscopic particles including direct
feedback cooling [17, 116], cavity-assisted resolved-sideband cooling [37, 63, 16] and
sympathetic cooling [142, 113]. Sympathetic cooling is not only possible in Paul traps, and
can happen to two coupled uncharged particles via scattered light or cavity within optical
traps. Direct feedback cooling involves linear velocity damping [59, 67, 116] and non-
linear parametric feedback cooling [57, 143, 144]. In the context of Paul traps, effective
cooling based on an integrated optical cavity [63] resulted in a greater than 1000-fold
temperature reduction. Cooling via velocity damping of a charged dielectric particle using
electric field is reported to achieve temperatures on the order of a few millikelvins [17].
A comparative analysis between parametric and velocity feedback damping methods was
performed [42] to illustrate that velocity damping cools an oscillator to a temperature an
order of magnitude lower in comparison to parametric cooling and is more resilient to
imperfect experimental conditions in a Paul trap setup. Furthermore, a demonstration of
imaging-based velocity feedback cooling of a levitated nanoparticle in a Paul trap was
presented [67]. Sympathetic cooling of two levitated particles in Paul traps are recently
reported to show that the cooling of one levitated particle through direct feedback leads to
the cooling of a second particle according to the Coulomb interaction between the charged
particles [113, 142].

In this chapter, our objective is to implement linear feedback cooling on an array of
charged microparticles levitated within a Paul trap. The experiment utilizes an event-
based camera (EBC) (see Chapter 3) to capture the motion of the particles, while a Field
Programmable-Gate-Array (FPGA)-based system is employed to convert the data from the
camera into a feedback force onto nearby electrodes. EBCs are a new technology enabling
simultaneous rapid tracking of the motion of multiple objects, which could be used in the
construction of sensor-arrays. Initial experiments have achieved a four-fold reduction in
the temperature of a single particle at 2×102 mbar, and future work will concentrate on
multi-particle cooling.

4.2 Theory of feedback cooling

4.2.1 Theory of velocity damping cooling

The three axes of motion in the Paul trap are uncoupled for the small motion of amplitudes
we have in this work. In order to analyse the dynamics of the trapped particle, the
one-dimensional Langevin equation is utilized to describe the dynamics in the z-axis for

60



4.2 Theory of feedback cooling

example [145]

z̈+Γ0ż+ω
2
z z =

Ffluct,z

m
+

Fext

m
, (4.1)

where ωz (with unit rad/s) is the mechanical oscillation frequency of the particle along the
z axis, Γ0 is the friction coefficient or damping rate, Ffluct,z is a stochastic force and Fext is
an externally applied force.

When we feedback a Coulomb force which is proportional to the charged particle’s
velocity, this is called velocity damping or cold damping. Equation 4.1 along z axis is then
modified as [42]

z̈+Γ0ż+ω
2
z z =

Ffluct,z

m
− γ f b (ż+δ ż) , (4.2)

where γ f b is the damping rate due to feedback signal, δ ż is a stochastic noise added by the
feedback signal where detection noise dominates. According to the equipartition theorem,
the CoM temperature of the trapped particle can be indicated as

TCoM = T0
Γ0

Γ0 + γ f b
+

1
2

mω2
z

kB

γ2
f b

Γ0 + γ f b
Snn, (4.3)

where Snn is feedback noise from detection defined by a constant spectral noise density and
the second term is a part from the detection noise which will cause heating after being fed
back to trapped particle. This will cause a phenomenon called noise squashing [146–148].
When it happens, correlations between detection noise and particle motion will make the
spectrum of particle oscillating motion appear to be cooled below the noise floor. In the
limit, γ f b ≫ Γ0, the optimum feedback gain is given by

γ f b =

√
2Γ0kBT0

Snnmω2
z
, (4.4)

with a minimum temperature expressed as

TCoM =

√
2Snnmω2

z Γ0T0

kB
. (4.5)

In our setup, take the data in Figure 4.7 as an example, Snn is about 10−16 m2/Hz,
ωz = (174.30±0.03)×2π rad/s, Γ0 = 0.63±0.01 Hz at 2×10−2 mbar and the centre-of-
mass temperature is T0 = 800±200 K with feedback cooling switched off. We can estimate
the minimum temperature at 2×10−2 mbar is about 34±3 K according to Equation 4.5,
which is slightly lower than the minimum temperature we achieve 90±20 K in the cooling
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experiment which could be due to imperfect phase. Pumping the Paul trap system to
lower pressures allows to farther cool the CoM motion of the levitated particle. At the
8×10−4 mbar, the centre-of-mass temperature is cooled to T0 = 2±1 K.

4.3 Feedback cooling of levitated microparticles

Velocity damping cools the CoM motion of a levitated particle via adding a drag force
which is proportional to the particle velocity. Compared to parametric feedback cooling,
velocity damping is illustrated to cool an oscillator to a temperature an order of magnitude
lower and more resilient to imperfect experimental conditions [42]. Therefore, in this study
we adopt velocity damping to conduct feedback cooling exploration.

4.3.1 Schematic of experimental setup

A schematic diagram in Figure 4.1 depicts the whole process of our feedback cooling
experimental setup. Two pairs of diagonal electrodes provide AC signals and DC signals
separately, which help to confine particles in x-y plane. Two endcap electrodes provide
static field to confine particle motion along axial direction namely z axis in this setup. The
LIAD [43] method is adopted to launch 5 µm-diameter silica particles deposited on a
thin aluminum sheet into trap centre. The sheet we employed is 0.4 mm-thick. Levitated
microparticles are trapped in a linear Paul trap and then illuminated by a green laser with
λ = 520 nm wavelength and P= 18 mW output power. The scattered light from the particle
is then collected by a microscope and imaged onto an EBC or QPD. In order to feedback
signals to trapped particles, a FPGA system is utilized to output the particle position
signal from the EBC in real time. Our EBC and the FPGA system are both connected
to a computer. Via programming on computer with Python in Linux environment, we
successfully drive the FPGA system to output real-time position signal from EBC detection
with one output channel. At the same time, the FPGA also conducts a derivation algorithm
to the position signal, attenuates the signal to a proper amplitude which has a similar scale
of position amplitude and outputs with the other channel. Therefore, an amplitude-adjusted
velocity signal is fedback to one of DC electrodes to cool levitated microparticles.

4.3.2 Feedback cooling of one particle

Our EBC product is provided by Prophesee company with module EVK1 -Gen3.1VGA
(camera sensor: Prophesee PPS3MVCD, 640×480 pixels). The camera is connected with
a computer via a USB 3.0 port. The sequence of output event frames along with some
statistics can be visualized from a company-provided Graphical User Interface, and then
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Fig. 4.1 Schematic of the feedback cooling experiment. LIAD method is used to launch
5 µm-diameter silica particles deposited on a thin aluminum sheet. An illumination laser
at 520 nm is focused on the particle, and Event-Based camera placed at the bottom of
chamber detects the particle motion. The FPGA helps to derive velocity signal of particle
and feedback it to cool the motion of microparticle. The EBC and FPGA system are both
connected to a computer.
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saved as a video or a CSV file in computer. After confirming with the camera company
technical support that there is no ready-to-use tool to output the stream of events in real
time, we begin our work with employing a FPGA system to realize the real-time output
of detected events from the event-based camera. The FPGA system we adopted is Red
Pitaya STEMlab 125-14 [149]. The system has Xilinx Zynq 7010 FPGA and supports
two 125MSps 14-bit inputs and two 14-bit outputs. It can be controlled remotely using
LabVIEW, MATLAB, Python, or Scilab and works with Linux or Windows PC. Our EBC
is operated in Linux environment and programmed with Python, which makes this type of
FPGA system suitable for this aim.

A pipeline is shown in Figure 4.2 to indicate how the FPGA system works to output
the motion signal of the particle. EBC sensor detects the events of light contrast caused by
particle motion and store these events in event buffer. After noise filter and trail filter are
applied to these events, frames of the data are generated. Via the GTA, the detected object
is recognised and the position signal of the particle will be sent to a computer and then the
computer will drive the FPGA system to output the position signal. Clock synchronization
of the FPGA clock and the EBC clock is achieved via citing EBC clock only. Because the
position output of the EBC has large absolute values with unit pixel, the FPGA system
obtains an equilibrium position of the particle firstly and then outputs the relative position
with the unit Volt. The procedures from Event Buffer to Data Acquisition are within an
iteration loop to keep the particle position signal detected.

In our initial attempts to drive FPGA to output the position signal of the levitated
particle in real time, we find that there is always an obvious time delay from the EBC
outputs to the FPGA outputs. We find out that the delay time is partly from the EBC data
saving within computer and partly from the iteration loop period time expanding.

Figure 4.3 shows the two situations which cause time delay to FPGA outputs. In
Figure 4.3(a), a distinct and consistent flat output signal can be observed during the time
interval from 234 s to 235 s. Figure 4.3(b) depicts the motion spectrum of the trapped
particle along z axis. The blue and red lines represent PSDs from the EBC and FPGA
output respectively. The peak frequency from the EBC spectrum is 109 Hz while the
motion frequency from the FPGA is 94 Hz, lower than the real particle motion frequency.

This phenomenon in Figure 4.3(a) arises due to a delay between the Callback and
Computer. This is introduced by the EBC processing and saving captured motion data as a
CSV file to the computer. Therefore, it will lead to a period where the output signal of the
FPGA system remains constant before it resumes its normal behavior. The time delay in
Figure 4.3(b) is caused by each iteration loop period expanding beyond 1 ms (frame rate
here is 1 kHz). When we set the iteration loop period larger than the reciprocal of frame
rate or enable the Frame Generation step, each loop will take more time than the reciprocal
of frame rate and causing FPGA output to have time delay.
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Fig. 4.2 Pipeline information of the FPGA system output based on EBC detection. Motion
data of levitated the particle is firstly captured in EBC and then transferred to a computer.
The computer obtains the data and drives the FPGA system to output the motion signal.
The procedures from Event Buffer to Data Acquisition are within an iteration loop.
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Fig. 4.3 Two situations causing time delay to FPGA outputs. (a) The FPGA time delay
caused by captured data saving. (b) The FPGA time delay caused by Iteration loop setting.
The blue and red lines represent the motion spectrum of levitated particle along z axis from
EBC and FPGA output respectively. The peak frequency from EBC spectrum is 109 Hz
while the motion frequency from FPGA is 94 Hz, lower than the real particle motion
frequency.

By disabling the camera saving option, optimizing iteration loop settings and disabling
the Frame Generation step, the time delay problem of the FPGA output can be solved. Fig-
ure 4.4 is an verification of the FPGA outputing signal in real time from the EBC detection.
It compares the PSDs obtained from FPGA and EBC outputs. In this experimental setup,
AC voltages with frequency ΩRF = 2π × 1060 rad s−1 and amplitude VRF = 400 V are
applied. The two endcap electrodes are held at a potential of UDC =−1.0V. Two diagonal
DC electrodes are independently set to 0 V and 5.1 V, respectively. The measurements are
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performed at a pressure of 2×10−2 mbar. The setting update frequency is 1 kHz, therefore,
a 500 Hz-bandwidth is witnessed. The mechanical motion frequency of trapped particle
along z axis is 39 Hz. Signal-to-noise (SNR) obtained from the two methods is close to
each other, noise floor from the FPGA is slightly higher than from the EBC below 250 Hz
and then gradually goes to the equal level from EBC above 250 Hz.
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Fig. 4.4 PSDs of FPGA and EBC output along axial axis at 2×10−2 mbar. Blue and red
curves represent the frequency domain of motion output from FPGA and EBC respectively.

A differentiator is realized within FPGA in this project to aquire the velocity signal
from EBC detected position signal. Therefore, we can make sure a feedback signal
proportional to velocity is generated. Blue and red lines in Figure 4.5 indicate position
and feedback signals. A 90◦ phase difference is observed between the two curves. Green
line is the mathematical derivation obtained from the position signal, exhibiting a phase
difference close to 0◦ in comparison to the feedback line.

To have a good understanding of the feedback cooling scheme, we firstly test the cooling
efficiency through a QPD for detection. In order to generate a velocity signal, a FPGA
system ( National Instruments; model: PXIe-7847) is utilized to realize the derivation
algorithm of an input position signal with LabVIEW programming. The diagram in
Figure 4.6(a) depicts the input and output signals originating from the FPGA in the time
domain and Figure 4.6(b) shows the frequency information. The blue line represents the
input sine signal with 0.4 V peak-to-peak voltage and 85 Hz, while the red line represents
the output signal. We can notice an obvious close to 90◦ phase shift between the two lines.

After acquiring the velocity signal, it is possible to achieve the cooling of particle
motion by introducing the velocity back into one of the DC electrodes. Figure 4.7 gives
typical PSDs at 2×10−2 mbar, comparing the situations with feedback cooling switched
on and off. After data calibartion, we extracted the CoM temperature of the particle
motion along z axis, which dropped from 800±200 K to 90±20 K with feedback cooling
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Fig. 4.5 Velocity output from FPGA. Blue and red lines are position signal and correspond-
ing velocity signal from two output channels of FPGA. For comparison, a green line is
calculated theoretically to show velocity signal is obtained.
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Fig. 4.6 The velocity output test from FPGA. (a) The input and output signals originating
from the FPGA in time domain. (b) The PSDs of input and output signals from the FPGA.
The blue and red lines are the input and output signals of FPGA separately. An expected
close to 90◦ phase shift between the two lines can be noticed.

switched on. The minimum CoM temperature is limited by the imperfect phase and the
heating due to gas collisions at relatively low vacuum.

PSDs with different feedback gains are further obtained, in which feedback gain set to
0 means that there is no feedback signal. According to a Lorentzian function fitting [16]
(More information can be found in Section 2.4.4) peaked at mechanical motion frequency,
CoM temperature is able to be extracted. In Figure 4.8, when there is no feedback signal,
data shows the CoM temperature of particle is 800±200 K, which is higher than room
temperature (300 K). This could be due to electric noises originated from high voltage
amplifier. When the feedback signal is switched on, the CoM temperature dropped to
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Fig. 4.7 Typical PSDs along z axis with and without feedback based on QPD detection at
2×10−2 mbar. The motion frequency along axial axis is 174 Hz. Blue curve corresponds
to the particle motion with feedback cooling switched off. After calibration, the CoM
temperature of levitated particle dropped from 800±200 K to 90±20 K with feedback
cooling switched on.

190±40 K. After taking the derivative of the position signal, the obtained velocity signal
will be multiplied by ω time and ω indicates the motion frequency with unit rad/s. In
this situation, ω = 2π × fz = 1.1× 103 rad/s. Therefore, we set feedback gain smaller
than 1 (at 1×10−3 scale) to tune the amplitude of feedback signal. With feedback gain
increasing, the CoM temperature goes lower reaching a minimum temperature at 90±20 K
at feedback gain set at 0.004 and then the temperature fluctuates around this value. This
indicates that the detection noises in feedback signal causes heating of the particle along
with cooling. Figure 4.8(b) shows the extracted damping rate grows with feedback gain
increasing.

Feedback cooling based on EBC detection is then conducted. The PSDs measurements
depicted in Figure 4.9 is taken at 2×10−2 mbar with feedback cooling on and off. The
observed motion frequency is 65 Hz.

According to setting the gain of feedback signal from 0.0001 to 0.0008 with 0.0001
interval, different PSDs at 2×10−2 mbar are obtained shown in Figure 4.10. Here, with
the increase of feedback gains, the peak values at motion frequency show a decreasing
trend. The observed maximum gain, as depicted in the image, is determined to be 0.0008,
which is about 8 times of the particle position amplitude. This value is constrained by
the occasion where the particle experiences heating along the y axis while simultaneously
undergoing cooling along the z axis due to disparate phases of motion along these two
axes.

After calibration, total damping rates of the levitated particle under different feedback
gains are obtained shown in Figure 4.11(b). After Lorentzian function fitting, the centre-of-
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(a) (b)

Fig. 4.8 Feedback cooling of one particle based on QPD detection. (a) The trend of CoM
temperature of the particle motion and total damping rate. (b) The trend of total damping
rate and feedback gain. The damping rate increases when setting feedback gain becomes
larger. Temperature and damping rate error bars are derived via Lorentzian function fitting
uncertainty and correspond to 1 standard deviation.
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Fig. 4.9 Typical PSDs with and without feedback based on EBC detection at 2×10−2 mbar.
The motion frequency along axial axis is 65 Hz. Blue curve corresponds to the particle
motion with feedback cooling switched off.

mass temperature trend with damping rate is observed in Figure 4.11(a). The Temperature
is 900± 200 K with feedback cooling switched off and it decreases to the minimum
temperature of 220±50 K when damping rate reaches 4.4±0.5 Hz. Further increment of
feedback gain doesn’t help cool the levitated particle to a lower centre-of-mass temperature.
During feedback cooling, not only the particle’s velocity signal but also noises caused
by detection will be fed back to the particle. Further improvement will be focused on
conducting cooling experiments at lower pressures which will help to decrease the heating
due to gas collision.
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Fig. 4.10 PSDs with different feedback gains from 0.0001 to 0.0008 based on EBC
detection at 2×10−2 mbar. The motion frequency along axial axis is 65 Hz. Blue curve
corresponds to the particle motion with feedback cooling switched off. The observed
maximum feedback gain is determined to be 0.0008, which is constrained by the occasion
where the particle experiences heating along the y axis while simultaneously undergoing
cooling along the z axis.

Cooling effect of the levitated particle is not only determined by the amplitude of
feedback signal but also the phase of the signal. Phase shift is now achieved via a FPGA
system, which is shown in Figure 4.12. A sine wave signal with 100 Hz and 0.3 V amplitude
is connected to FPGA input for test. Blue and red lines represent input and output signals
of FPGA. Figure 4.12(a) corresponds to 15◦ phase shift and Figure 4.12(b) corresponds to
45◦ phase shift.

Then the feedback cooling experiments with different feedback phase are carried out.
Figure 4.13 shows the detailed trend of CoM temperature of particle motion and extra phase
of feedback signal. The phase interval between each data is 30◦, and the CoM temperature
of levitated particle is 800±200 K with feedback cooling switched off. When the feedback
signal is added to the trap system, TCoM drops to 700± 200 K and then goes up to a
maximum value of 1900±500 K with extra phase reaching 180◦. Because we don’t want
to have a gain coefficient too high for the out-of-phase heating, the minimum temperature
here is higher than in the previous example in Figure 4.11. The CoM temperature goes
down with the extra phase increasing from 180◦ to 360◦. Define the extra phase as φ , the
CoM temperature is expressed as [17]

TCoM =
Γ0T0

Γ0 + γfbcos(φ)
. (4.6)
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(a) (b)

Fig. 4.11 Feedback cooling of one particle based on EBC detection. (a) The trend of
the motional temperature and total damping rate. (b) The trend of the total damping rate
and feedback gain. Temperature and damping rate error bars are derived via Lorentzian
function fitting uncertainty and correspond to 1 standard deviation.

(a) (b)

Fig. 4.12 Phase shift manipulated by FPGA. A sine wave signal with 100 Hz and 0.3 V
amplitude is input to FPGA, indicated as blue line and the output signal is represented as
red line. (a) 15◦ phase shift. (b) 45◦ phase shift.

Considering the slight phase shift caused by feedback wires or other devices and the
uncertainty of T0, we revise the Equation 4.6 to be

TCoM =
αΓ0T0

Γ0 + γfbcos(φ +φ0)
. (4.7)

where α is a constant related to the uncertainty of T0 and φ0 is the phase shift caused by
wires or other devices. The curve in Figure 4.13 is fit to Equation 4.7 with α , γfb and φ0

are the three free parameters. The fitted result of φ0 is 3◦, which means the cooling effect
should be optimized via extra phase shift reaching 357◦.
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Fig. 4.13 The trend of CoM temperature of particle motion and extra phase of feedback
signal. Data is taken at 4×10−2 mbar.

4.3.3 Feedback cooling of multi-particles

The event-based imaging technique, as a novel detection method in levitated nanoparticles
and microparticles, allows for the simultaneous tracking of motion in multiple particles.
This property enables the cooling of the motion of multi-particles at the same time. Multiple
particle cooling will not only pave a way for quantum entanglement and correlations
[150, 106, 107], but also facilitate the detection of weak forces [108].

Figure 4.14(a) shows the image of two microspheres tracked from CMOS camera and
EBC respectively. The two particles on the EBC are with different colour box, labelled 48
and 58. Figure 4.15 is the related PSDs from the EBC of the two microparticles along z
axis. In comparison to clear one or two peaks of one-particle spectrum, more motion peaks
are observed indicating that there exists an interaction between the two charged particles.

The initial focus of this research is directed towards the achievement of real-time motion
output of multiple particles utilizing the FPGA system. Due to the restricted number of
available outputs on the Red Pitaya device, a computational approach is employed to
combine the positional information of two particles along the z-axis. This involves the
summation of the particle positions, followed by the application of computing the Power
Spectral Density. By taking the derivative of the position signal, we are able to obtain the
combined velocity signals of the two particles. This sum of velocity signals is subsequently
utilized as feedback without any filtering and directly applied to one of the DC electrodes
of the Paul trap. Spectrums in Figure 4.16 shows the PSDs of the two-particle position
summation with feedback on and off.

To obtain a more comprehensive understanding of two-particle cooling, we conducted
an investigation involving the adjustment of various feedback gains, as depicted in Fig-
ure 4.17. The feedback gains are set to increase from 1×10−4 to 5×10−4 with an interval
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(a) (b)

Fig. 4.14 (a) The view from CMOS camera of the two particles at 3× 10−2 mbar for
reference. (b) The EBC view of two levitated microparticles. The upper and lower particles
are labelled with ID=58 and ID=48.

f

Fig. 4.15 The PSDs of the positions of two particles after computing the Power Spectral
Density along z axis. Compared to single levitated particle, more motion peaks can be
observed which means there exists an interaction between the two particles. A peak with
420 Hz oscillation frequency labelled with red dashed circle appears on the PSDs of the
two particle motion.

of 1×10−4. The experimental data is taken at the pressure of 3×10−2 mbar. The obtained
spectrum reveals distinct motion peaks that exhibit varied cooling or heating outcomes.
For example, the mode with oscillating frequency around 224 Hz shows cooling effect in
Figure 4.17(a) but the mode with about 37 Hz shows heating effect in Figure 4.17(b). This
should be originated from the phase difference between the detected position signal and
the feedback velocity signal and the phase differences are not accurately 90◦ for all the
oscillating modes due to a phase shift between the actual phase and detected phase for each
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Fig. 4.16 The PSDs of the summation of the two particle positions along axial axis with
feedback on and off. More than six motion peaks can be observed and some of the peak
values dropped after feedback signal is switched on. No filtering is applied to the feedback
signal.

oscillation mode. We can further quantify the cooling and heating after the calibration of
the two particle motion is finished.

(a) (b)

f f

Fig. 4.17 Feedback cooling of two particles based on EBC detection. The spectrum with
distinct motion peaks exhibiting varied cooling or heating outcomes. (a) Cooling with
224 Hz mode. The oscillating frequency around 224 Hz has cooling effect. (b) Heating
with 37 Hz mode. The mode with about 37 Hz has heating effect. Cooling or heating
should be determined from the phase difference between the detected position signal and
the feedback velocity signal.

In conclusion, we have demonstrated linear feedback cooling of an array of levitated
microparticles based on EBI technique. The real-time output of detected events from
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the event-based camera is achieved via employing a FPGA system. The efficiency of
the feedback cooling scheme is explored through a QPD for detection, and an eight-fold
reduction in the CoM temperature at 2× 10−2 mbar is achieved. Switching to an EBI,
we further conducted the feedback cooling of one particle at the same pressure to get a
four-fold temperature reduction, which might be originated from EBC receiving more 1/ f
noise at low frequencies. The cooling temperature is limited by the back-action of motion
measurement and background-gas collisions. The cooling effect with different feedback
phase is also investigated at 4×10−2 mbar. For the feedback cooling of multi-particles,
certain modes that undergo cooling effect are observed via changing feedback gains, which
verifies the feasibility of cooling an array of particles simultaneously.
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Chapter 5

Electric detection of particle motion

In this chapter, theory of an electric detection and schematic of experimental setup are
introduced with the aim to realize the electric detection of a charged microparticle in the
Micro-Paul trap.

5.1 Introduction

Levitation of mesoscopic particles in high vacuum provides a promising platform to
investigate nanoscale thermodynamics and the boundary between the classical and quantum
worlds. By using a microfabricated Paul trap, charged particles with a wide range of sizes
and materials can be coupled to the electrodes of the trap, enabling all-electrical levitation
and cooling [20]. With this two-way interaction between mesoscopic particles and the
trapping electrodes, detection and control of particle motion can be realized.

In this chapter, plans to control the motion of charged microparticles in microfabricated
Paul traps by coupling to electronic circuitry will be described. This will create a compact,
monolithic platform for the manipulation of charged microparticles, for applications in
force sensing, studies in nanothermodynamics, and exploration of macroscopic quantum
physics.

5.2 Theory of electric detection

Unlike the optical detection of particle motion in optical traps, an electric method is shown
in Figure 5.1, which has not previously been used for mesoscopic particles. In this picture,
d is the distance between the two plates of a capacitor formed by the endcap electrodes, C0

is the capacitance and UC is the voltage across the endcaps. An inductance L is also added
to form an LC circuit with the circuit damping rate Γcir =

R
L . If we consider the velocity of
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the charged particle along the z axis, the current I flowing in the circuit can be depicted as

I =−Q
d

ż+C0U̇C. (5.1)

where Q is the charge of the particle. When the circuit damping rate Γcir is much larger
than the motion frequency of the particle ωz, namely Γcir ≫ ωz, Equation 5.1 is written as

I =−Qη

d
ż. (5.2)

R Ld

𝐶0
𝑈𝐶

I

Fig. 5.1 Circuit diagram for motion detection of a charged particle in the Micro-Paul trap.
The motion of the charged particle leads to the variation of the induced current.

Compared with Equation 5.1, Equation 5.2 loses the second term and introduces a
geometry factor η which is a single endcap geometry factor in an idealised Paul trap.
Therefore, according to the variation of the current we can detect the motion of the trapped
mesoscopic particle. This electric detection has been proved in electrons, ions and protons
[151, 152, 70] which makes it feasible for nanoparticles and microparticles. From the
equipartition theorem, the maximum value of the velocity is

żmax =

√
kBTCoM

m
. (5.3)

where kB is the Boltzman constant and TCoM is the temperature of the centre-of-mass
motion. Therefore, the peak of the image current I is

Imax =
Qη

d

√
kBTCoM

m
. (5.4)

We can notice that the maximum of the current scales with the ratio of Q√
m . So a

comparable current can be produced for highly charged mesoscopic particles compared to
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ions. For example, a silica sphere particle with 1 µm radius has a mass m = 5.5×1012 amu
and a realistic charge Q = 106 e [20]. Therefore, the Q√

m of the particle is 1.7×10−6 C/kg.

A 88Sr+ ion has a mass m = 88 amu and a charge of Q = 1 e. The Q√
m of the 88Sr+ ion is

4.2×10−7 C/kg.

5.3 Motion detection

Based on the electric detection, exploration of motion detection of levitated microparticles
is carried out. In this chapter we focus on the electric detection of particle motion along
axial axis, namely z axis. Considering the weak signal of induced current, we firstly design
a schematic of this electric detection.

5.3.1 Schematic of experimental setup

Figure 5.2 gives a schematic of our experimental setup for particle motion extraction via
electric detection. Two resistors with large resistance are introduced between the two
endcaps and their two DC voltage supplies to block the caused current from flowing into
the circuit branch of the two DC voltage supplies. In consideration of gain bandwidth
product (GWB) of amplifiers and the motion frequency ωz in our experiments is about 100
Hz, a two-level amplification system is adopted instead of only one-level amplification.
Picked-up current between two endcaps is firstly amplified via a current amplifier and
then secondly magnified by a voltage amplifier. In order to extract the valid motion signal
which is buried in noises, a lock-in amplifier (LIA) is used to output a detection result.

5.3.2 Electric detection

In our experiments, we choose a current amplifier ( Stanford Research System; model:
SR750) for its low-noise properties. From the manual of the current amplifier, it labelled
5fA/

√
Hz input noise, 1pA/V maximum gain, adjustable bias voltage, two configurable

signal filters and variable input offset current. This device also supports battery operation
up to 15 hours which means it will minimize the noises added by power supply. As for the
voltage amplifier, we use a JFET voltage amplifier ( Stanford Research System; model:
SIM910) for low-noise consideration as well. From the manual of the voltage amplifier,
it labelled 4nV/

√
Hz input noise, AC or DC coupled and selectable gain from 1 to 100.

When it comes to LIA, we finally choose a LIA ( Stanford Research System; model:
SR860) with a mentioned reference frequency range of 1 mHz to 500 kHz.

The performance of LIA to detect small signals buried in noises is firstly tested. Setting
the voltages of trap electrodes as follows: AC voltages of 400 V amplitude with a frequency
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Fig. 5.2 The schematic of experimental setup for electric detection. Two resistors with
large resistance are introduced between the two endcap electrodes and related two DC
voltage supplies. Picked-up current caused by particle motion between two endcaps is
firstly amplified via a current amplifier and then secondly magnified by a voltage amplifier.
A LIA is next utilized to detect the current signal buried in noises and output the final
detection result.
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of 810 Hz. The two endcap electrodes are held at a potential of 1.0 V. Two diagonal DC
electrodes are independently set to 0 V and -2.0 V, respectively. The measurements are
performed at a pressure of 5×10−2 mbar. Using a QPD for detection, we can get the PSDs
of particle motion along the z axis shown in Figure 5.3(a) and get the oscillation frequency
of the trapped particle, which is ωz = 82×2π Hz. Adding an absorptive neutral density
filter in front of our illumination laser, and setting the QPD amplification/gain from 10 to
3, we then decrease the obtained motion signal and Figure 5.3(b) illustrates the PSD of the
decreased motion signal. No motion peaks can be observed but only a 50 Hz frequency
originating from the power supply.
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Fig. 5.3 The PSDs of particle motion along the z axis (a) before and (b) after attenuation
of laser and QPD magnification. Data is taken at 5×10−2 mbar. (a) The PSD of particle
motion. A 82×2π rad/s oscillation frequency can be observed. (b) The PSD of particle
motion after we decrease the power of the illumination laser and the QPD magnification.
No motion peaks can be witnessed but only a 50 Hz frequency originating from the power
supply.

Connecting the decreased particle motion signal in Figure 5.3(b) to the LIA input
and setting the inter sweeping frequency of the LIA changing from 60 to 90 Hz, we then
get an average output of five times frequency sweeping shown in Figure 5.4. The inter
frequency of LIA is doing cyclic sweeping and a dominant peak can be noticed when
the sweeping frequency approaches the particle motion frequency ωz. By extracting the
frequency information of these peaks, we obtain ωz = (83±2)×2π rad/s, which matches
the frequency detection from Figure 5.3(a).

To test a minimum detection based on the LIA, a 103× 2π rad/s sine signal is then
added to one of the trap DC electrodes shown in Figure 4.1. By tuning the peak-to-peak
voltage (VPP) of the sine wave, the amplitude of the LIA input signal can be controlled.
Via setting the VPP of the sine signal to be 0.05 V and the inter frequency of the LIA
sweeping from 101 Hz to 104 Hz, we can get an average amplitude detection result shown
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Fig. 5.4 Detection test of the LIA. The setting of inter frequency of the LIA sweeps from
60 to 90 Hz and the average amplitude outputs from LIA. The peak can be clearly observed
when the inter sweeping frequency is approaching to particle motion frequency.

in Figure 5.5. The peak can be clearly observed when the inter sweeping frequency
approaches the particle motion frequency. By extracting the frequency information of these
peaks, we obtain ωz = (103.35±0.04)×2π rad/s, which is close to the set sine frequency
103×2π rad/s. The frequency difference of 0.3 Hz between the extracted frequency and
the setting sine wave frequency might be caused by the noises of the input signal to the LIA.
The extracted peak amplitude is (6±1.0)×10−4 V. In this experiment, the current amplifier
is with 200 nA/V sensitivity, the voltage amplifier is with 100 gain and the LIA works with
500 uV sensitivity. Therefore, we detect a current signal at (ωz = 103.35± 0.04)× 2π

rad/s with (1.1± 0.2)× 10−12 A. Further reduction of the added sine wave amplitude
cannot make the induced current between the two endcaps detected by our system, which
means that the detected signal is below the minimum detection level of our system.

Although the fundamental limit to the noise floor is Johnson-Nyquist noise, to push
down the minimum detection level of our system, the magnification of detection should be
increased. Now the magnification is limited by a dominated AC current which is induced
from the provided AC voltage of the trap. In order to have a clear understanding of the
current induced by the AC voltage, we compare two situations of detected current signals
with provided AC voltages switched off and on. Figure 5.6(a) gives the detected current
signal with the AC voltage switched off and Figure 5.6(b) gives the current signal with the
AC voltage switched on. We can witness that the peak-to-peak voltages of the detected
currents increase from 70 mV to 4 V after the AC voltage is added to the trap. The spectrum
in Figure 5.6(b) also illustrates that the detected current has the same frequency with the
setting AC voltage frequency to be 980 Hz .

According to Equation 5.4, we can estimate a maximum scale of induced current
from the particle motion in our experiments. Take the data in Figure 2.24 as an example,
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Fig. 5.5 Minimum detection of the LIA. The setting of inter frequency of the LIA sweeps
from 101 to 104 Hz and the y axis shows the average amplitude outputs from LIA. The
peak can be clearly observed when the inter sweeping frequency approaches the particle
motion frequency.

the charge of the particle is Q = 2900 e and the centre-of-mass temperature is TCoM =

1300±90 K. Assume the geometry factor η = 1, we can get Imax = (2.2±0.2)×10−16 A.
Thus the minimum detection level of our system should be pushed down by four orders.

5.3.3 Improvement of electric detection

To achieve the electric detection of particle motion, we can conduct the improvements
illustrated in Figure 5.7 which mainly include two aspects. One is to increase detection
magnification and the other is to induce large image current from particle motion. In
consideration of detection magnification, lowering the induced current caused by AC
voltages and using multi-level amplification are available. Decreasing the induced current
caused by the AC voltages incorporates utilizing an LC circuit as a filter and shielding the
two endcaps. To increase the image current caused by particle motion, we can focus on
heating the particle to get high TCoM and lessening the separation between the two endcap
electrodes. We discuss these methods below. Of course increasing the charges of levitated
particles is also an available scheme, but it is not that easy to realize and is therefore out of
our near future plan.

LC circuit

Although the LIA has built-in filters to process the magnified input current signal, an LC
circuit can work as a a band-pass filter to lower the induced current by AC voltages before
the Current amplifier. Thus magnification of the detection system can be increased. To
determine the inductor and capacitor values of the LC circuit, a simulation based on NI
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Fig. 5.6 The current induced by AC voltage to the two endcaps. The frequency of the
AC voltage is ΩRF = 980×2π rad/s. (a) The signal output of the current amplifier with
all voltages switched off. (b) The signal output of the current amplifier with all voltages
switched on, in which the component of 980 Hz signal dominates.

Multisim software is carried out at first. Figure 5.8(a) shows the diagram of the designed
current band-pass filter consisting of an LC circuit. The values of the inductor and capacitor
are respectively L1 = 100 mH and C1 = 25µF. The resistor is set to be 100Ω. We set the
input AC current to be 1 kHz frequency and 1 A amplitude. Figure 5.8(b) depicts the
frequency response of the current amplitude flowing through a capacitor C1. Therefore, we
can get the resonance frequency of the LC circuit ωLC/2π about 100 Hz with 50 Hz lower
cut-off frequency and 200 Hz upper cut-off frequency.

Particle heating

According to Equation 4.2, if we feedback noises to levitated particles, the particle will
get heated and the related TCoM will get increased. Therefore, we test the heating of the
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Improvement of electric detection

Increase of detection magnification Increase of image current
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Induced by AC voltage
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Increase of particle 

temperature 𝑇CoM
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LC circuit Shielding of two endcap electrodes

Fig. 5.7 Procedures of electric detection improvement. Increase of detection and image
current are two mainly focused aspects. To realize high detection magnification, we can
lower the induced current caused by AC voltages and adopt multi-level amplification. To
deduct the induced current by AC voltages, An LC circuit working as a band-pass filter
and add shielding to the two endcaps can be added. In order to enlarge the image current,
heating the trapped particle and lessening the distance between the two endcap electrodes
are both available.
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Fig. 5.8 Simulation of the LC circuit. (a) The diagram of the LC circuit. (b) The frequency
response of the current amplitude flowing through a capacitor. The designed resonance
frequency of the LC circuit ωLC/2π about 100 Hz with 50 Hz lower cut-off frequency and
200 Hz upper cut-off frequency.

levitated particle with white noise for a proof of principle. White noise as a specific
type of broadband signal is suitable to heat trapped particles without adding any specific
obvious frequency. Therefore, we can choose white noise to heat particles to enlarge the
induced image current. In experiments, a white noise is generated and then connected
to one summing amplifier (Stanford Research System; model: SIM980). The amplitude
of the white noise is 10V amplitude due to the maximum input limit of the summing
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amplifier. The summing amplifier adds the white noise and setting DC voltage together
to supply potential to one DC electrode of the Paul trap system. Figure 5.9 displays two
PSDs of a levitated particle along the z axis without and with white noise heating based on
CMOS camera detection. The particle motion frequency is ωz = 104×2π rad/s. Because
the detection based on CMOS camera receives more 1/ f noise compared to QPD, the
noise level of the heated PSD curve is increased at low frequencies compared with the
unheated curve, but the peak value for ωz does not show obvious variance. Therefore larger
amplitude of white noise should be added to a levitated particle. We could combine the
white noise and an AC signal (instead of the DC voltage) via the summing amplifier firstly
and then amplify the summing amplifier output for our next steps.
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Fig. 5.9 Particle heating due to extra white noise. The blue and red lines represent the PSDs
of a levitated particle motion along z axis with motion frequency ωz = 104×2π rad/s. The
blue curve is without heating while the red corresponds to heating situation.

Shielding of endcap electrodes

Providing shielding to the two endcap electrodes is also a valid way to decrease the current
induced in the endcaps due to the AC voltage. Figure 5.10 is a new fabricated Micro-Paul
trap. The diameter of the two endcaps is 0.3 mm diameter and the other four electrodes
are with 1 mm diameter. The two endcaps are shielded via two tubes with 0.6 mm inner
diameter and 1mm outer diameter. The distance between the endcap electrodes is 750 µm.

It is also useful to explore more highly charged spheres, so the ratio of Q√
m can be

increased to produce large image current caused by particle movement.

In conclusion, we introduced a novel electric detection to recover the motion infor-
mation of levitated charged particles. The experimental setup for the electric detection is
designed and carried out. Based on this setup, the detection of current signal can reach
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Fig. 5.10 A new Micro-Paul trap with two endcaps shielded via two 0.6 mm inner diameter
tubes. The distance between the endcap electrodes is 750 µm.

(1.1±0.2)×10−12 A. According to a theoretical estimation, the image current induced
by the particle CoM motion is about 2×10−16 A. The current between two endcaps from
provided AC voltages is verified to limit the magnification of the detection system. Further
improvement of the electric detection can be centred on utilizing an LC circuit, shielding
the endcap electrodes, adopting multi-level amplification instead of two-level amplification,
heating the CoM motion of levitated particles and shortening the endcap distance.
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Chapter 6

Conclusion and outlook

To make a summary of the introduced work throughout the thesis, the construction and
characterization of the Micro-Paul trap of 300 µm diameter endcaps with 800 µm separa-
tion is explained. The detection of the motion of single and multiple particles is utilized
and characterized. The EBI technique is adopted for feedback cooling to get a four-fold
reduction of the centre-of-mass temperature TCoM and multi-particle cooling. An electric
detection is introduced to recover the motion of the trapped particle and the detection of
current signal is now pushed to (1.1±0.2)×10−12 A.

Next steps will be focused on multi-particle cooling, improving electric detection and
testing a chip-based Micro-Paul trap. Therefore, I will explain the future work from the
three aspects.

6.1 Feedback cooling of multi-particles with a new Micro-
Paul trap with large endcap separation

In order to further analyze the cooling of multi-particles, simplification of the particles’
interaction is required. As we observed from Figure 4.17(a) in Section 4.3.3 , there are
more than six peaks for the added two-particle motion spectrum along axial axis, which
indicates that the interaction of the two particles on the radial plane is also strong. This is
also clear visually, the two particles are not aligned along the axial axis. However, limited
by the short distance between two endcap electrodes (2z0 = 800µm), the trapping region
along the axial axis is very narrow. Therefore, we couldn’t control two particles to locate
in a line parallel the trap axis (or z axis). To solve this problem, we designed a new Paul
trap which has large separation (2z0 = 1500µm) between the two endcap electrodes. It
has four 1 mm diameter rods at the outer circle and has two 0.3 mm diameter rods in the
middle region to work as endcap electrodes. The base of the trap is constituted of several
same blocks with two M3 holes to make the trap assembly flexible. Then we send the
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Fig. 6.1 The image of new micro-Paul trap with large separation between two endcap elec-
trodes. In comparison to the preceding Paul trap configuration, the recently implemented
Paul trap setup remain the same geometric characteristics, except for the increase in the
endcap separation to control two particles in a line parallel to trap axis. In the context, trap
axis is z axis. (a) The system design. (b) The real image of the new fabricated Paul trap
system which is made of ceramics material.

drawing to factory to manufacture ceramics pieces and then the fabricated trap is shown in
Figure 6.1 ((More information please see Appendix C)). In contrast to the preceding linear
Paul trap configuration, the geometric characteristics of the recently implemented Paul
trap setup remain unchanged, except for the alteration in the separation distance between
the two endcap rods.

6.2 Electric detection with a shielded Micro-Paul trap

When the two endcap electrodes are shielded, the current induced by the provided AC
voltages can be decreased. With the new fabricated Micro-Paul trap shown in Figure 5.10,
we can levitate a microparticle and further increase the amplification of image current
detection hopefully by 2×102 times. The current amplifier is now with 200 nA/V sensitiv-
ity and its minimum sensitivity is 1 nA/V in consideration to the GWB of the amplifier.
Besides, employing a multi-level amplification instead of two-level amplification can also
help to increase detection amplification.

At the same time, we can heat the CoM motion of a levitated particle and decrease
the distance between two endcaps to increase the induced image current from the particle
motion. The designed LC circuit shown in Figure 5.8 working as a band-pass filter can
also be tested to decrease current induced by provided AC voltages.
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6.3 Chip-based Micro-Paul trap

6.3 Chip-based Micro-Paul trap

Except the micro-fabricated linear Paul trap in Section 2.4.1, We also consider a chip-based
Micro-Paul trap for charged particle levitation and control which is manufactured by A.
G. Sinclair’s group at National Physical Laboratory [153–155]. Figure 6.2(a) shows a
photograph of a monolithic three-dimensional ion trap mounted to a ceramic chip carrier.
In the picture, there are 21 connection ports to voltages on each side of the chip.

(a) (b)

(c)

Fig. 6.2 The physical map and structure of the chip-based Micro-Paul trap. Reproduced
from [155]. (a) The physical map of the chip-based Micro-Paul trap. In the map, there are
21 ports on each side of the chip. (b) The cross section of the micro-fabricated trap. There
are two layers of oxidised Si and a highly doped Si bulk between them. Si bulk works as a
conducting spacer and the oxidised Si layer provides low-loss dielectric isolation. Gold
electrodes are patterned on top of the oxidised Si. The thickness of the gold electrodes is
about 5 µm. The thickness of Si bulk is 350 µm and the oxidised Si layer is 15 µm-thick.
(c) The top view of the micro-fabricated chip structure. Five distinct regions can be
observed which include the endcap region, operation region, compensation region, transfer
region and loading region.

Figure 6.2(b) and (c) reveal the trap geometry of the microfabricated chip structure. A
3D electrode structure replaces the four rods in a linear Paul trap and the chip trap has unit
aspect-ratio geometry shown in Figure 6.2(b). The chip provides seven operation segments
and makes it possible to control several particles at the same time. In Figure 6.2(c), the top-
plate of the trap is shown, with five distinct regions: the endcap region, operation region,
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6.3 Chip-based Micro-Paul trap

compensation region, transfer region and loading region. This geometry is reproduced in
reflection on the bottom layer. These chips are designed for use in atomic-ion quantum
computing experiments, and hence have such a complex structure. In those experiments,
charged particles are firstly captured in the loading region and then are transferred to the
transfer region to avoid electrode pollution caused by particle launching. Finally, they
are controlled in the operation region. This scheme will not necessarily be used in our
experiment, but may be necessary if our silica particles contaminate the chip. The endcap
region is connected to DC voltages to control the particle motion along the z axis, and the
compensation region is designed to compensate for stray electric fields. Segments from 2
to 8 span a length of 2.01 mm.

Based on the chip geometry, we simplified the structure to that shown in Figure 6.3
to carry out a simulation. In Figure 6.3(a), each electrode has a dimension of 1000 µm×
280 µm×20 µm (Length×Width×Thickness). Si bulk is 350 µm-thick and the distance
between two electrode tips is 350 µm. Figure 6.3(b) is the top view of the whole structure.

Four electrodes on each layer of the chip, which are 880 µm away from the middle
plates, are used for endcap electrodes and the middle ones are utilized for AC electrodes.
The length from the trap centreline to the endcap electrode surface is z0 = 1.02 mm. The
width of the electrodes on the left side is 570 µm and the width is 860 µm for the right
side electrodes. So the distance from the centre of the trap to the surface of the electrodes
is 0.175

√
2 mm and the distance from the trap centre to the endcap should be about√(

0.175
√

2
)2

+1.022 ≈ 1.05 mm.

Then, we can establish this chip trap model in the SIMION environment depicted in
Figure 6.3(c)-(e). Figure 6.3(c) is the whole structure and the angle between the plate and x
axis is 45◦ , to match the standard linear Paul trap geometry (see Figure 2.5). Figure 6.3(d)
and Figure 6.3(e) are the side view and top view of the chip trap. In order to make the
charged particles stably captured, we pick up values for AC voltage and DC voltage so
that the related values of ai and qi are in the stability region of the Paul trap. If we connect
the AC voltage with VRF = 150 V and ΩRF = 2000×2π rad/s and the endcap electrodes
with UDC = 1 V, the potential distributions of the trap and motion frequencies of trapped
particles can be analysed.

Because the motion region of the trapped particle is a small part around the trap centre,
we test the harmonicity of the electric potential in a central 100 µm cube distributions
along three axes. In this simulation, each grid size of the electric field is 0.02 mm so the
minimum spatial resolution is 0.02 mm. The quadratic equation V = κ1iui

2 +κ2iui +κ3i is
used to fit the potential distribution, where V is the potential and i can be x, y and z with all
lengths in mm. Table 6.1 lists the fitting results.
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Fig. 6.3 The simplified structure of the chip trap. (a) The simplified cross section of the
structure. (b) The top view of the whole structure. (c)-(e) The chip trap in SIMION
environment. There are two layers of the trap with endcap electrodes are on the two sides.
Charged particles are trapped in the region constructed by the middle four plates.
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Table 6.1 The fitting results of potential distributions from Micro-trap chip.

κ1x κ2x κ3x κ1y κ2y κ3y κ1z κ2z κ3z
-696.9 -1.3 50.6 961.5 -1.7 50.6 -194.4 0.8×10−1 50.6

Table 6.2 Geometric factors obtained from the Micro-trap chip.

x y z
α 0.79±0.01 −0.57±0.01 (−1.59±0.01)×10−1

β −0.46±0.02 −0.43±0.02 (7.47±0.03)×10−1

Compared with κ1i, κ2i (i = x,y,z) can be negligible. With the same method mentioned
above in Section 2.2.2, we can get the values of six geometric factors αi and βi (i= {x,y,z}).
All the weighting constants are dimensionless and are listed in Table 6.2.

When the DC voltage is UDC = 1 V and the AC voltage is with VRF = 150 V and
ΩRF = 2000× 2π rad/s, as for a charged particle with mass m = 8.02× 1013 amu and
the charge Q = −20000 e, the oscillation frequencies with unit rad/s are calculated via
Equation 2.11, Equation 2.12 and Equation 2.13. Divided by 2π , the frequencies with unit
Hz are obtained,

fx = 415.3 Hz, (6.1)

fy = 301.0 Hz, (6.2)

fz = 78.5 Hz. (6.3)

With the trajectory data exported from SIMION, the mechanical frequencies in three
axes are obtained. The PSD of x position from which we can see the mechanical frequency
in the x axis is f ′x = 418.6 Hz. Similarly, the other two frequencies f ′y = 310.9 Hz and
f ′z = 69.8 Hz in y and z axis can be calculated.

If we compare the two calculation results from Equation 2.11, Equation 2.12, Equa-
tion 2.13 and SIMION, we can calculate the relative errors as following∣∣∣∣ f ′x − fx

fx

∣∣∣∣= ∣∣∣∣418.6−415.3
7.9

∣∣∣∣= 13.9%, (6.4)∣∣∣∣ f ′y − fy

fy

∣∣∣∣= ∣∣∣∣61.0−57.3
57.3

∣∣∣∣= 6.5%, (6.5)∣∣∣∣ f ′z − fz

fz

∣∣∣∣= ∣∣∣∣75.4−86.7
86.7

∣∣∣∣= 13.0%. (6.6)
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All relative errors are below 15%, therefore we can use the SIMION simulation, the
Equation 2.11, Equation 2.12 and Equation 2.13 to predict particle motion in the chip trap.
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Window

M6 M6

Bottom of the chamb

Magnet

Magnet

Window

 Circuit board

 Chip connector
 Chip

Slit 0.05 mm

Tube

Fig. 6.4 The mechanical structure of the chip trap chip inside chamber. The chip is
connected to a circuit board which is put onto four posts. A slit beneath the circuit board is
adopted to limit the flying direction of launched particles.

In experiment, we design the mechanical structure of the Paul-trap system shown in
Figure 6.4. At the bottom of the chamber we can use a magnet to move a tube which is
utilized to launch charged particles. Because the aperture of the Chip trap is very narrow,
there is a slit with 50 µm width mounted on the circuit board to prevent charged particles
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from getting stuck to the trap electrodes. The chip is placed on a chip connector, which is
soldered onto the circuit board.

The wiring of this trap is finished. Figure 6.5(a) is the design diagram and Figure 6.5(b)
shows the back of the circuit board. From the pictures, we can see there are mainly four
ports connected with voltages, they are DC voltage 1, DC voltage 2, AC voltage and
Ground. In Figure 6.5(b), the AC electrodes are connected to three ports of the chip

(a) (b)
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Fig. 6.5 The wiring of the chip trap. (a) The design of the circuit wiring. (b) The image of
the wiring on the circuit board.

(labelled with blue color in Figure 6.5(a)). Two electrodes in the transfer region work as
endcap electrodes on the right side and are connected to two ports of the chip. Two endcap
electrodes on the left side are connected to another chip two ports. So in Figure 6.5(a), we
give AC voltages to the three ports, DC voltage 1 signal to the two ports with right endcap
electrodes and DC voltage 2 to the two ports with left endcap electrodes. Other electrodes
are all grounded. Figure 6.5(b) is the electric connection on the circuit board. The chip
ports labelled from 2 to 8 will be the electrodes connected to a circuit for further electric
motion detection of a levitated particle.

We then try trapping with this chip trap system, but charged particles will deposit
between the gap of chip electrodes which will cause nearby electrodes to be joint. Although
we employed a slit with 50 µm width to block particles off the trap centre. But due to the
influence of the electric field of trap centre, some particles will oscillate and then deposit
on the electrode gap instead of flying away from the chip. The next step is to improve the
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electrodes joint caused by charged particles. An available solution might be trap a charged
particle with another trap and then transfer it to the chip.

To conclude, work is underway to further minimize our trapping technology and to
make it more robust against noise. This will realize the all-electrical levitation, detec-
tion, cooling and control of multi-particles in a compact package, ideal for an advanced
integrated sensor.
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[64] U. Delić, M. Reisenbauer, D. Grass, N. Kiesel, V. Vuletić, and M. Aspelmeyer.
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[97] H. Rudolph, U. Delić, M. Aspelmeyer, K. Hornberger, and B. A. Stickler. Force-
gradient sensing and entanglement via feedback cooling of interacting nanoparticles.
Physical Review Letters, 129(19):193602, 2022.

[98] G. Gallego, T. Delbruck, G. Orchard, C. Bartolozzi, B. Taba, A. Censi, S. Leuteneg-
ger, A. J. Davison, J. Conradt, K. Daniilidis, and D. Scaramuzza. Event-based
vision: A survey. IEEE Transactions on Pattern Analysis and Machine Intelligence,
44(1):154–180, 2022.

102



References

[99] Prophesee. Event-based vision whitepaper. https://www.prophesee.ai/
whitepaper-download, 2022.

[100] I. A. Martínez, É. Roldán, L. Dinis, and R. A. Rica. Colloidal heat engines: a review.
Soft matter, 13(1):22–36, 2017.

[101] M. Wei and H. D. Ou-Yang. Thermal and non-thermal fluctuations of the mechanical
properties in living cells. In Optical Trapping and Optical Micromanipulation VII,
volume 7762, page 77621L. International Society for Optics and Photonics, 2010.

[102] I. A. Martinez, É. Roldán, L. Dinis, P. Mestres, J. M. R Parrondo, and R. A. Rica.
Stochastic thermodynamics with a brownian particle in an optical trap (presentation
recording). In Optical Trapping and Optical Micromanipulation XII, volume 9548,
page 954816. International Society for Optics and Photonics, 2015.

[103] L. Rondin, J. Gieseler, F. Ricci, R. Quidant, C. Dellago, and L. Novotny. Direct mea-
surement of kramers turnover with a levitated nanoparticle. Nature Nanotechnology,
12(12):1130–1133, 2017.

[104] Y. Jun, M. Gavrilov, and J. Bechhoefer. High-precision test of landauer’s principle
in a feedback trap. Physical Review Letters, 113(19):190601, 2014.

[105] T. M. Hoang, R. Pan, J. Ahn, J. Bang, H. T. Quan, and T. Li. Experimental test of
the differential fluctuation theorem and a generalized jarzynski equality for arbitrary
initial states. Physical Review Letters, 120(8):080602, 2018.

[106] S. Kotler, G. A. Peterson, E. Shojaee, F. Lecocq, K. Cicak, A. Kwiatkowski,
S. Geller, S. Glancy, E. Knill, R. W. Simmonds, et al. Direct observation of
deterministic macroscopic entanglement. Science, 372(6542):622–625, 2021.

[107] I. Brandão, D. Tandeitnik, and T. Guerreiro. Coherent scattering-mediated cor-
relations between levitated nanospheres. Quantum Science and Technology,
6(4):045013, 2021.

[108] L. Mercier de Lépinay, C. F. Ockeloen-Korppi, M. J. Woolley, and M. A. Sillan-
pää. Quantum mechanics–free subsystem with mechanical oscillators. Science,
372(6542):625–629, 2021.

[109] T. F. Roque and J. A. Roversi. Quantum correlations between two oscillators
connected by a time-dependent coupling. In Latin America Optics and Photonics
Conference, pages LS2B–2. Optical Society of America, 2012.

[110] L. Qi, Y. Xing, S. Liu, S. Zhang, and H. Wang. Topological phase induced by
distinguishing parameter regimes in a cavity optomechanical system with multiple
mechanical resonators. Physical Review A, 101(5):052325, 2020.

[111] D. Carney, G. Krnjaic, D. C. Moore, C. A. Regal, G. Afek, S. Bhave, B. Brubaker,
T. Corbitt, J. Cripe, N. Crisosto, et al. Mechanical quantum sensing in the search
for dark matter. Quantum Science and Technology, 6(2):024002, 2021.

[112] R. Zhao, A. Manjavacas, F. J. G. de Abajo, and J. B. Pendry. Rotational quantum
friction. Physical Review Letters, 109(12):123604, 2012.

103

https://www.prophesee.ai/whitepaper-download
https://www.prophesee.ai/whitepaper-download


References

[113] T. W. Penny, A. Pontin, and P. F. Barker. Sympathetic cooling and squeezing of two
colevitated nanoparticles. Physical Review Research, 5(1):013070, 2023.

[114] Y. Arita, E. M. Wright, and K. Dholakia. Optical binding of two cooled micro-
gyroscopes levitated in vacuum. Optica, 5(8):910–917, 2018.

[115] B. R. Slezak and B. D’Urso. A microsphere molecule: The interaction of two
charged microspheres in a magneto-gravitational trap. Applied Physics Letters,
114(24):244102, 2019.

[116] J. Vijayan, Z. Zhang, J. Piotrowski, D. Windey, F. van der Laan, M. Frimmer, and
L. Novotny. Scalable all-optical cold damping of levitated nanoparticles. Nature
Nanotechnology, 18(1):49–54, 2023.

[117] P. Praveen, S. S. Iyengar, S. Bhattacharya, S. Ananthamurthy, et al. Two particle
tracking and detection in a single gaussian beam optical trap. Applied Optics,
55(3):585–594, 2016.

[118] G. M. Gibson, J. Leach, S. Keen, A. J. Wright, and M. J. Padgett. Measuring the
accuracy of particle position and force in optical tweezers using high-speed video
microscopy. Optics Express, 16(19):14561–14570, 2008.

[119] D. Ott, S. Nader, S. Reihani, and L. B. Oddershede. Simultaneous three-dimensional
tracking of individual signals from multi-trap optical tweezers using fast and accu-
rate photodiode detection. Optics Express, 22(19):23661–23672, 2014.

[120] Z. Wang, Y. Ng, C. Scheerlinck, and R. Mahony. An asynchronous kalman filter for
hybrid event cameras. In Proceedings of the IEEE/CVF International Conference
on Computer Vision, pages 448–457, 2021.

[121] S. Afshar, A. P. Nicholson, A. Van Schaik, and G. Cohen. Event-based object
detection and tracking for space situational awareness. IEEE Sensors Journal,
20(24):15117–15132, 2020.

[122] M. Frimmer, K. Luszcz, S. Ferreiro, V. Jain, E. Hebestreit, and L. Novotny. Control-
ling the net charge on a nanoparticle optically levitated in vacuum. Physical Review
A, 95(6):061801, 2017.

[123] F. Ricci, M. T. Cuairan, G. P. Conangla, A. W. Schell, and R. Quidant. Accurate mass
measurement of a levitated nanomechanical resonator for precision force-sensing.
Nano Letters, 19(10):6711–6715, 2019.

[124] E. Hebestreit, R. Reimann, M. Frimmer, and L. Novotny. Measuring the inter-
nal temperature of a levitated nanoparticle in high vacuum. Physical Review A,
97(4):043803, 2018.

[125] I. Alda, J. Berthelot, R. A. Rica, and R. Quidant. Trapping and manipulation of indi-
vidual nanoparticles in a planar paul trap. Applied Physics Letters, 109(16):163105,
2016.

[126] C. C. Rusconi, V. Pöchhacker, K. Kustura, J. I. Cirac, and O. Romero-Isart. Quantum
spin stabilized magnetic levitation. Physical Review Letters, 119(16):167202, 2017.

104



References

[127] B. R. Slezak, C. W. Lewandowski, J. F. Hsu, and B. D’Urso. Cooling the motion
of a silica microsphere in a magneto-gravitational trap in ultra-high vacuum. New
Journal of Physics, 20(6):063028, 2018.

[128] M. C. O’Brien, S. Dunn, J. E. Downes, and J. Twamley. Magneto-mechanical trap-
ping of micro-diamonds at low pressures. Applied Physics Letters, 114(5):053103,
2019.

[129] L. Martinetz, K. Hornberger, and B. A. Stickler. Gas-induced friction and diffusion
of rigid rotors. Physical Review E, 97(5):052112, 2018.

[130] T. Li and M. G. Raizen. Brownian motion at short time scales. Annalen der Physik,
525(4):281–295, 2013.

[131] C. Timberlake, M. Toroš, D. Hempston, G. Winstone, M. Rashid, and H. Ulbricht.
Static force characterization with fano anti-resonance in levitated optomechanics.
Applied Physics Letters, 114(2):023104, 2019.

[132] G. Winstone, R. Bennett, M. Rademacher, M. Rashid, S. Buhmann, and H. Ul-
bricht. Direct measurement of the electrostatic image force of a levitated charged
nanoparticle close to a surface. Physical Review A, 98(5):053831, 2018.

[133] E. Hebestreit, M. Frimmer, R. Reimann, and L. Novotny. Sensing static forces with
free-falling nanoparticles. Physical Review Letters, 121(6):063602, 2018.

[134] O. Romero-Isart, A. C. Pflanzer, M. L. Juan, R. Quidant, N. Kiesel, M. Aspelmeyer,
and J. I. Cirac. Optically levitating dielectrics in the quantum regime: Theory and
protocols. Physical Review A, 83(1):013803, 2011.

[135] C. C Rusconi, M. Perdriat, G. Hétet, O. Romero-Isart, and B. A. Stickler. Spin-
controlled quantum interference of levitated nanorotors. Physical Review Letters,
129(9):093605, 2022.

[136] J. Millen, T. Deesuwan, P. Barker, and J. Anders. Nanoscale temperature measure-
ments using non-equilibrium brownian dynamics of a levitated nanosphere. Nature
Nanotechnology, 9(6):425–429, 2014.

[137] D. Carney, H. Häffner, D. C. Moore, and J. M. Taylor. Trapped electrons and ions
as particle detectors. Physical Review Letters, 127(6):061804, 2021.

[138] A. Datta and H. Miao. Signatures of the quantum nature of gravity in the differential
motion of two masses. Quantum Science and Technology, 6(4):045014, 2021.

[139] B. E. King, C. S. Wood, C. J. Myatt, Q. A. Turchette, D. Leibfried, W. M. Itano,
C. Monroe, and D. J. Wineland. Cooling the collective motion of trapped ions to
initialize a quantum register. Physical Review Letters, 81(7):1525, 1998.

[140] A. Ashkin and J. M. Dziedzic. Optical levitation in high vacuum. Applied Physics
Letters, 28(6):333–335, 1976.

[141] G. Ranjit, M. Cunningham, K. Casey, and A. A. Geraci. Zeptonewton force sensing
with nanospheres in an optical lattice. Physical Review A, 93(5):053801, 2016.

[142] D. S. Bykov, L. Dania, F. Goschin, and T. E. Northup. 3d sympathetic cooling and
detection of levitated nanoparticles. Optica, 10(4):438–442, 2023.

105



References

[143] J. Vovrosh, M. Rashid, D. Hempston, J. Bateman, M. Paternostro, and H. Ulbricht.
Parametric feedback cooling of levitated optomechanics in a parabolic mirror trap.
JOSA B, 34(7):1421–1428, 2017.

[144] A. Setter, M. Toroš, J. F. Ralph, and H. Ulbricht. Real-time kalman filter: Cooling
of an optically levitated nanoparticle. Physical Review A, 97(3):033822, 2018.

[145] J. Gieseler, R. Quidant, C. Dellago, and L. Novotny. Dynamic relaxation of a
levitated nanoparticle from a non-equilibrium steady state. Nature Nanotechnology,
9(5):358–364, 2014.

[146] B. C. Buchler, M. B. Gray, D. A. Shaddock, T. C. Ralph, and D. E. McClelland. Sup-
pression of classic and quantum radiation pressure noise by electro-optic feedback.
Optics Letters, 24(4):259–261, 1999.

[147] B. S. Sheard, M. B. Gray, B. J. J. Slagmolen, J. H. Chow, and D. E. McClelland.
Experimental demonstration of in-loop intracavity intensity-noise suppression. IEEE
Journal of Quantum Electronics, 41(3):434–440, 2005.

[148] P. Bushev, D. Rotter, A. Wilson, F. Dubin, C. Becher, J. Eschner, R. Blatt, V. Steixner,
P. Rabl, and P. Zoller. Feedback cooling of a single trapped ion. Physical Review
Letters, 96(4):043003, 2006.

[149] Redpitaya. Stemlab 125-14. https://redpitaya.com/stemlab-125-14/, 2023.
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Appendix A

Code of SIMION simulation

Simulation code for Macro-Paul trap

Code of generating trap structure

In SIMION environment, a geometry file (GEM) is used to define electrode geometries
using unions and intersections of some basic shapes like a cylinder, a cuboid. Here is the
.GEM file to generate the shapes of Macro-Paul trap in Figure 2.1.

pa_define(501,301,301,planar,none,e,, 0.05)

;x:500 grid*0.05 mm/grid=25mm

;y:300 grid*0.05 mm/grid=15mm

;z:300 grid*0.05 mm/grid=15mm

locate(23,7,3, 1, 90,45) {

electrode(1) { fill {

within { cylinder(0,0,1, 1.5,1.5, 21) } }}

electrode(2) { fill {

within { cylinder(0,7,1, 1.5,1.5, 21) } }}

electrode(3) { fill {

within { cylinder(-7,0,1, 1.5,1.5, 21) }}}

electrode(4) { fill {

within { cylinder(-7,7,1, 1.5,1.5, 21) }}}

electrode(5) { fill {

within { cylinder(-3.5,3.5,1, 0.5,0.5, 10) }}}
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electrode(6) { fill {

within { cylinder(-3.5,3.5,-10, 0.5,0.5, 10) }}}

electrode(7) { fill {

within { cylinder(-3.5,3.5,1, 2.5,2.5, 3) }

notin_inside { cylinder(-3.5,3.5,1e6, 2,2, 2e6) }}}

electrode(8) { fill {

within { cylinder(-3.5,3.5,-17, 2.5,2.5, 3) }

notin_inside { cylinder(-3.5,3.5,1e6, 2,2, 2e6) }}} }

locate(23,7,7.95, 1, 90,45) {

electrode(9) { fill {

within { revolve_zx(360){

polyline(-17,2.5

-17,2

-12,1

-12,1.5) }}}}

electrode(10) { fill {

within { revolve_zx(360){

polyline(-7,1.5

-7,1

-2,2

-2,2.5) }}}} }

Code of setting trap voltages

Lua is a main programming language embedded in SIMION to set specific voltages to the
electrodes of trap. Here is the .lua file to give the AC and DC voltages to the electrodes in
Macro-Paul trap.

simion.workbench_program()

adjustable pe_update_each_usec = 0.05 -- potential energy display

-- update period (microsec)

-- (for display purposes only)
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local omega -- frequency_hz (reexpressed in units of radians/usec)

local theta -- phase_angle_deg (reexpressed in units of radians)

local last_pe_update = 0.0 -- last potential energy surface update time

(usec)

function segment.fast_adjust()

adjustable dcvolts=0

adjustable rfvolts=750

adjustable freqency_hz=1200

theta = 0

omega = freqency_hz * 2 * 3.14159 * 1E-6 -- frequency (rad/usec)

-- Finally, apply adjustable voltages to rod electrodes.

adj_elect01 = 0

adj_elect02 = dcvolts + rfvolts * sin(theta + ion_time_of_flight *

omega)

adj_elect03 = dcvolts + rfvolts * sin(theta + ion_time_of_flight *

omega)

adj_elect04 = 0

adj_elect05 = -4+0.5

adj_elect06 = -4

end

--This is used to examine ion parameters after each time step

function segment.other_actions()

-- Update potential energy surface display periodically.

-- The performance overhead of this in non-PE views is only a few

percent.

-- NOTE: the value inside abs(...) can be negative when a new ion is

flown.

if abs(ion_time_of_flight - last_pe_update) >= pe_update_each_usec then

last_pe_update = ion_time_of_flight

sim_update_pe_surface = 1 -- Request a PE surface display update.

end

end

-- SIMION segment called by SIMION to override time-step size on each

time-step.
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function segment.tstep_adjust()

-- Keep time step <= 0.1 usec.

if ion_time_step > 0.1 then ion_time_step = 0.1 end

end

function line_potentials(x1,y1,z1, x2,y2,z2, n)

local x1=13.5

local y1=7

local z1=7.75

local n=8

for j=0,n do

local x,y,z = x1, y1, z1+0.05*j

local v = simion.wb:epotential(x,y,z)

local ex,ey,ez = simion.wb:efield(x,y,z)

print(j+1, x,y,z, v)

end

end

line_potentials()

Simulation code for Micro-Paul trap

Code of generating trap structure

Similar to the code for Macro-Paul trap, the .GEM file in Micro-Paul trap shown in
Figure 2.5 is illustrated below.

pa_define(301,201,201,planar,none,e,, 0.05)

;x:300 grid*0.05 mm/grid=15mm

;y:200 grid*0.05 mm/grid=10mm

;z:200 grid*0.05 mm/grid=10mm

;locate(13,1.5,1, 1, 90,0)

locate(13,4.5,2, 1, 90,45)

; locate($(x0),$(y0),$(z0), 1, 90)

{electrode(1) { fill {

within { cylinder(0,0,0.8, 0.5,0.5, 10) }

;cylinder radius: 0.5mm, length: 10mm }}
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electrode(2) { fill {

within { cylinder(0,2.3,0.8, 0.5,0.5, 10) }}}

electrode(3) { fill {

within { cylinder(-2.3,0,0.8, 0.5,0.5, 10) }}}

electrode(4) { fill {

within { cylinder(-2.3,2.3,0.8, 0.5,0.5, 10) }}}

electrode(5) { fill {

within { cylinder(-1.15,1.15,0.8, 0.15,0.15, 4.6) }}}

electrode(6) { fill {

within { cylinder(-1.15,1.15,-4.6, 0.15,0.15, 4.6) }}}

;z axis of electrodes 1-5 is decided by the endcap rod distance

;z axis of electrode 6 is decided by -(10-endcap_distance)/2

;the length of electrode 5 and 6 is (10-endcap_distance)/2

}

Code of setting trap voltages

The .lua file to set related voltages to the electrodes in Micro-Paul trap is expressed as
below.

simion.workbench_program()

-- Variables adjustable during flight:

adjustable pe_update_each_usec = 0.05 -- potential energy display

-- update period (microsec)

-- (for display purposes only)

local omega -- frequency_hz (reexpressed in units of radians/usec)

local theta -- phase_angle_deg (reexpressed in units of radians)

local last_pe_update = 0.0 -- last potential energy surface update time

(usec)
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function segment.fast_adjust()

adjustable dcvolts=0

adjustable rfvolts=400

adjustable freqency_hz=1230

adjustable endcap_volts=-12.0;

theta = 0

omega = freqency_hz * 2 * 3.14159 * 1E-6 -- frequency (rad/usec)

-- Finally, apply adjustable voltages to rod electrodes.

adj_elect01 = 0

adj_elect02 = dcvolts + rfvolts * sin(theta + ion_time_of_flight *

omega)

adj_elect03 = dcvolts + rfvolts * sin(theta + ion_time_of_flight *

omega)

adj_elect04 = 0

adj_elect05 = endcap_volts

adj_elect06 = endcap_volts

end

--This is used to examine ion parameters after each time step

function segment.other_actions()

-- Update potential energy surface display periodically.

-- The performance overhead of this in non-PE views is only a few

percent.

-- NOTE: the value inside abs(...) can be negative when a new ion is

flown.

if abs(ion_time_of_flight - last_pe_update) >= pe_update_each_usec then

last_pe_update = ion_time_of_flight

sim_update_pe_surface = 1 -- Request a PE surface display update.

end

end

-- SIMION segment called by SIMION to override time-step size on each

time-step.

function segment.tstep_adjust()

-- Keep time step <= 0.1 usec.

if ion_time_step > 0.1 then ion_time_step = 0.1 end

end
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function line_potentials(x1,y1,z1, x2,y2,z2, n)

local x1=8.8

local y1=4.5

local z1=3.65

local n=120

for j=0,n do

local x,y,z = x1, y1, z1-n/2*0.05+0.05*j

local v = simion.wb:epotential(x,y,z)

local ex,ey,ez = simion.wb:efield(x,y,z)

print(j+1, x,y,z, v)

end

end

line_potentials()
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Appendix B

Drawing of trap holder

Figure B.1 illustrates the detailed dimensions of designed trap holder and all the labelled
sizes are with mm unit.
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Fig. B.1 The drawing of trap holder. All the dimensions in this image are with mm unit.
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Appendix C

Drawing of piece and piece holder

Figure C.1 illustrates the detailed dimensions of trap pieces and piece holders and all the
labelled sizes are with mm unit.
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Fig. C.1 The drawing of the trap with large endcap separation. The trap is comprised of
ceramic pieces and piece holders. The first two rows show the dimensions of the piece
holders and the third row shows the dimension of the designed pieces. All of the labelled
sizes are with mm unit.
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