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Dynamically selected steady states and criticality in non-reciprocal networks
Carles Martorell,1 Rubén Calvo,1 Alessia Annibale,2 and Miguel A. Muñoz1
1)Departamento de Electromagnetismo y F́ısica de la Materia and Instituto Carlos I de F́ısica Teórica y Computacional,
Universidad de Granada, E-18071, Granada, Spain
2)Department of Mathematics, King’s College London, SE11 6NJ London, United Kingdom

We consider a simple neural network model, evolving via non-linear coupled stochastic differential equations,
where neural couplings are random Gaussian variables with non-zero mean and arbitrary degree of reciprocity.
Using a path-integral approach, we analyze the dynamics, averaged over the network ensemble, in the ther-
modynamic limit. Our results show that for any degree of reciprocity in the couplings, two types of criticality
emerge, corresponding to ferromagnetic and spin-glass order, respectively. The critical lines separating the
disordered from the ordered phases is consistent with spectral properties of the coupling matrix, as derived
from random matrix theory. As the non-reciprocity (or asymmetry) in the couplings increases, both ordered
phases diminish in size, ultimately resulting in the disappearance of the spin-glass phase when the couplings
become anti-symmetric. We investigate non-fixed point steady-state solutions for uncorrelated interactions.
For such solutions the time-lagged correlation function evolves according to a gradient-descent dynamics on
a potential, which depends on the stationary variance. Our analysis shows that in the spin-glass region,
the variance dynamically selected by the system leads the correlation function to evolve on the separatrix
curve, limiting different realizable steady states, whereas in the ferromagnetic region, a fixed point solution is
selected as the only realizable steady state. In the spin-glass region, stationary solutions are unstable against
perturbations that break time-translation invariance, indicating chaotic behavior in large single network in-
stances. Numerical analysis of Lyapunov exponents confirms that chaotic behaviour emerges throughout the
spin-glass region, for any value of the coupling correlations. While negative correlations increase the strength
of chaos, positive ones reduce it, with chaos disappearing for reciprocal (i.e. symmetric) couplings, where
marginal stability is attained. On the other hand, in finite size non-reciprocal networks, fixed points and
limit cycles can arise in the spin-glass region, especially close to the critical line. Finally, we show that chaos
is suppressed when the strength of external noise exceeds a certain threshold. Intriguing analogies between
chaotic phases in non-equilibrium systems and spin-glass phases in equilibrium are put forward.

Significance statement:

Diverse equilibrium systems with heteroge-
neous interactions lie at the edge of stability.
Such marginally stable states are dynamically se-
lected as the most abundant ones or as those with
the largest basins of attraction. On the other
hand, systems with non-reciprocal (or asymmet-
ric) interactions are inherently out of equilibrium,
and exhibit a rich variety of steady states, includ-
ing fixed points, limit cycles and chaotic trajecto-
ries. How are steady states dynamically selected
away from equilibrium? We address this question
in a simple neural network model, with a tunable
level of non-reciprocity. Our study reveals dif-
ferent types of ordered phases and it shows how
non-equilibrium steady states are selected in each
phase. In the spin-glass region, the system ex-
hibits marginally stable behaviour for reciprocal
(or symmetric) interactions and it smoothly tran-
sitions to chaotic dynamics, as the non-reciprocity
(or asymmetry) in the couplings increases. Such
region, on the other hand, shrinks and even-
tually disappears when couplings become anti-
symmetric. Our results are relevant to advance
the knowledge of disordered systems beyond the
paradigm of reciprocal couplings, and to develop
an interface between statistical physics of equilib-
rium spin-glasses and dynamical systems theory.

I. INTRODUCTION

Countless systems, both natural and human-made —
such as species in ecosystems, neurons in neural networks,
agents in financial markets and atomic magnetic mo-
ments in disordered materials— can be visualized as het-
erogenous networks of interacting elements. In the case
of fully connected systems with symmetric or reciprocal
interactions, the general phenomenology is that upon in-
creasing the heterogeneity in pairwise interactions, there
is a transition from a phase with a single equilibrium
to a “spin-glass” phase with multiple equilibria1–4. The
latter is characterized by ergodicity breaking, slow dy-
namics, memory, and the breakdown of time-translation
invariance (TTI) among other non-trivial features. The
spin-glass (SG) phase exhibits a complex energy land-
scape with many minima, separated by large barriers,
hence different copies or ”replicas” of the system typi-
cally relax in distinct regions of the phase space1. This
leads to the phenomenon of replica-symmetry breaking
(RSB), namely the breakdown of symmetry among dif-
ferent replicas, when averaging over the distribution of
interactions1. It is well-known that there are two main
classes of RSB, the one-step RSB (1RSB) and the full
RSB (fRSB), and that these are characterized by a dif-
ferent structure of the metastable states: marginal (and
unstable under external perturbations) in fRSB and well-
shaped and surrounded by large barriers in 1RSB5–7.

Many systems in different situations (physics, biology,
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ecology, neuroscience and economics) are intriguingly ob-
served to lie just at the edge of stability or operate near
criticality8–17. The recent application of RSB frameworks
to some of such systems has been highly revealing, sug-
gesting that they may dynamically select marginally sta-
ble states, as they could be the most numerous and/or
those with the largest basins of attraction, underpinning
a fRSB scenario18–23. Such a powerful framework, how-
ever, is limited to equilibrium systems with reciprocal (or
symmetric) interactions, which preserve detailed balance.

For systems with non-reciprocal interactions, a gen-
eral framework to quantify the rich diversity of emerging
steady states, typically including limit cycles and chaotic
trajectories, in addition to fixed points, is yet to be estab-
lished —although recent years have seen some progress
in this direction24–28— and there is, as yet, no method
to predict which steady state is dynamically selected by
the system.

It is known that systems with asymmetric interactions
can exhibit a transition to chaotic behaviour as the ran-
domness in their interactions is increased29,30 as well as
exotic so-called non-reciprocal phase transitions31, that
constitute a topic of current research interest.

In addition, it has been shown that, for asymmetric
neural networks close to the transition into a chaotic
phase, the mean number of fixed points diverges expo-
nentially with network size, with the rate of divergence,
called topological complexity, following the trend of the
largest Lyapunov exponent32. However, how topologi-
cal complexity affects dynamical complexity remains un-
clear; indeed, a formal connection between spin-glass-like
phases with exponentially many equilibria and chaotic
dynamics has not been established yet.

The aim of this manuscript is to advance the devel-
opment of an interface between the statistical physics of
classical disordered systems and dynamical systems the-
ory, by showing that chaotic phases in non-equilibrium
systems exhibit certain analogies with spin glass phases
in equilibrium (fRSB) systems.

We revisit a classical model for neural networks dy-
namics —introduced by Sompolinsky, Crisanti and Som-
mers in29— and modify it to allow for interactions to be
unbalanced (i.e. with a non-vanishing mean) and ran-
domly asymmetric, as well as to incorporate ”thermal
noise” in the dynamics.

We bypass the (hard) problem of calculating the topo-
logical complexity of different attractors in the configu-
ration space and focus on dynamical aspects (e.g. time-
dependent moments) of the trajectories at stationarity,
as originally proposed by SCS in29.
By computing two order parameters, namely the mean

and variance of neural activity, we reveal the emergence
of two types of criticality, one corresponding to ferromag-
netic order and the other corresponding to spin-glass or-
der. The transition from the disordered to the ordered
phase can be rationalised in terms of spectral properties
of the interactions matrix.

Numerical analysis of the largest Lyapunov exponents

(LLE) shows that chaotic dynamics arises in the spin-
glass region of the phase diagram, for any value of the
asymmetry of the couplings.
For uncorrelated couplings, we analyse the non-fixed

point steady states and we determine the value of the
variance that is dynamically selected by the system. We
find that whenever the parameters allow for the existence
of a multitude of physical (i.e. realizable) steady-state so-
lutions, the system selects the steady state corresponding
to the separatrix curve, which delimitates the basins of
attractions of different steady states. This is reminis-
cent of the behaviour of fRSB systems at equilibrium,
which select marginally stable states, i.e. saddles in the
free-energy landscape, that are linked together by flat di-
rections. Our analysis suggests that chaotic motion is the
manifestation, at the level of single network instances, of
such an ensemble averaged dynamics lying on the sepa-
ratrix curve, delimiting different realizable steady states.
Such a motion is not time-translation invariant, similarly
to ageing dynamics in spin-glass phases. Finally, we show
that upon increasing the signal (i.e. the imbalance of in-
teractions), or the thermal noise, the system is brought to
a phase where only one bounded solution exists and chaos
is suppressed. Such a behaviour can be seen again, as
mirroring equilibrium phase transitions from spin-glass
phases (with many equilibria) to ferromagnetic or para-
magnetic phases (with a single equilibrium), when the
signal or the noise, respectively, are raised above a criti-
cal value.
The manuscript is organized as follows: In Sec. II, we

define the model. Sec. III delves into the linear stabil-
ity of the quiescent state, revealing the existence of two
types of criticality. Sec. IV explores the dynamics of the
model via a path integral formalism. In particular, we
first consider the dynamics in the absence of noise for
uncorrelated interactions (Sec. IVA). Then, we shift our
focus to the noisy dynamics for uncorrelated interactions
(Sec. IVB). Finally, we analyze the case of correlated in-
teractions (Sec. IVC). We discuss the main results and
conclusions in Sec. V. For further technical details and
complementary analyses, readers can refer to the Appen-
dices and the Supplementary Material (SM).

II. RATE MODEL

We consider a variant of the classical model introduced
by Sompolinsky, Crisanti and Sommers (SCS) in29. The
model consists of a fully-connected network with N neu-
rons (as shown Fig. 1, left panel), each one described by
its time-dependent firing rate, xi(t), with i = 1, 2, ..., N .
Their dynamics obey the following set of coupled stochas-
tic differential equations

ẋi = −xi + f
(
g
∑
j

Jijxj + θi

)
+ ξi, i = 1, . . . , N (1)

where the first term on the right hand side describes a
spontaneous decay of activity; the second one is the re-
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FIG. 1. The left panel illustrates a fully-connected network with N nodes and coupling strengths Jij , drawn randomly and
independently from a Gaussian distribution with mean J0/N and variance J2/N . The central and right panels sketch typical
trajectories, xi(t), obtained from a numerical simulation of Eq. (1) for a network instance (with γ = 0). The trajectories of a few

nodes (solid grey lines) are plotted together with the mean M̂(t) = N−1 ∑
i xi(t) (blue line) and variance q̂(t) = N−1 ∑

i x
2
i (t)

(red line). For type-I phase transitions (central panel), the trajectories converge to steady-state values (on the same timescale)
while for type-II (right panel) trajectories are highly irregular or chaotic. The insets show the distribution of eigenvalues (in the
complex plane) for each case: for type-I transitions, only one eigenvalue, the outlier, has crossed the line Re[λ] = 1/g (shown
by the dashed line), while for type-II, a section of the bulk has crossed the line (without a gap), giving rise to a more complex
dynamics.

sponse to inputs, mediated by the gain function f(x)
which is a monotonically increasing function which satu-
rates for large (in absolute value) arguments, taken here,
without loss of generality, to be f(x) = tanh(x); g is an
overall coupling strength and the ”synaptic weights”, Jij ,
are (quenched) Gaussian random variables with mean
J0/N and variance J2/N

Jij =
J0
N

; J2
ij −

J2
0

N2
=
J2

N
(2)

where overbars stand for network average. We allow for
correlations between Jij and its reciprocal, Jji,

JijJji −
J2
0

N2
= γ

J2

N
(3)

quantified by the Pearson’s correlation coefficient γ ∈
[−1, 1], so that for γ = 1, interactions are symmet-
ric/reciprocal i.e. Jij = Jji, for γ = 0 they are uncorre-
lated (or so-called “fully asymmetric”), and for γ = −1
they are anti-symmetric. The external field θi is added
to generate response functions and will be set to zero af-
terwards. Finally, the third term, ξi(t), is a zero-mean
Gaussian white noise with ⟨ξi(t)ξj(t′)⟩ = 2σ2δijδ(t− t′),
so that σ is the noise amplitude, and ⟨...⟩ stands for noise
average.

Let us remark that this model is very similar to the
classical one of SCS but differs in a few aspects: (i) the
non-linear function applies to the sum of inputs rather
than to each of them; this brings the model closer to
rate models in neuroscience33; (ii) the connectivity ma-
trix is allowed here to have a non-vanishing mean, so
that one can study “excitation” (J0 > 0) and “inhibi-
tion” (J0 < 0) dominated regimes (we refer to these as
“unbalanced” cases); (iii) interactions have an arbitrary
degree of symmetry/reciprocity (encoded in γ); (iv) noise
σ2 ̸= 0 is included in the dynamics.

In what follows, we discuss two alternative approaches
to tackle analytically different aspects of the model: (i) a
linear stability analysis of the fixed points of the noiseless
dynamics, allowing us to compute phase boundaries and
(ii) a more complete path-integral formalism, allowing for
a full (dynamic mean-field) solution (exact in the infinite
network-size limit).

III. LINEAR-STABILITY ANALYSIS

To scrutinize the possible steady states of the noiseless
dynamics we start by considering a linear stability anal-
ysis of the ”quiescent” solution, where xi(t) = 0, ∀i =
1, . . . , N and the neural network remains inactive. For
this we fix θi = 0, σi = 0 in Eq. (1), and expand f(x) to
the first order

ẋi = −xi + g
∑
j

Jijxj , i = 1, . . . , N.

Thus, the stability of the quiescent solution is controlled
by the largest eigenvalue, λM , of the connectivity matrix
J, which depends on the model parameters (J0, J) as
well as the degree of correlation, γ. In particular, the
quiescent solution is stable if gλM < 1, and becomes
unstable for values of g above gc = 1/λM .
The maximum eigenvalue can be easily computed (in

the infinite network-size limit) using well-known results
from random matrix theory (RMT) for the case of fully
asymmetric (γ = 0) and symmetric (γ = 1) networks. In
particular, for fully asymmetric networks with |J0| < J
the eigenvalues obey the Girko’s circle law, meaning they
lay uniformly inside a circle of (spectral) radius J in the
complex plane centered at the origin34–36, i.e. the maxi-
mum eigenvalue coincides with J . If, however, |J0| > J ,
then one of the eigenvalues leaves the circle becoming a
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real-valued “outlier” with value J0
36,37. On the other

hand, for symmetric networks, with |J0| < J , the eigen-
values are all real and obey the Wigner’s semicircle law,
so that they are uniformly distributed on a semicircle of
radius 2J38, i.e. the maximum eigenvalue coincides with
2J . For symmetric networks with |J0| > J , the distri-
bution of the bulk keeps following Wigner’s law, but a
single outlier eigenvalue appears at J0 + J2/J0

39.
Hence, the limit of stability, gc, is given by the largest

element between the outlier and the largest eigenvalue in
the bulk, i.e. one has, for γ = 0

gc max(J, J0) = 1 → 1

gcJ
= max

(
1,
J0
J

)
(4)

while, for γ = 1

gc max

(
2J, J0 +

J2

J0

)
= 1 → 1

gcJ
= max

(
2,
J0
J

+
J

J0

)
.

(5)
Furthermore, for general γ’s, the distribution of eigen-

values has been derived for balanced matrices in40, and
the position of the outlier has been calculated for unbal-
anced matrices in41.
Thus, depending on whether the largest eigenvalue is

an outlier or is at the edge of the bulk, two different paths
to instability emerge. If the outlier is the largest eigen-
value, as g is increased, a single collective mode (given
by the eigenvector associated to the outlier eigenvalue)
destabilizes, as illustrated in the central panel of Fig.1.
In this case, the system reaches a fixed steady state above
the instability threshold. If, on the other hand, the maxi-
mum eigenvalue lies at the edge of the bulk, a continuum
of modes may become destabilized as g is increased across
the edge of instability, as illustrated in Fig.1, right panel.
In this case, the dynamics of the system turns out to be
non-trivial and complex trajectories emerge. This dif-
ference is the core of the distinction between type-I and
type-II criticalities42,43.
It is important to highlight that linear stability anal-

ysis does not enable us to characterize the two types of
criticality in terms, for example, of order parameters and
critical exponents, nor does it help us to locate the tran-
sition between type-I and type-II phases, away from the
quiescent state. Thus, to tackle analytically this gen-
eral problem one needs to resort to a more sophisticated
dynamical mean-field approach as developed in the fol-
lowing section.

Before concluding this section, it is worth remarking
that a linear stability analysis of the symmetrized matrix
(H = 1

2 (J+ JT )− I)44–47 enables us to discern a regime
within the linearly stable phase where the dynamics is
”reactive”. This implies that perturbations are amplified

before returning to the steady state. Reactive dynam-
ics has been extensively discussed in neuroscience, and
significant functional advantages have been attributed to
it48,49. In SM Sec. S.IV we show that the model under
study exhibits such regimes of reactivity.
IV. PATH-INTEGRAL FORMALISM

To analyze the full phase diagram one can resort to a
“dynamic mean-field” approach (DMF) as originally in-
troduced by SCS29 and later developed in a number of
works (e.g,50–53). Alternatively, one can employ a more
systematic path-integral formalism (or generating func-
tional analysis) as originally introduced by Martin, Siggia
and Rose54 and successfully applied to neural networks
in55–57, which allows to formally derive the DMF equa-
tions and quantify their limits of validity50,57. The calcu-
lation is quite standard but, for the sake of completeness,
here we reproduce the main steps.
The starting point of the method is the definition of

the moment-generating functional of the random (vector)
function x(t)

Z[ψ] =
〈
ei

∑
i

∫
dt xi(t)ψi(t)

〉
(6)

where the average ⟨ . . . ⟩ is taken over the probability
distribution P [x(t)] of trajectories x(t), generated by
Eq.(1), for a fixed (quenched) connectivity matrix J.
From such a generating functional one can easily com-
pute the chief quantities describing the system’s collec-
tive dynamics, such as the mean activity of a neuron i

Mi(t) = ⟨xi(t)⟩ =
δZ[ψ]

iδψi(t)

∣∣∣∣
ψ=0

, (7)

the two-time pairwise correlations

Cij(t, t
′) = ⟨xi(t)xj(t′)⟩ =

δZ[ψ]

iδψi(t)iδψj(t′)

∣∣∣∣
ψ=0

, (8)

and the response functions

Rij(t, t
′) =

δ⟨xi(t)⟩
δθj(t′)

=
δ2Z[ψ]

iδθj(t′)δψi(t)

∣∣∣∣
ψ=0

. (9)

In order to compute disorder-averaged quantities, one
needs to average the generating functional Z[ψ] over the
distribution P (J). This procedure leads —once the in-
finite network-size (N → ∞) limit has been taken—
to a self-consistent stochastic equation for the dynamics
of a representative neuron, called dynamical-mean-field
equation29,50,58, see Supplemental Material (SM) Sec. S.I
for further details:

ẋ(t) = −x(t) + tanh
[
J0gM(t) + γJ2g2

∫
dt′R(t, t′)x(t′) + θ(t) + ϕ(t)

]
+ ξ(t). (10)
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In this equation, ξ(t) is a zero-mean Gaussian white noise
with ⟨ξ(t)ξ(t′)⟩ = 2σ2δ(t− t′), ϕ(t) is a random Gaussian
field with zero mean and auto-correlation

⟨ϕ(t)ϕ(t′)⟩ = J2g2C(t, t′) (11)

and the order parameters M(t), C(t, t′) and R(t, t′) need
to be calculated self-consistently, as averages over real-
izations of the effective single-neuron process:

M(t) = ⟨x(t)⟩, (12)

C(t, t′) = ⟨x(t)x(t′)⟩ (13)

R(t, t′) =
δ⟨x(t)⟩
δθ(t′)

= ⟨ δx(t)
δϕ(t′)

⟩, (14)

where in the second equality of the last equation we have
used that θ and ϕ have the same role in Eq.(10). The
random function ϕ(t) can be interpreted as an “interfer-
ence” term that quantifies the impact, on the dynam-
ics of the representative neuron, of all the other neurons
that interact with it, while the second term in the square
brackets of Eq.(10) accounts for the so-called “retarded”
self-interactions of the representative neuron with its own
past, i.e. past values x(t′) influence x(t) at later times
t > t′. This is due to the fact that the representa-
tive neuron sends signal to its neighbours through links
which are correlated with those used by the neighbours
to send signal back to it. We note that (as usual) this
term only arises when such correlations in the links are
present (i.e. γ ̸= 0) and it makes the effective dynamics
non-Markovian. From here on, the external field is fixed
to zero, θ(t) = 0.

In the following sections, we investigate separately the
cases of (i) uncorrelated interactions (γ = 0) with noise-
less dynamics (σ = 0); (ii) uncorrelated interactions
(γ = 0) with noisy dynamics (σ ̸= 0) and (iii) corre-
lated interactions (γ ̸= 0), focusing for simplicity on the
noiseless case.

A. Uncorrelated interactions (γ = 0) and noiseless
dynamics (σ = 0)

For uncorrelated interactions (i.e. γ = 0), the equation
of motion for the noiseless dynamics (σ = 0) takes a
particularly simple form

ẋ(t) = −x(t) + tanh[J0gM(t) + ϕ(t)], (15)

that can be explicitly analyzed.

1. Fixed-point solutions

Let us start by assuming that the system reaches a sin-
gle stable fixed point x(t) = x. In such a case, ⟨x⟩ =M ,
⟨x2⟩ = C(0) = q, and each realization of ϕ(t) becomes a
static zero-mean Gaussian random variable with variance

J2g2q59,60. Therefore, imposing the stationarity condi-
tion, ẋ = 0, in Eq.(15) and averaging over ϕ one readily
obtains:

M = ⟨ tanh(J0gM + ϕ)⟩

=

∫
Dψ tanh(J0gM + gJ

√
qψ) (16)

where the short-hand notation Dψ = e−ψ
2/2dψ/

√
2π has

been introduced. Similarly, the variance q at the fixed-
point solution is

q = ⟨ tanh2(J0gM + ϕ)⟩

=

∫
Dψ tanh2(J0gM + gJ

√
qψ). (17)

An alternative, simpler derivation of Eqs.(16)-(17) —not
generalizable to the γ ̸= 0 case— is presented in SM (Sec.
S.II).
Before proceeding, we note that Eq.(16) and Eq.(17)

are identical to the equations for the magnetization
and the Edward-Anderson order parameter, respectively,
in the well-known Sherrington-Kirkpatrick (SK) model
for spin-glasses61, within a replica symmetric ansatz,
with 1/g playing the role of the temperature (see e.g.
Eqs.(2.28)-(2.30) in3). Such an equivalence, at the level
of order parameters, between the SK model and the
neural-network rate model under study, is surprising as
the two models are defined in rather different ways. In
particular, the SK model is defined for Ising (i.e. ±1)
variables with symmetric interactions while here Eq.(16)
and Eq.(17) have been derived for continuous state vari-
ables and non-symmetric interaction matrices.
From the analogy with spin glasses, it is well-known

that Eq.(16) and Eq.(17) have a trivial disordered so-
lution (referred to as “paramagnetic” in the context of
magnetic systems) with (M, q) = (0, 0), which is stable
at sufficiently high temperatures (corresponding here to
small values of the coupling constant g). From the dis-
ordered phase, two different types of order may emerge,
depending on the relative values of the mean J0 and vari-
ance J of the coupling distribution.
In particular, for J0 > J , there is a bifurcation at

gJ0 = 1 from the disordered phase to an ordered (or
“ferromagnetic”) phase in which the up-down symme-
try is broken, i.e., there is a non-vanishing magnetiza-
tion, (M ̸= 0, q ̸= 0). On the other hand, for J0 < J ,
a bifurcation occurs at gJ = 1 from such a disordered
phase to a “spin-glass” phase (M = 0, q ̸= 0)61. There-
fore, the disordered phase loses its stability at the critical
value gc, given by Eq.(4), in agreement with results from
linear-stability analysis. In particular, type-I criticality
discussed in Sec. III can be identified with the transition
from the paramagnetic to the ferromagnetic phase, while
type-II criticality corresponds to the transition from the
paramagnetic to the spin-glass phase. Such criticalities
can therefore be fully characterised by the order parame-
ters M and q, which correspond to mean neural activity
and mean-squared activity, respectively. In addition, the
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FIG. 2. Phase diagram of the model for uncorrelated (γ = 0) and noiseless dynamics (σ2 = 0). Panels (A, B): Heat

map of the time-averaged mean activity M̂ (panel (A)) and mean-squared activity (or equal-time correlator) Ĉ(0) (panel (B)),
obtained from simulations as a function of the control parameters J0/J (as color coded) and 1/gJ . The white lines represent
the theoretically predicted critical curves (from stability analyses of fixed-point solutions) separating the paramagnetic (P),

ferromagnetic (F) and spin-glass (SG) phases. Panels (C, D): Symbols show M̂ , from panel (A), and Ĉ(0), from panel (B),
obtained from simulations, versus 1/gJ , at three different values of J0/J , corresponding to the three dashed vertical lines on (A)
and (B). Solid lines show the theoretically predicted asymptotic behaviour around the critical point such that M ∼ (g − gc)

α

(defined only for the ferromagnetic transition) and q ∼ (g − gc)
β . (Note that M and q denote, respectively, the values of the

mean and the mean-squared activity obtained from the theory —by averaging over initial conditions and network ensemble—,
assuming a fixed-point solution, whereas M̂ and Ĉ(0) denote their numerical counterparts obtained from numerical simulations
by averaging over different realizations.) The inset illustrates the effect of increasing the system size (N = 100, 1000, 10000).

critical line separating the ferromagnetic from the spin-
glass phase can be obtained by analyzing the limit of lin-
ear stability of the M = 0 solution, which —as derived
in the SM (Sec. S.III)— leads to

1

gJ
=
J0
J
(1− q∗) (18)

where q∗ is the solution of

q∗ =

∫
Dψ tanh2

(
gJ

√
q∗ψ

)
. (19)

The resulting phase diagram, in the parameter space
(J0/J, 1/gJ), is shown in Fig.2, where the solid white
lines in panels (A) and (B) represent the critical lines
separating the paramagnetic (P), ferromagnetic (F) and
spin-glass (SG) phases.

Expanding the self-consistency Eqs.(16)-(17) to the
first sub-leading order, it is possible to obtain the crit-
ical exponents α and β such that M ∼ (g − gc)

α and
q ∼ (g− gc)

β (see SM, Sec. S.III). For the ferromagnetic
transition J0 > J , one has α = 1/2 and β = 1 (as in
the Ising model) whereas for the SG transition, i.e. for
J0 < J , the exponent α is trivially 0 and β = 1.
In addition to fixed-point solutions, a rich set of possi-

ble non-fixed-point solutions is expected to appear with
non-symmetric interactions, including limit cycles and
chaotic trajectories29,51,57. Among these, stationary so-
lutions are characterised by a time-independent average
M(t) = M and a time-translation invariant two-time
correlator C(t, t′) = C(t − t′), which implies a time-
independent equal-time correlator C(t, t) = C(0) (note

that for fixed-point solutions C(0) = q, however for non-
fixed-point solutions C(0) ̸= q). Whenever the steady
state is not a fixed point, node activities xi(t) fluctu-
ate in time, even at stationarity. One can therefore ask
whether the phase diagram derived for fixed-points gives
reliable information on the phase transition behaviour of
the system, whose dynamics is not necessarily at a fixed
point.
To address this question, we ran S independent com-

puter simulations of the microscopic dynamics and, as-
suming that the system eventually reaches a steady-state,
we computed the stationary magnetization and equal-
time (or zero-lag) correlator for each simulated trajec-
tory xs(t), with s = 1, . . . , S, as the sample average of
the mean activity62

M̂s =
1

tm

t0+tm∑
t=t0

1

N

N∑
i=1

xi,s(t) (20)

and mean-squared activity

Ĉs(0) =
1

tm

t0+tm∑
t=t0

1

N

N∑
i=1

x2i,s(t) (21)

respectively, where tm ≫ 1 and t0 is a sufficiently long
time to allow the dynamics to relax to stationarity. Fig.2

shows a heat map of their averages M̂ = S−1
∑S
s=1 |M̂s|

(panel (A)) and Ĉ(0) = S−1
∑S
s=1 Ĉs(0) (panel (B)),

where the absolute value |...| is used to avoid the cancella-
tion between positive and negative states of the system.
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Simulations are performed with S = 1000 realizations,
for a system with size N = 1000, for different values of
the parameters (J0/J, 1/gJ). Notably, the phase diagram
derived for fixed-point solutions captures very well the
phase transition behaviour of Ĉ(0) and M̂ , which van-
ish in the disordered (paramagnetic) phase and become
non-zero in the ordered (spin-glass and ferromagnetic)
phases. In addition, their asymptotic behaviour close to
criticality matches the scaling theoretically predicted for
fixed-point solutions (see Fig.2 panels (C) and (D) and
SM, Sec. S.III for details). This suggests that close to the
instability line of the paramagnetic phase, trajectories
are at a fixed point. This is consistent with bifurcation
analysis, showing that the first non-trivial steady-state
solutions to appear below criticality are fixed-point so-
lutions (see SM, Sec. S.VB for details). In the next
subsection, we study in detail non-fixed-point solutions
at stationarity.

2. Non-fixed point steady states

Let us now focus on stationary solutions other than
fixed points. These are characterised by a constant first
moment M(t) =M and time-translation invariant corre-
lator C(t, s) = C(t− s), where M is given by

M =

∫
Dψ tanh(J0gM + gJ

√
C(0)ψ) (22)

with C(0) denoting the equal-time correlator, while the
two-time correlator C(τ) satisfies

(1− ∂2τ )C(τ) = Ξ(C(τ), C(0),M) (23)

with

Ξ(C,C(0),M) =

∫
Dϕϕ′ tanh[J0gM+ϕ] tanh[J0gM+ϕ′]

(24)
where

Dϕϕ′ =
dϕdϕ′

2πg2J2
√
detC(τ)

exp

(
−ϕ

TC−1(τ)ϕ

2J2g2

)
, (25)

see SM, Sec. S.VA for details.
For C to be positive definite, we must have C2(0) ≥

C2(τ), i.e. C(0) ≥ |C(τ)|, as expected for a stationary
process, where the correlation function (at any time-lag τ
larger than 0) is bounded to be smaller than the variance.
An expression for the variance C(0) is provided in the SM
(Sec. S.VA), however, let us remark that it requires the
knowledge of the time-dependent (or “non-persistent”)
order parameter C(τ), consistently with earlier findings
in asymmetrically diluted recurrent neural networks56.
Hence, the equations for the time-invariant (or “persis-
tent”) order parameters M and C(0) are not a closed set
(not even at stationarity), when the system is not at a
fixed point. Only when the system is at a fixed point, i.e.
x(t) = x, then C(0) = q and the equations for M and q
form a closed set.

Following57, we note that Eq.(23) can be cast in a
gradient-descent equation

∂2τC(τ) = −∂V (C|C(0),M)

∂C
(26)

on the potential

V (C|C(0),M) = −C
2

2
+

∫ C

0

dC ′ Ξ(C ′, C(0),M) (27)

which depends on the persistent order parametersM and
C(0).
Note that for J0 = 0, the previous potential reduces to

the one governing the correlation function in the model
of SCS29. Although such an equivalence might seem sur-
prising —given that in the model of SCS, unlike ours,
the sum over j in Eq.(1) appears outside the hyperbolic
tangent— it can be rationalised by a simple argument as
explained in App.A.
As already noticed in57, solutions of Eq.(26) conserve

the total energy

E =
1

2
Ċ2 + V (C|C(0),M). (28)

Moreover, at stationarity, C(τ) = C(−τ), so that Ċ(0) =
0 and, hence, the initial kinetic energy vanishes. Thus,
from energy conservation one has

1

2
Ċ2(τ) + V (C|C(0),M) = V (C(0)|C(0),M). (29)

Physical solutions must be bounded, i.e. |C| ≤
C(0), this requires V ′(C(0)|C(0),M) > 0 and
V ′(−C(0)|C(0),M) < 0 at the two boundaries C =

±C(0), respectively (since Ċ(0) = 0). It can be eas-
ily shown that, for any M , V ′(C(0)|C(0),M) < 0 if
C(0) > q, hence such initial conditions are unphysical:
the system will have to select a stationary value of the
equal-time correlator that is smaller or equal than the
persistent parameter q.
Let us now study separately the cases (a) M ̸= 0 and

(b) M = 0:
a. For M ̸= 0. One can show (see SM S.V C) that

the potential is a monotonic non-decreasing function for
any initial condition C(0) ≤ q and that there is only one
stationary point, at the boundary of the physical region
C = C(0) = q (see Fig.3, panels (A)). Therefore, the
only possible bounded steady-state solutions for M ̸= 0
are fixed-point solutions with C = q.
To verify this, we ran S simulations of the microscopic

dynamics to obtain trajectories xs(t), with s = 1 . . . S
and computed, for each realization s, the equal-time cor-
relator at stationarity Ĉs(0), as defined in Eq.(21). The
resulting distribution

P (C0) =
1

S

S∑
s=1

δ(C0 − Ĉs(0)) (30)
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FIG. 3. Analysis of the motion in the effective potential V (C|C(0),M) for the uncorrelated (γ = 0) and noiseless (σ2 = 0)
case. Panels (A, D): potential V (C|C(0),M) as a function of C for M ̸=0 (ferromagnetic phase, with J0/J = 1.5) and M=0
(spin-glass phase, with J0/J = 0.5), respectively. Each curve is obtained for a different value of C(0) (as shown in the legend
with a color code) and is plotted in the range C ∈ [−C(0), C(0)]. Note that only in the SG phase the potential may exhibit
a shape with either one or two wells. The heat maps in panels (B, C, E, F) describe the probability distribution function
(PDF) P (C0) (as defined in Eq.(30)) of finding a given value of C(0) for the ferromagnetic case (B, C) and the SG phase (E,
F), for different values of 1/gJ (obtained from S = 1000 simulations of the microscopic dynamics, averaged over a time window
tm = 2000, for system size N = 100 (B, E) and N = 1000 (C, F)). Each simulation corresponds to a different realization of
the random initial condition and quenched disorder. Stars show the values of 1/gJ and C(0) used to plot panels (A, D). In
panels (B, C), the solid line (”q-line”) describes the solution q obtained from the fixed-point solution, revealing that for large
N , the PDF becomes peaked around this value, so that C(0) = q. On the other hand, in panels (E, F), the PDF becomes more
and more peaked (as the system size is enlarged from N = 100 to N = 1000) around a value C∗

0 ̸= q, corresponding to the
separatrix point (lying in the green curve) at which the potential verifies V (C(0)|C(0), 0) = 0 (C(0) = 0.48 in (D)). Note that
such a green line is in between the q-line (yellow) and the threshold curve Cth (red) as described in the main text, so that in
particular C(0) ̸= q in the SG phase.

is plotted in Fig.3(B, C) as a heat map, for different
values of 1/gJ , two different network sizes N , and a fixed
value of J0/J (corresponding to the ferromagnetic region,
i.e. M ̸= 0). Results show that, as the network size N
is increased, the probability density concentrates on the
curve corresponding to C(0) = q (solid line), confirming
that, indeed, the value of C(0) selected dynamically by
the system coincides with q.

b. For M = 0. One can show that —as illustrated
in Fig.3 panel (D)— V has the shape of a double-well
potential for any initial condition C(0) smaller than q

but larger than a certain threshold value Cth solution of∫
Dψ tanh2(gJ

√
Cth ψ) = 1− 1

gJ
, (31)

whereas below such a threshold (C(0) < Cth) it becomes
a single-well potential (see SM S.V C for further details).
Therefore, any initial condition 0 ≤ C(0) ≤ q leads to

bounded solutions, but —depending on the value of C(0)
that is dynamically selected by the system— different
steady-state solutions may arise as summarized in the
following:

• For 0 < C(0) < Cth the potential has a single-well
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shape, so that the motion is periodic between C(0)
and −C(0).

• For Cth < C(0) < q, the potential has a double-
well shape with a local maximum at C = 0, and
three possible types of dynamics can emerge:

– (i) periodic motion in one of the single
wells corresponding to motion below the
separatrix curve (C(0) > C∗

0 such that
V (C(0)|C(0), 0) < 0);

– (ii) asymptotic motion towards C = 0, cor-
responding to motion on the separatrix curve
(C(0) = C∗

0 such that V (C∗
0 |C∗

0 , 0) = 0);

– (iii) periodic motion between C(0) and −C(0),
i.e. covering the two wells, corresponding to
motion above the separatrix curve (C(0) < C∗

0

such that V (C(0)|C(0), 0) > 0).

• For C(0) = q, the system remains at the fixed point
C(τ) = q for all values of τ , i.e. the solution is a
fixed point.

In Fig.3 (E, F), we show Cth, C
∗
0 and q as a function of

1/gJ and C(0) (red, green and yellow solid lines, respec-
tively), at a fixed value of J0/J (corresponding to the
spin-glass region, M = 0) and for two different system
sizes (panel (E), N = 100; panel (F), N = 1000).
The question that remains to be answered is: what is

the value of the equal-time correlation, C(0), that is se-
lected by the system at stationarity? To ascertain this,
we plot, in the same figure, the probability distribution
function Eq.(30), computed from S = 1000 simulations,
versus 1/gJ , as a heat map, for two different system
sizes. These results clearly reveal that, as the system
size N increases, the probability density concentrates on
the curve C(0) = C∗

0 . This means that in the thermody-
namic limit the time-average Cs(0) of any single instance
s of the system (obtained for a given initial condition and
a particular realization of the quenched disorder) settles
precisely on the separatrix curve, i.e. at the boundary
that delimits the basins of attraction of the two poten-
tial minima ±C̄(C∗

0 ). Therefore, the solution sits on an
unstable stationary state, where any slight perturbation
causes it to move away from the separatrix in either of
the two adjacent states.

In particular, in any single network instance the instan-
taneous mean-squared activity after a transitory time t0

q̂s(t0 + τ) =
1

N

∑
i

x2i,s(t0 + τ) (32)

fluctuates in time (τ) about the stationary value Ĉs(0)
(unless the system is at a fixed-point steady state).

Therefore, in the case in which Ĉs(0) is sufficiently close
to C∗

0 , such fluctuations can effectively move the system
above and below the separatrix as illustrated in Fig.4.

FIG. 4. Illustration of how fluctuations in the initial condition
translate into changes in the shape of the potential (upper).
Small fluctuations have a large impact when the initial con-
dition varies around the separatrix value C∗

0 (lower).

This leads to a motion that is highly irregular and sensi-
tive to perturbations and small changes in initial condi-
tions, as shown in Fig.5(A). As a result, the motion turns
out to be chaotic. More specifically: the time-lagged cor-
relator, computed as a sliding time window average over
a single dynamical trajectory63,

Ĉs(τ) =
1

tm

tm∑
t=t0

1

N

∑
i

xi,s(t)xi,s(t+ τ) (33)

does not exhibit stationary behaviour, but an irregular
motion which is not time-translation invariant (TTI), i.e.
it retains a dependence on t0, see Fig.5(A), bottom. In-
deed, our analysis in App. B shows that, in the thermo-
dynamic limit, stationary solutions are unstable against
perturbations that break TTI, suggesting that such non-
TTI steady states are selected in large networks.
On the other hand, when Cs(0) is far from C∗

0 , small
fluctuations cannot shift the system across the separa-
trix and the resulting motion is periodic, as illustrated
in Fig.5(B, C). As a consequence, in finite networks of
size N , the system exhibits periodic dynamics in wide
regions of the phase diagram, where Cs(0) is far from C∗

0

(see Fig.3(E)). In addition, Fig.3(E) shows that, at finite
N , there is a finite probability that the system exhibits
fixed-point dynamics, at sufficiently high values of 1/gJ .

To illustrate all this, in Fig.6 we show a heat map
of the probability of finding fixed-point solutions, versus
J0/J, 1/gJ , in a system of (relatively small) sizeN = 100,
as well as typical trajectories exhibited by the system at
representative points of the phase diagram. Chaotic tra-
jectories are observed only at sufficiently low values of
1/gJ , where the probability distribution function of C(0)
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FIG. 5. Single instances of the dynamics for uncorrelated (γ = 0) and noiseless dynamics (σ2 = 0). The (upper panels)
show the time-dependent mean-squared activity q(t0 + τ) = N−1 ∑

i x
2
i (t0 + τ) (gray line in the upper panels) plotted together

with its time average Ĉs(0) and (lower panels) Ĉs(τ). Curves are obtained from simulations with system size N = 100 and
1/gJ = 0.58 (i.e., within the SG phase). Observe that the trajectories reveal either chaotic behavior (A) or periodic motion (B,
C, D, E). The yellow and the red dashed lines show q and Cth, respectively while the green dashed line –in between the previous
two— marks the separatrix C∗

0 . In (A) the mean-squared activity fluctuates randomly above and below the separatrix line; in
(B, C) the mean-squared activity remains at only one side of the separatrix; in (D, E) the mean-squared activity fluctuates

about the separatrix in sync with Ĉs(τ).

becomes peaked around C∗
0 , as shown in Fig.3. Further-

more, we note that, while chaotic trajectories seem to
arise, in finite networks, from fluctuations around the
separatrix, this does not seem a sufficient condition to
have chaotic motion. For example, when fluctuations of
the mean-squared activity around the separatrix value
are periodic and in sync with the natural oscillations of
the two-time correlator, as shown in Fig.5(D, E), the sys-
tem is observed to settle on a periodic trajectory.

In this regard, the dynamics of the two-time correlator
resembles that of a forced oscillator, where the external
“force” is given by the fluctuations of the initial condi-
tion. In particular, if the driving force is periodic and it
has the same frequency as the natural frequency of the
oscillator, the system oscillates at the frequency of the
applied force as shown in Fig.5(B, D). If the frequency of
the applied force is different from the natural frequency
of the oscillator, the system may exhibit sub-harmonic
oscillations i.e. a periodic motion with a frequency that
is a fractional multiple of the input frequency, as shown
in Fig.5(C, E).

As discussed earlier, for largeN , C(0) is peaked around
C∗

0 . Therefore, the scenario depicted in Fig. 5(B, C)

cannot arise because dynamical fluctuations of the mean-
squared activity about its time-averaged value move the
system above and below the separatrix curve. However,
periodic trajectories as described in Fig.5 (D, E), can in
principle still arise. In order to determine whether peri-
odic motion survives for large N , it is therefore impor-
tant to establish whether such trajectories remain stable
in the thermodynamic limit. Our analysis in App. B sug-
gests that they lose stability for large N , as stationary
trajectories in the spin-glass region are unstable, in the
thermodynamic limit, against perturbations that break
TTI.

Numerical evaluation of the largest Lyapunov expo-
nent (LLE) Λ, in simulated trajectories of the system (see
App.D 3) shows that, upon increasing N , only chaotic or-
bits prevail inside the spin-glass region. Fig.7 (A) shows
that at small system sizes, Λ is positive for small val-
ues of 1/gJ within the spin-glass region, and it decreases
to zero as 1/gJ increases. However, as the system size
increases, the value of Λ at 1/gJ = 1 increases and even-
tually vanishes (see inset of Fig.7, panel B), suggesting
that, in this limit, Λ remains positive for any 1/gJ < 1.
On the other hand, in the ferromagnetic region Λ remains
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FIG. 6. Probability of finding a fixed-point solution in the uncorrelated (γ = 0) and noiseless (σ2 = 0) case in simulations
with networks of size N = 100. Panel (A): Heat map of the PDF of finding a fixed-point solution for S = 1000 different
realizations of the microscopic dynamics. Such a probability drops as 1/gJ is lowered, in agreement with Fig.3, showing that the
probability that C(0) = q vanishes at low values of 1/gJ . In such a region a non-fixed-point solution characterized by chaotic
behaviour emerges. Panels (B, C, D): Typical trajectories observed in simulations at different values of the parameters
J0/J, 1/gJ as indicated by circles on (A). Additional studies reveal that, in the thermodynamic limit, chaotic solutions are the
only stable solutions throughout the whole spin-glass phase.

negative for any value of 1/gJ , see Fig.7 (C). The inset
in panel (B) indicates that the approach to zero of Λ at
1/gJ = 1 is slow, suggesting that in large but finite sys-
tems, where C(0) has already converged to the separatrix
value C∗

0 , periodic motion as described in Fig.5 (D, E)
can still be observed. However, as explained earlier, the
stability analysis of stationary trajectories carried out in
App.B suggests that such a periodic motion eventually
loses its stability.

In summary, we have found two types of criticality, one
SG like (type-II), and the other ferromagnetic like (type-
I). All across the SG phase the system exhibits chaotic
behavior in the thermodynamic limit, while in finite net-
works fixed points and periodic oscillations may emerge,
especially close to the transition line.

B. Switching on fluctuations:
Noisy dynamics (σ ̸= 0) with uncorrelated interactions
(γ = 0)

In this section, we analyze the effect of additional
sources of external variability, particularly the presence
of an external noise (i.e., σ ̸= 0), on the firing-rate model
for uncorrelated networks (γ = 0). In this case, there
cannot be any fixed-point solution, as the rates xi(t)
fluctuate stochastically. Non-fixed point steady states
are characterised by the same magnetizationM as in the
noiseless dynamics, given by Eq.(22), while the equation
for the correlator needs to be modified to (see SM, Sec.

S.VA)

∂2τC = −∂V (C|C(0),M)

∂C
− 2σ2δ(τ). (34)

Integrating over τ ∈ [0, ϵ], with ϵ≪ 1 leads to

Ċ(ϵ) = Ċ(0)− σ2 +O(ϵ) (35)

and recalling that C(τ) = C(−τ) implies Ċ(0) = 0, one

gets for ϵ→ 0+ that the initial velocity is Ċ(0+) = −σ2,
as previously found in50. From now on, for the sake of
simplicity, we focus on the case M = 0.
Let us remark that, as noticed earlier,

V ′(C(0)|C(0), 0) < 0 for C(0) > q, so that this
led to un-physical solutions in the noiseless case, where
Ċ(0) = 0. However, the situation is different in the
presence of noise; given that the initial velocity is
negative, a physical solution can still be obtained if the
total energy is equal to zero, which corresponds to the
separatrix curve, i.e. asymptotic motion towards C = 0
(see Fig.8(B)). This occurs for the initial condition
C(0) = C∗

σ such that

V (C∗
σ|C∗

σ, 0) = −1

2
σ4. (36)

On the other hand, any C(0) ≤ q is physically plausible
as it leads to bounded motion. To ascertain the value of
C(0) that is dynamically selected by the system, we plot
in Fig.8(C) the distribution P (C0), defined in Eq.(30),
computed from S = 1000 simulations of the microscopic
dynamics, versus 1/gJ , as a heat map, as well as the
value of C∗

σ and q, as defined in Eq.(36) and Eq.(17),
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FIG. 7. Panel (A): Largest Lyapunov exponent (LLE) Λ versus J0/J , 1/gJ as mesured in simulations for the uncorrelated
(γ = 0) and noiseless (σ2 = 0) case for networks of size N = 100 and S = 1000 realizations. Chaotic behavior emerges below
the isocline 0.00. Panel (B, C): Λ versus 1/gJ for different values of N , as shown in the legend, and 2 different values of J0/J ,
as indicated by the dashed lines on the left panel ((B) and (C) panels correspond to the left and right lines, respectively). At
the smaller value of J0/J (panel (B)) there exists a critical value 1/g∗J below which the LLE becomes positive; such a value
tends to 1 as N increases as show in the inset; in particular, Λ(1/gJ = 1) as a function of N converges asymptotically to 0.
For the larger value of J0/J (panel (C)) Λ is negative for all 1/gJ and remains so by increasing network size; thus, there is no
chaos in the ferromagnetic phase.

respectively. Results show that P (C0) concentrates on
the curve C(0) = C∗

σ. As we explained above, while for
C(0) > q this is the only physical solution, for C(0) ≤ q,
there are in principle many possible solutions. A stabil-
ity analysis of steady-state solutions (see App. B) shows
however that such solutions are all unstable, except for
C(0) = C∗

σ, which is marginally stable. Then, the sys-
tem selects the one laying on the separatrix curve, which
delimits different possible (unstable) motions. As any
fluctuation leads to an instability, chaotic behaviour is
expected to emerge in single instances for C∗

σ < q. The
critical line C∗

σ = q is thus predicted to mark the transi-
tion to chaos. In Fig.9(A) we plot q and C∗

σ versus 1/gJ ,
for different values of σ. The intersection between C∗

σ

and q, obtained from

C∗
σ =

∫
Dψ tanh2(gJ

√
C∗
σψ) (37)

gives a curve in the (σ2, 1/gJ)-plane plotted in Fig.9(B).
A similar condition to Eq.(37) has been derived in50 for
the model originally defined by SCS in29. Let us remark
that the variant of the model we consider here has a
narrower chaotic region than the original model, in spite
of the fact that their behaviour is identical in the absence
of noise. This observation can be rationalised by a simple
argument (see App. A) which shows that in our variant
of the model the noise strength σ2 is effectively amplified
by a factor (gJ)2, which is larger than 1, in the spin glass

region. In the inset of Fig.9(B) we show the equivalent
curve g∗J as a function of σ g∗J , for fixed J , recovering
precisely the result obtained in50.
The emergence of chaos in the noisy dynamics is con-

firmed by numerical analysis of the LLE, shown in Fig.10.
For J0/J = 0.5, the LLE Λ is plotted as a function of
1/gJ for different values of σ2 and fixed N = 1000. The
critical values 1/g∗J at which the Λ becomes positive,
i.e. Λ(1/g∗J) = 0, are plotted in the inset, which are in
agreement with the critical line defined in Eq.(37) (solid,
red line).
Thus, the size of the chaotic phase is reduced by the

presence of external noise, so that the boundary of the
chaotic phase is shifted towards larger coupling values,
in agreement with previously reported results.

C. Switching on correlations (γ ̸= 0)

In this section, we analyse the dynamics when interac-
tions are correlated (γ ̸= 0). Any degree of correlations
introduces a so-called “retarded” self-interaction in the
equation for the effective single-neuron Eq.(10) i.e. a
term non-local in time, which makes the dynamics non-
Markovian and the analysis considerably harder. For this
reason, here, we restrict our analysis to fixed-point solu-
tions of the noiseless dynamics (σ = 0).
In the fixed-point regime, the response function is
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for M=0 (spin-glass phase, with J0/J = 0.5). Panels (A, B): Potential V (C|C0) as a function of C for fixed 1/gJ = 0.2 and
1/gJ = 0.7, respectively; plotted in the range C ∈ [−C(0), C(0)] for different values of C0 (as shown in the legend, with a color
code). The dashed black line shows the negative of the initial kinetic energy, −1/2σ4, arising from the noise. When this value
is equal to the initial potential energy, the total energy is zero, corresponding to motion on the separatrix (blue curve in A).
Panel (C): Heat map of the probability distribution function (PDF) P (C0) of finding a given value of C(0) in the SG phase,
measured from S = 1000 simulations of the microscopic dynamics averaged over a time window tm = 2000 for system size
N = 100. Stars and pentagons show the values of 1/gJ and C0 used in panel (B) and (C), respectively. Solid lines show the
values of C(0) corresponding to C∗

σ (green) as defined in Eq.(37) and q (yellow). The intersection between both lines defines
the critical value 1/g∗J at which chaos emerges in the infinite-size limit (see Sec. B).
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noise amplitude is sufficiently large. In the inset, we plot the critical value g∗J as a function of the ”scaled” σ′ = σ gJ , where
our model becomes equivalent to the SCS (see App. A). Results are consistent with the critical line derived in50.

time-translation invariant R(t, t′) = R(t− t′) and C(t, t′)
becomes independent of t, t′, so that it can be written
as q = C(t, t′). As before, each realization of ϕ(t) be-
comes a static Gaussian random variable with zero mean
and variance g2J2q. Setting ϕ = gJ

√
qψ, where ψ is

a zero-average random variable with unit variance, the
fixed point of Eq.(10) satisfies, for each realization of ψ,

x(ψ) = tanh[J0gM + γJ2g2χx(ψ) + gJ
√
qψ] (38)

where χ =
∫∞
0

dτR(τ) is the integrated response, which

is found from Eq.(14) as

χ =

〈
∂x(ϕ)

∂ϕ

〉
≡ 1

gJ
√
q

〈
∂x(ψ)

∂ψ

〉
. (39)

Averaging Eq.(38) over ψ, we obtain

M = ⟨x(ψ)⟩ (40)

=

∫
Dψ tanh[J0gM + γJ2g2χx(ψ) + gJ

√
qψ],
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Solid, white lines show the theoretical prediction Eq.(42), while dotted, white lines show the curve J0/J = 1, for visual aid.
Each panel has been obtained integrating the microscopic dynamics for a system size N = 100 and averaging over S = 1000
different realizations.

and similarly

q = ⟨x2(ψ)⟩ (41)

=

∫
Dψ tanh2[J0gM + γJ2g2χx(ψ) + gJ

√
qψ].

As before, for g = 0 the system is in the paramagnetic
phase M = 0, q = 0 and we expect this solution to
remain stable below a critical value of g. However, in
contrast with the case γ = 0, the equations for the mo-
mentsM and q do not close, as they retain a dependence
on the realizations x of the stochastic process. Never-

theless, progress can be made close to the paramagnetic
instability, where tanh(x) can be linearised and equation
closure can be achieved. In App. C we show that the crit-
ical line where the paramagnetic phase becomes unstable
can be calculated explicitly as

1

gJ
= max

(
γ + 1,

J0
J

+ γ
J

J0

)
(42)

Eq.(42) retrieves the line Eq.(4) for uncorrelated coupling
(γ = 0) and Eq.(5) for reciprocal interactions (γ = 1),
and it is consistent with results from random matrix
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theory. In particular, the first term corresponds to the
largest eigenvalue, as derived in40, while the second term
recovers the expression for the outlier eigenvalue in ma-
trices with a non-vanishing mean, derived in41. This un-
derscores the versatility and significance of the derived
expression across different analytical contexts. Also, as
noted in64, the largest eigenvalue of the bulk and the out-
lier are each given by the sum of their values at γ = 0 and
a term which is proportional to γ. In the context of our
analysis, this term can be rationalised as the additional
contribution that M and q receive from the susceptibil-
ity (i.e. the integrated response), around the instability
line. This relation shows that positively correlated inter-
actions (γ > 0) enlarge the regions of ferromagnetic and
spin-glass order, with respect to the case of uncorrelated
interactions (γ = 0), while negatively correlated interac-
tions (γ < 0) shrink the extension of the ordered phases,
with the spin-glass region disappearing at γ = −1.

Finally, note that, owing to the non-linear and non-
closed nature of equations, analyses away from criticality
cannot be carried out exactly. Thus, we resort to numer-
ical simulations.

In Fig.11 we show a heat map of the time averaged M̂
and Ĉ(0) (computed from numerical simulations) in the
parameter space J0/J, 1/gJ , together with the theoreti-
cally determined critical line Eq.(42), for different values
of γ (computed from the stability condition of fixed-point
solutions). Observe that, even if non-fixed-point solu-
tions are expected to appear in the ordered phase when
interactions are non-symmetric (i.e. γ < 1), the theo-
retical lines obtained for fixed points are seen to capture
well the actual phase-transitions for all values of γ. The
figure clearly confirms the theoretical analyses: the spin-
glass phase is enlarged for positively correlated couplings
and progressively shrinks for negatively correlated ones
(disappearing in the limit case γ = −1) and the theoret-
ical lines correctly reproduce the actual phase transition
in all cases.

Also, in Fig.12 we show results for the LLE as a func-
tion of the coupling strength (1/gJ), computed for dif-
ferent values of γ. The curves show that, for all values
of γ, the exponents become positive below some critical
value (marked with diamond symbol) that is consistent
with the critical line 1/gcJ = 1+γ. Finite-size effects are
quantified in the inset (for γ = −0.15). This shows that
chaotic behaviour extends to the whole spin-glass region
for all values of γ.

Some remarks are in order:

• The critical value (in terms of 1/gJ) decreases as
γ is reduced, so that it is maximal for γ = 1 (in
agreement with the theoretical prediction).

• Smaller values of γ have larger LLEs in the limit
of large coupling values (small 1/gJ ’s), so that, in
this regime, the dynamics becomes more chaotic for
anti-correlated couplings than for positively corre-
lated ones.

• Indeed, as the value of γ approaches 1, the LLE be-
comes very close to 0 all across the spin-glass phase,
so that, actually, the dynamics becomes marginally
stable in such a limit. This last result resembles the
recent observation of a phase of marginal stabil-
ity in fully-correlated (i.e. symmetric) random net-
works in models for theoretical ecology18. Dynam-
ics in such region can be regarded as “at the edge of
chaos”, as defined in other contexts see e.g.11,65–67.

In summary, the introduction of correlations in the
couplings quantitatively modifies the shape of the phase
diagram with respect to the uncorrelated case: the spin-
glass region is enlarged for positive correlations and
shrinks for anticorrelated ones. On the other hand,
the “strength” of chaos is larger for anticorrelations and
tends to be reduced by positive correlations, leading to
marginal stability in the limit of perfectly correlated cou-
plings.

V. DISCUSSION AND CONCLUSIONS

In this study we have considered a simple neural net-
work rate model with random Gaussian non-reciprocal
interactions, having non-vanishing mean and possible
correlations. We have analyzed the dynamics averaged
over the network ensemble in the thermodynamic limit
using a path integral formalism. These analytical studies
have been complemented with extensive numerical simu-
lations finite networks.
In general, much like in the physics of standard (recip-

rocal) disordered systems, fixed-point solutions are char-
acterised by two order parameters, namely the mean (M)
and the variance (q) of the neural activity. Thus, two dif-
ferent types of criticality emerge depending on whether
the mean becomes non-zero (type-I) or not (type-II) at
the transition, as the strength of the coupling is in-
creased.
These criticalities correspond to the transition of the

system from the paramagnetic phase to either a ferro-
magnetic (type-I) or spin-glass (type-II) phase, respec-
tively.
Our analyses show that as soon as some degree of

non-reciprocity is switched on —i.e., for any value of
the coupling correlations, from nearly symmetric to anti-
symmetric, −1 < γ < 1— there is a region, within the
paramagnetic phase, where the network is reactive so
that initial perturbations can be amplified before relaxing
back to the fixed point solution. Moreover, for all values
of the coupling correlations, a chaotic behavior emerges
within the spin-glass phase (M = 0, q ̸= 0). Further-
more, we have shown how the presence of correlations
(i.e. some degree of reciprocity) in the couplings changes
the phase diagram: negative correlations shrink the spin-
glass phase (where chaotic dynamics emerges) while pos-
itive correlations enlarge it. On the other hand, negative
correlations increase the strength of chaos, while positive
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correlations reduce it, with chaos disappearing for sym-
metric couplings. In this case, equilibrium is attained,
and the whole spin-glass phase exhibits marginal stabil-
ity, similar to what is observed in18. We have demon-
strated that the extent of the chaotic phase diminishes
with the introduction of external noise, indicating that
noise tends to suppress chaos, consistent with findings
from previous studies50.

Chaotic phases observed in networks characterized
by non-reciprocal couplings represent an intrinsic non-
equilibrium phenomenon, yet they exhibit intriguing
analogies with equilibrium spin-glass phases. For in-
stance, our analysis demonstrates that within the chaotic
phase, the dynamical equation governing the global two-
time correlation function permits the existence of mul-
tiple steady states, encompassing fixed points and peri-
odic orbits. However, our analyses reveal that the sys-
tem dynamically selects the steady state that corresponds
to motion along the separatrix curve, which delimits the
basins of attractions of different types of solutions. This
behavior is reminiscent of equilibrium systems in spin-
glass (fRSB) phases, where a multitude of steady states
emerges and the system is observed to select marginally
stable ones, i.e. saddles in the free-energy landscape, that
are linked together by flat directions. Our analyses also
suggest that chaotic motion is the manifestation, at the
level of single network instances, of an ensemble-averaged
dynamics that lies on the separatrix curve delimiting dif-
ferent possible steady states. Such a motion is not time-
translation invariant (TTI), similarly to ageing dynamics
in spin-glass phases.

This last observation led us to propose a method
for identifying the initiation of chaotic behavior. This
method relies on a linear stability analysis of the steady-
state solutions with respect to perturbations that disrupt
time translation invariance. Our method is consistent
with the two-replica approach described in50,57, but it is
considerably simpler, and it shows that chaotic behaviour
emerges whenever the equation for the global correlation
function allows for multiple steady-states.

The sensitive dependence on initial conditions in the
chaotic phase implies that two ”replicas” - two copies of
the system with the same disorder but initialized with dif-
ferent configurations - exhibit distinct dynamical behav-
iors, resembling replicas of an equilibrium system ending
up in different states. Furthermore, we find that while
the global correlator exhibits multiple steady states in
the chaotic phase, the presence of both a signal (i.e., a
non-vanishing mean connectivity) and noise drives the
system to a phase where only one steady state exists.
This, again, mirrors what happens in equilibrium set-
tings, where signal and thermal noise are known to induce
transitions from the spin-glass phase to the ferromagnetic
and paramagnetic phase respectively.

A theoretical prediction for the transition line between
the spin-glass and the ferromagnetic region, for general
values of the coupling asymmetry as well as a deriva-
tion of the asymptotic behaviour of the order parameters
near criticality are currently missing. In particular, as
we have seen, when interactions are not uncorrelated (or
fully asymmetric), the equations for the time-dependent
moments of the stochastic process do not close. This
prevents an exact analysis away from the paramagnetic
instability, to address the previous questions. However,
one may be able to use closure schemes (e.g. Gaus-
sian closure) as an approximation to further characterize
the phase diagram of fixed-point solutions. In addition,
within such approximation schemes, one might be able
to obtain a closed equation for the two-time correlation
at stationarity, which can be formulated as a gradient-
descent on a potential. This approach can extend the
analysis conducted for fully asymmetric couplings to in-
teractions with arbitrary asymmetry. Another outlook
could involve adapting the methodologies outlined in68,69

to either numerically sample or analytically calculate
fluctuations in the largest Lyapunov exponent. This ap-
proach could help identify model parameters where such
fluctuations become unusually large, indicating the onset
of chaos.

Finally, it would be important to further investigate



17

whether chaotic dynamics and its links with spin-glass
phases survive when different couplings, other than Gaus-
sian, are chosen. For example, for applications in neu-
roscience, it would be interesting to carry out a similar
analysis for couplings which satisfy Dale’s rule37 or are
non-Gaussian70, whereas the choice of sparse couplings
may be relevant to applications in biology (e.g. gene
regulatory networks11,71) and theoretical ecology (e.g.
Lotka-Volterra models18,20,43).
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APPENDICES

Appendix A: On the equivalence between our model and the classic one (SCS)

In this section we show that the model originally introduced in29 can be mapped to the variant we introduce here,
when interactions are uncorrelated and zero-averaged, upon suitably scaling the noise strength. Multiplying Eq.(1),

ẋi = −xi + tanh(g
∑
j

Jijxj) + ξi, (A1)

times gJℓi and summing over i, we have, upon defining yℓ = g
∑
i Jℓixi and ϕℓ = g

∑
i Jℓiξi

ẏℓ = −yℓ + g
∑
i

Jℓi tanh(yi) + ϕℓ (A2)

where

⟨ϕℓ(t)ϕk(t′)⟩ = g2
∑
ij

JℓiJkj⟨ξi(t)ξj(t′)⟩ = 2g2σ2
∑
ij

JℓiJkjδijδ(t− t′)

= 2g2σ2
∑
i

JℓiJkiδ(t− t′) (A3)

For uncorrelated, zero-mean Gaussian interactions Jij ∼ N (0, J2/N), we have

⟨ϕℓ(t)ϕk(t′)⟩ = 2g2σ2J2δkℓδ(t− t′), (A4)

hence the two models are fully equivalent when rescaling σ with gJ . If, however, the Jij ’s are correlated or non-zero
averaged, then the two models are no longer equivalent.

Appendix B: Stability of steady-state solutions with uncorrelated interactions (γ = 0)

In this section we study the linear stability of non-fixed points steady-states solutions. Away from stationarity, we
can write the equation of motion for the two-time correlator C(t, s) as

(1 + ∂t)(1 + ∂s)C(t, s) = F (C(t, s), C(t, t), C(s, s), C(s, t),M(t),M(s)) (B1)

where

F (C(t, s), C(t, t), C(s, s),M(t),M(s)) =

∫
Dϕ,ϕ′(t, s) tanh[J0gM(t) + ϕ] tanh[J0gM(s) + ϕ′] (B2)

where the Gaussian kernel is defined as

Dϕ,ϕ′(t, s) =
dϕdϕ′

2πg2J2
√
detM(t, s)

exp

(
−ϕ

TM(t, s)−1ϕ

2J2g2

)
(B3)

and

M(t, s) =

(
C(t, t) C(t, s)
C(s, t) C(s, s)

)
As noted above, in Sec. IVA andIVB, chaotic motion is not time translation invariant, as trajectories are highly
sensitive to their initial conditions; i.e. even small initial perturbations can lead to vastly different outcomes as time
progresses.

In what follows, we examine the stability of stationary trajectories under small perturbations δ(t, s) that break time-
translation invariance. Recalling that stationary solutions are characterized by a constant first moment M(t) = M
and time-translation invariant correlator C(t, s) = C(t− s), we can write

C(t, s) = C(τ) + ϵδ(t, s) (B4)

C(t, t) = C(s, s) = C(0) (B5)

M(t) =M (B6)
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where τ = t − s, i.e. we consider a non-stationary regime where one-time quantities remain constant and two-time
quantities break time-translation invariance —much as happens in glassy regimes.

Inserting Eqs.(B4), (B5) and (B6) in the equation for the two-time correlator C(t, s), given by Eq.(B1), Taylor
expanding the right hand side for small ϵ to linear order and using C(τ) = C(−τ) and

F (C(τ), C(0), C(0), C(−τ),M,M) ≡ Ξ(C(τ), C(0),M), (B7)

we get (i) to O(ϵ0) terms, Eq.(23); and (ii), to O(ϵ), the following equation for the deviations from stationarity

(1 + ∂t)(1 + ∂s)δ(t, s) = δ(t, s)
∂Ξ(C,C(0),M)

∂C

∣∣∣∣
C(τ)

. (B8)

Following50, we set T = t+ s and τ = t− s and denote δ(t, s) = K(T, τ) to rewrite the above as[
(∂T + 1)2 − ∂2τ

]
K(T, τ) = K(T, τ) Ξ′(C(τ), C(0),M) (B9)

The above partial differential equation can be solved via separation of variables, i.e. by searching for a solution in the
factorised form

K(T, τ) = ψ(τ)eκT/2 (B10)

Inserting this ansatz into Eq.(B9), a Schrödinger’s equation for ψ(τ) is obtained

[−∂2τ − V ′′(C(τ)|C(0),M)]ψ(τ) =
[
1− (

κ

2
+ 1)2

]
ψ(τ) (B11)

with quantum mechanical potential −V ′′(C|C(0),M). As observed in50 there will be a set of allowed energies E0 <
E1 < E2 . . ., with En = 1−(κn

2 +1)2, and associated eigenfunctions ψn(τ). A stationary solution C(τ) will be linearly

stable if the perturbation K(T, τ) decays with T , i.e. if the largest value of κ, κ0 = −1 +
√
1− E0, is negative. This

requires the ground state energy E0 to be positive.
It is also useful to note that, as pointed out in50, Eq.(23) implies

[−∂2τ − V ′′(C(τ)|C(0),M)] Ċ(τ) = 0, (B12)

hence non-fixed point steady-state solutions Ċ(τ) ̸= 0, correspond —when they exist— to eigenfunctions with energy
E = 0.
As for an eigenfunction to exist, the energy must be greater or equal than the quantum-mechanical potential

−V ′′(C|C(0),M); if the latter is positive, all the eigenfunctions, including the ground state, have positive energy,
hence the motion is stable.

1. For M ̸= 0, V ′(C|C(0),M) is strictly decreasing for any −C(0) ≤ C ≤ C(0) and 0 < C(0) ≤ q, hence
V ′′(C|C(0),M) < 0. This implies that for any C(0) ≤ q, En > 0 ∀ n and the only allowed solution of Eq.(B12)
is the fixed-point solution C(τ) = q (non-trivial solutions with zero energy are not allowed). Furthermore, this
must be stable, as E0 > 0.

2. Conversely, for M = 0, the potential has at least one minimum, either at C = 0 or C = ±C̄(C(0)), for any value
of C(0) ≤ q, hence Eq.(B12) allows a non-trivial solution, for any C(0) < q, which is either a periodic orbit or
the separatrix curve. These represent eigenfunctions with energy E = 0. Periodic solutions have multiple nodes
(as Ċ vanishes at every turning point), whereas the separatrix curve has precisely one node in the noiseless case

(where Ċ(0) = 0) and no node in the noisy case (where Ċ(0+) = −σ2). As noted in50, in the noiseless case Ċ
has at least one node, hence it cannot be the ground state, but it must correspond to one of the excited states
ψn(τ) with n ≥ 1, implying that the ground-state energy is E0 < 0.

Recalling that, in the noiseless case, steady-state solutions are physical only for C(0) ≤ q, we have that all
physical steady-state solutions are unstable in the noiseless case.

On the other hand, in the presence of noise, solutions with C(0) > q are allowed, only for C(0) equating the
separatrix value C∗

σ, which solves Eq.(36). Since this is the only physical solution, it must be stable for C∗
σ > q.

Conversely, any C(0) < q leads to a physical solution. As for the noiseless case, such solutions are all unstable,
except the separatrix curve, which is marginally stable (as it has no node for σ ̸= 0). However, as any fluctuation
leads to an instability, chaotic behaviour is expected to emerge in single instances for C∗

σ < q. The critical line
C∗
σ = q is thus predicted to mark the transition to chaos.
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Appendix C: Phase Diagram for γ ̸= 0

In this Appendix we derive the phase diagram for the fixed-point solutions of Eq.(10), when interactions are
correlated. We note that for g = 0, the solution of Eq.(41)-(42) is M = 0, q = 0. It is expected that (M, q) = (0, 0)
remains stable for g below a critical value gc, where non-trivial solutions emerge. In this region, Eq.(38) reduces to

x(ψ) = tanh(γg2J2x(ψ)) (C1)

so that x(ψ) is deterministic. We have x(ψ) = 0 for γg2J2 < 1 — either γ > 0 and (gJ)−1 >
√
γ, or γ < 0. For γ > 0

and (gJ)−1 <
√
γ, two non-zero solutions emerge ±x⋆, one positive and one negative. Since x(ψ) = ±x⋆ implies

q ̸= 0, bifurcations in x imply bifurcations in q, hence we assume that x is small when q is small. To locate gc, we
expand Eqs.(41)–(42) for small M , q and x(ψ). Starting with Eq.(41), we have

M =

∫
Dψ[J0gM + γJ2g2χx(ψ) + gJ

√
qψ]

= (J0g + γJ2g2χ)M (C2)

To make progress, we need an expression for χ. Setting ϕ = gJ
√
qψ we can write Eq.(38) as

x(ϕ) = tanh[J0gM + γJ2g2χx(ϕ) + ϕ] (C3)

Differentiating Eq. (C3) with respect to ϕ we obtain

∂x

∂ϕ
=
[
1− tanh2(gJ0M + γg2J2χx+ ϕ)

] (
γg2J2χ

∂x

∂ϕ
+ 1
)
, (C4)

and re-arranging

∂x

∂ϕ

{
1− γg2J2χ[1− tanh2(gJ0M + γg2J2χx+ ϕ)]

}
= 1− tanh2(gJ0M + γg2J2χx+ ϕ),

(C5)

so that, writing in terms of ψ, we have

1

gJ
√
q

∂x

∂ψ

{
1− γg2J2χ[1− tanh2(gJ0M + γg2J2χx+ gJ

√
qψ)]

}
= 1− tanh2(gJ0M + γg2J2χx+ gJ

√
qψ) (C6)

Close to the transition line M , q and x are small. A leading-order expansion in these quantities gives

1

gJ
√
q

∂x

∂ψ

{
1− γg2J2χ

}
= 1. (C7)

Finally, averaging over ψ and using Eq.(39) we get

χ(1− γg2J2χ) = 1 (C8)

The physical solution is

χ =
1−

√
1− 4γg2J2

2γg2J2
(C9)

(as the other diverges when g → 0). Substituting in Eq.(C2), we have that M bifurcates at

gJ0 + γg2J2 1−
√
1− 4γg2J2

2γg2J2
= 1 (C10)

which gives

1

gJ
=
J0
J

+ γ
J

J0
(C11)
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Similarly, expanding the equation for q, Eq.(42), and setting M = 0 we obtain

q =

∫
Dψ[J0gM + γJ2g2χx(ψ) + gJ

√
qψ]2 = γ2J4g4χ2q + g2J2q + 2γ(gJ)3χ

√
q

∫
Dψx(ψ)ψ

= (γ2J4g4χ2 + g2J2 + 2γ(gJ)4χ2)q

(C12)

where we have integrated by parts∫
Dψx(ψ)ψ =

∫
dψ√
2π

(
− ∂

∂ϕ
e−ψ

2/2
)
x(ψ) =

∫
dψ√
2π
e−ψ

2/2 ∂

∂ψ
x(ψ) =

〈
∂x

∂ψ

〉
= gJ

√
qχ. (C13)

Substituting Eq.(C9) in Eq.(C12) we see that bifurcations in q occur at

1 =
γ + 2

2γ
(1−

√
1− 4γg2J2 − 2γg2J2) + g2J2 (C14)

which can be simplified to

2

g4J4
− (2γ2 + 3γ + 2)

1

g2J2
− γ(γ + 1)2 = 0. (C15)

As the physical solution must be positive, it follows that

1

gJ
=

1

2

√
(2γ2 + 3γ + 2)±

√
(2γ2 + 3γ + 2)2 + 8γ(γ + 1)2. (C16)

With little algebra, the expression above can be simplified to

1

gJ
=

1

2

√
2 + γ(2γ + 3)± |2γ2 + 5γ + 2| ≡ a(γ). (C17)

As 2γ2 + 5γ + 2 ≥ 0 for γ ≥ −1/2, we have

a(γ) =

{
1
2

√
2 + γ(2γ + 3)± (2γ2 + 5γ + 2) γ ≥ −1/2

1
2

√
2 + γ(2γ + 3)∓ (2γ2 + 5γ + 2) γ < −1/2

(C18)

hence there are two possible solutions, a+(γ) = 1 + γ and a−(γ) =
√
−γ/2, the latter existing only for γ < 0. As

for γ = −1, all the eigenvalues of the interaction matrix J are purely imaginary, no (non-trivial) fixed-point solution
are expected to bifurcate from x = 0, as bifurcating solutions must be purely oscillatory. Hence, it is expected that
a(−1) = 0. This suggests that the solution a+(γ) is the physical one for any γ ∈ [−1, 1]. Combining Eq.(C11) with
the result a(γ) = 1 + γ, we obtain the critical line where the paramagnetic phase becomes unstable given in Eq.(42).

Appendix D: Numerical procedure

1. Computation of trajectories

In simulations, trajectories of Eq.(1) are computed numerically by a simple Midpoint Runge-Kutta method (see,
for instance,72). The time step is fixed h = 0.1, except for the calculation of the LLE for which h = 0.01 because
of the numerical sensitivity of the Bennetin-Wolf procedure. In order to avoid the transient regime, trajectories
are integrated up to tmax = 2000 units of time. The initial step x0 and the matrix J are selected randomly for
each instance of the simulation. In particular, each pair (Jij , Jji), for 1 ≤ i < j ≤ N , is generated following a
multivariate Gaussian distribution with average µ and covariance matrix Σ, as defined in (S13), respectively. The
diagonal elements, Jii, are each obtained from a Gaussian distribution with average J0/N and variance J2/N .
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2. Shape of the potential V (C|C(0),M)

In order to numerically compute V (C|C(0),M), we simplify the function Ξ(C,C(0),M), defined in Eq.(24), as
follows. The Gaussian kernel, Eq.(25), is divided into two parts using the conditional probability formula of a
multivariate-Gaussian distribution, i.e. the probability of ϕ respect to fixed ϕ′. In these terms, one can write{

Φ(ϕ, ϕ′) = g
[
J(
√
C0 − C2/C0 ϕ+ C/

√
C0 ϕ

′) + J0M
]

Ψ(ϕ) = g
[
J
√
C0 ϕ

′ + J0M
] (D1)

then, by means of the Fubini’s theorem, function Ξ(C,C(0),M) becomes

Ξ =

∫
dϕ√
2π
e−ϕ

2/2 tanh(Ψ(ϕ))

{∫
dϕ′√
2π
e−ϕ

′2/2 tanh(Φ(ϕ, ϕ′))

}
. (D2)

With this simple form, it is straightforward to compute V (C|C(0),M) directly by solving numerically the iterated
integrals.

3. Computation of the largest Lyapunov exponent

In order to compute the LLE we use the Bennetin-Wolf algorithm73,74, that works as follows. Consider a dynamical
system described by the vector x(t) ∈ RN at time t ≥ 0, which evolves following a differentiable dynamical system
given by ẋ(t) = F(x(t)). In order to integrate it numerically, we construct the map

xi+1 = f(xi)

where f is the discretization of the vector function F (which depends on the integration algorithm used) and {xi :
i = 0, 1, 2, ...} defines the discrete trajectory of the system. We use a simple integration algorithm, i.e. the Euler’s
method: the vector function is defined as the linear evolution of state x in a time-step h,

f(x) ≡ x+ F(x)h.

Upon defining the matrix T(x) = Jxf , where Jxf is the N ×N Jacobian matrix of the vector function f at state x,
we have T(xi+1) = I+ hJxi+1

F. Writing

Tn
x0

= T(xn−1) . . .T(x1)T(x0), (D3)

as a matrix product, the LLE can be computed as the limit

Λ = lim
n−→∞

1

n
log ∥Tn

x0
u∥ (D4)

for a given vector u, where ∥v∥ denotes the norm of the vector v. To implement this method computationally, the
Bennetin-Wolf correction75,76 needs to be used to avoid the divergence of Tn

x0
u for large n. The correction consists in

normalizing this vector at each step. Hence, fixing a starting point x0, and defining an initial vector u0 = [1, ..., 1]/
√
N ,

the algorithm is described as follows: for i = 1, . . . , T ,

1. Obtain the new state at i+ 1,

ti+1 = ti + h
xi+1 = xi + hF(xi)
ũi+1 = T(xi+1)ui

2. Normalize the perturbation vector

ui+1 = ũi+1/∥ũi+1∥

3. Compute the LLE at time-step i+ 1,

Li+1 = Li + log(∥ũi+1∥)/ti+1
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FIG. 13. Computation of largest Lyapunov exponent for S = 100 different realizations of a system with N = 100, inside the
spin-glass regime, above (left panel) and below the onset of chaos (right panel). Each realization is plotted as a grey, solid line,
meanwhile the black, solid line is the average over realizations for each time step.

The algorithm gives a set {Li : i = 0, ..., T} of exponents which, in the limit, converge to the LLE of the system, Λ.
Consider now a stochastic differential equation, ẋ(t) = F(x(t)) + ξ(t) such that ξ(t) is a (multi-component) white-

noise process with zero mean and variance equal to 2σ2. Hence, the previous algorithm should be modified to introduce
the stochastic integration: at step 1., the integration of the trajectory should be replaced by an Euler-Maruyama
integration step72,

xi+1 = xi + F(xi)h+
√
2hσ2ui (D5)

where ui, for i = 1, 2, . . ., is a set of i.i.d. random Gaussian variables with zero mean and unit variance.
For the dynamical system given by Eq.(1), it is sufficient to fix h = 0.01, and integrate the system up to tmax = 200.

As an example, in Fig.13 we show S = 100 realizations of the algorithm for a system of size N = 100 (grey, solid line)
and σ2 = 0, each of them initialized with random conditions, x0 and J. The system is set at J0/J = 0.5 (i.e. inside
the spin-glass phase). We show results for 1/gJ = 0.9 (left panel) and 1/gJ = 0.35 (right panel). The solid, black line
indicates the average over different realizations at each time step, showing that the mean activity is stable (negative
LLE) for 1/gJ = 0.9 and unstable (positive LLE) for 1/gJ = 0.35. In the latter case, there exists a large amount of
unstable trajectories, such that Li is positive, and some stable trajectories, such that Li negative, e.g. fixed points.

FIG. 14. Averaged largest Lyapunov exponent, Λ, as a function of system size N for a dynamical system with σ2 = 0, averaged
over S = 20 realizations. For J0/J = 0.5, the averaged LLE is computed for three different values of 1/gJ (solid lines), as
shown in the legend; the standard deviations are shown as shaded areas. Parameter values are as in Fig.13, i.e. h = 0.01 and
tmax = 200.

In order to study the convergence, we compute the LLE as a function of the system size N . In Fig.14 we plot, as
an example, the LLE Λ, defined as the asymptotic value of L(t) (i.e. the value at t = 200), averaged over S = 20
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realizations, for the particular case of σ = 0. Fixing J0/J = 0.5, we study three different values of 1/gJ in order to
characterize the stability of the system in the limit of large system size: 1/gJ = 1.1 (solid green line) corresponding
to the paramagnetic phase; 1/gJ = 1.01 (solid blue line) falling close to the critical line separating the spin-glass
and the paramagnetic region; 1/gJ = 0.75 (solid orange line), lying in the spin-glass region, away from the critical
line. Colored area shows the standard deviation of Λ for each value of N . For 1/gJ > 1 (blue and green lines), the
LLE is typically negative, indicating the existence of stable, fixed point trajectories. In this region, the standard
deviation of the LLE is smaller compared to the 1/gJ < 1 case (orange line). The reason behind this is that, above
this critical value of 1/gJ , the system converges towards fixed point solutions; while below it, finite size effects in the
network encourage the appearance of many different trajectories: chaotic, limit cycles and even, occasionally, fixed
points, all of it contributing to increasing the standard deviation of the LLE. In practice, for large enough systems
(i.e. N > 1000) the LLE stabilizes considerably and the standard deviation reduces, as it can be seen in Fig.3.
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SUPPLEMENTAL MATERIAL

S.I. GENERATING FUNCTIONAL ANALYSIS

The starting point of the path-integral approach is to divide the time interval of interest [0, t] in n = t/∆ segments
of length ∆, set ta = a∆ ∀ a = 0 . . . n and change the differential equation

ẋi = fi(x(t)) + ξi(t) (S1)

with the finite-difference equation

xa+1
i − xai = fi(x

a)∆ + ηai (S2)

which is obtained by integrating Eq.(S1) over the time interval [ta, ta+1], using Euler forward integration. In the above

fi(x) = −xi + tanh(g
∑
j Jijxj + θi) and we have used the short-hand notation xai = xi(ta) and ηai =

∫ ta+1

ta
dt ξi(t).

Note that ηai is a Gaussian white noise with ⟨ηai ⟩ = 0 and ⟨ηai ηbj⟩ = 2σ2∆δab δij . Next we compute the generating
functional

Z[ψ] =
〈
ei

∑N
i=1

∑n
a=0 x

a
i ψ

a
i

〉
(S3)

where the average ⟨ . . . ⟩ is taken over the distribution of the paths x0...n

p(x0...n) = p(x0)

n∏
a=1

W (xa|xa−1) (S4)

where we have used the Markovianity of dynamics given by Eq.(S2), following from the absence of time correlations
in the noise, and denoted with W (xa|xa−1) the transition probability from the configuration xa−1 to xa. Using the
conditional independence of the xai ’s, given the system’s configuration xa−1 at the earlier time step, which holds as
long as the noise variables at different sites are independent, we can finally write

p(x0...n) = p(x0)

n∏
a=1

N∏
i=1

W (xai |xa−1)

= p(x0)

n∏
a=1

N∏
i=1

∫
dηa−1
i p(ηa−1

i )δ(xai − xai (η
a−1
i ,xa−1)) (S5)

where we have denoted xai (η
a−1
i ,xa−1) = xa−1

i + fi(x
a−1)∆ + ηa−1

i . This leads to

Z[ψ] =

∫
[

n∏
a=0

dxa]p0(x
0)ei

∑N
i=1 x

0
iψ

0
i

×
n∏
a=1

N∏
i=1

∫
dηa−1
i p(ηa−1

i )δ(xai − xa−1
i − fi(x

a−1)∆− ηa−1
i )eix

a
i ψ

a
i (S6)

Using the Fourier representation of the δ-function we then write

Z[ψ] =

∫ [ n∏
a=0

dxa

]
p0(x

0)ei
∑N

i=1 x
0
iψ

0
i

∫ [ n∏
a=1

dx̂a−1

(2π)N

]

×
n∏
a=1

N∏
i=1

∫
dηa−1
i√

4σ2∆
e−

1
4σ2∆

(ηa−1
i )2+ix̂a−1

i [xa
i −x

a−1
i −fi(xa−1)∆−ηa−1

i ]+ixa
i ψ

a
i

=

∫ [ n∏
a=0

dxa

]
p0(x

0)ei
∑N

i=1 x
0
iψ

0
i

∫ [ n∏
a=1

dx̂a−1

(2π)N

]

×
n∏
a=1

N∏
i=1

eix̂
a−1
i ∆[

xa
i −x

a−1
i

∆ −fi(xa−1)]+ixa
i ψ

a
i −σ

2∆(x̂a−1
i )2 (S7)
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where we have performed the Gaussian integral. Upon rescaling ψai → ∆ψai , taking the continuous time limit ∆ → 0
and using the definition of Reimann integrals we have

Z[ψ] =

∫
DxDx̂ p0(x

0)e
∑

i

∫
dt{ix̂i(t)[ẋi(t)−fi(x(t))]+ixi(t)ψi(t)−σ2x̂2

i (t)} (S8)

where

Dx = lim
∆→0

t/∆∏
a=0

dxa and Dx̂ = lim
∆→0

t/∆∏
a=0

dx̂a

(2π)N
(S9)

In order to carry out the average over the disorder P (J), it is convenient to introduce

1 = lim
∆→0

∫ N∏
i=1

t/∆∏
a=0

dzai δ(z
a
i − g

∑
j

Jijx
a
j − θi) =

∫
DzDẑei

∑
i

∫
dt ẑi(t)[zi(t)−g

∑
j Jijxj(t)−θi(t)] (S10)

leading to

Z[ψ] =

∫
DxDx̂ p0(x

0)

∫
DzDẑe

∑
i

∫
dt{ix̂i(t)[ẋi(t)+xi−tanh(zi)]+ixi(t)ψi(t)−σ2x̂2

i (t)}

×e
∑

i

∫
dt{iẑi(t)[zi(t)−θi(t)]} e−ig

∫
dt

∑
ij Jij ẑi(t)xj(t) (S11)

The last term of Eq.(S11) can be worked out as follows

e−i
∫
dt g

∑
ij Jij ẑi(t)xj(t) = e−i

∫
dt g

∑
i<j [Jij ẑi(t)xj(t)+Jjiẑj(t)xi(t)]−i

∫
dt g

∑
i Jiiẑi(t)xi(t)

=

∏
i<j

∫
dJijdJjiP (Jji, Jij)e

−i
∫
dt g[Jij ẑi(t)xj(t)+Jjiẑj(t)xi(t)]

[∏
i

∫
dJiiP (Jii)e

−igJii
∫
dt ẑi(t)xi(t)

]

=

∏
i<j

∫
du

2π
√
detΣ

e−
1
2 (u−µ)

TΣ−1(u−µ)e−ib
T
iju

[∏
i

∫
dJii√
2π
e−

N
2J2 (Jii−

J0
N )

2

e−igJii
∫
dt ẑi(t)xi(t)

]
(S12)

where uT = (Jij , Jji), with T denoting the transpose,

µ =

(
J0/N
J0/N

)
Σ =

J2

N

(
1 γ
γ 1

)
(S13)

and bTij = (Aij , Bji) with Aij = g
∫
dt ẑi(t)xj(t) and Bji = g

∫
dt ẑj(t)xi(t)]. Shifting the integration variables and

executing the Gaussian integral, the expressions above become, respectively

e−i
∫
dt g

∑
i Jiiẑi(t)xi(t) =

[∏
i

e−ig
J0
N

∫
dt ẑi(t)xi(t)− g2J2

2N

∫
dt dt′,ẑi(t)xi(t)ẑi(t

′)xi(t
′)

]
(S14)

and

e−i
∫
dt g

∑
i<j [Jij ẑi(t)xj(t)+Jjiẑj(t)xi(t)] = e−i

∑
i<j bT

ijµ
∏
i<j

∫
dv

2π
√
detΣ

e−
1
2v

TΣ−1ve−ib
T
ijv

= e−i
∑

i<j bT
ijµ
∏
i<j

e−
1
2b

T
ijΣbij = e−i

∑
i<j

J0
N (Aij+Bji)e−

J2

2N

∑
i<j(A

2
ij+γAijBji+γBjiAij+B

2
ji)

= e−ig
J0
N

∫
dt

∑
i<j [ẑi(t)xj(t)+ẑj(t)xi(t)]− g2J2

2N

∫
dt dt′

∑
i<j [ẑi(t)xj(t)ẑi(t

′)xj(t
′)+ẑj(t)xi(t)ẑj(t

′)xi(t
′)]

× e−γ
g2J2

2N

∫
dt dt′

∑
i<j [ẑi(t)xj(t)ẑj(t

′)xi(t
′)+ẑj(t)xi(t)ẑi(t

′)xj(t
′)] (S15)
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Upon introducing the following order functions:

M(t) =
1

N

∑
i

xi(t) (S16)

Q(t) =
1

N

∑
i

ẑi(t) (S17)

C(t, t′) =
1

N

∑
i

xi(t)xi(t
′) (S18)

L(t, t′) =
1

N

∑
i

ẑi(t)ẑi(t
′) (S19)

K(t, t′) =
1

N

∑
i

xi(t)ẑi(t
′) (S20)

J(t, t′) =
1

N

∑
i

xi(t)ẑi(t)xi(t
′)ẑi(t

′) (S21)

via suitable delta-functions, using their Fourier representations, and assuming a factorised initial distribution p0(x
0) =∏

i pi0(x
0
i ), the disorder-averaged generating functional

Z[ψ] =

∫
DM . . . DL̂ eN [Ψ+Φ+Ω] (S22)

of a dynamical field theory for the fields M,Q,C,L, M̂, Q̂, Ĉ, L̂ described by the action S = Ψ+Φ+ Ω, where

Ψ = i

∫
dt [M(t)M̂(t) +Q(t)Q̂(t)] + i

∫
dt dt′ [C(t, t′)Ĉ(t, t′) + L(t, t′)L̂(t, t′) +K(t, t′)K̂(t, t′) + J(t, t′)Ĵ(t, t′)]

Φ = −iJ0g
∫
dt

[
Q(t)M(t) +

1

N
K(t, t)

]
− J2g2

2

∫
dt′
[
L(t, t′)C(t, t′) + γK(t, t′)K(t′, t) +

1

N
J(t, t′)

]
Ω =

1

N

∑
i

log

∫
DxiDx̂iDziDẑi pi0(x0i )

×e
∫
dt{ix̂i(t)[ẋi(t)+xi−tanh(zi)]+ixi(t)ψi(t)−σ2x̂2

i (t)+iẑi(t)[zi(t)−θi(t)]}

×e−i
∫
dt [M̂(t)xi(t)+Q̂(t)ẑi(t)]

×e−i
∫
dt dt′ [Ĉ(t,t′)xi(t)xi(t

′)+L̂(t,t′)ẑi(t)ẑi(t
′)+K̂(t,t′)xi(t)ẑi(t

′)+Ĵ(t,t′)xi(t)ẑi(t)xi(t
′)ẑi(t

′)] (S23)

In the limit N → ∞ we can calculate the integral in Eq.(S22) by steepest-descent. Maximizing the exponent in the
integral S = Ψ+Φ+ Ω with respect to the dynamical order parameters and their conjugate variables, we get

δS

δM(t)
= 0 ⇒ iM̂(t) = iJ0gQ(t)

δS

δQ(t)
= 0 ⇒ iQ̂(t) = iJ0gM(t)

δS

δC(t, t′)
= 0 ⇒ iĈ(t, t′) =

J2g2

2
L(t, t′)

δS

δL(t, t′)
= 0 ⇒ iL̂(t, t′) =

J2g2

2
C(t, t′)

δS

δK(t, t′)
= 0 ⇒ iK̂(t, t′) = γJ2g2K(t′, t)

δS

δJ(t, t′)
= 0 ⇒ iĴ(t, t′) = 0 (S24)
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and

δS

δM̂(t)
= 0 ⇒ M(t) = lim

N→∞

1

N

∑
i

⟨x(t)⟩ωi

δS

δQ̂(t)
= 0 ⇒ Q(t) = lim

N→∞

1

N

∑
i

⟨ẑ(t)⟩ωi

δS

δĈ(t, t′)
= 0 ⇒ C(t, t′) = lim

N→∞

1

N

∑
i

⟨x(t)x̂(t′)⟩ωi

δS

δL̂(t, t′)
= 0 ⇒ L(t, t′) = lim

N→∞

1

N

∑
i

⟨ẑ(t)ẑ(t′)⟩ωi

δS

δK̂(t, t′)
= 0 ⇒ K(t, t′) = lim

N→∞

1

N

∑
i

⟨x(t)ẑ(t′)⟩ωi

δS

δĴ(t, t′)
= 0 ⇒ J(t, t′) = lim

N→∞

1

N

∑
i

⟨x(t)ẑ(t)x(t′)ẑ(t′)⟩ωi
(S25)

where we have introduced the notation

⟨ · ⟩ωi
=

∫
DxDx̂DzDẑpi0(x0) · esi∫
DxDx̂DzDẑpi0(x0) esi

(S26)

with si denoting the effective single-particle action

si =

∫
dt{ix̂(t)[ẋ(t) + x− tanh(z)] + ix(t)ψi(t)− T x̂2(t) + iẑ(t)[z(t)− θi(t)]

−i[M̂(t)x(t) + Q̂(t)ẑ(t)]} − i

∫
dt dt′ [Ĉ(t, t′)x(t)x(t′) + L̂(t, t′)ẑ(t)ẑ(t′)

+K̂(t, t′)x(t)ẑ(t′) + Ĵ(t, t′)x(t)ẑ(t)x(t′)ẑ(t′)] (S27)

Next, we assume θi(t) = θ(t) and pi0(x
0) = p0(x

0) for all i. In this case, si (and thus ⟨ · ⟩ωi
) depends on i only through

ψi, which is however set to zero when computing the dynamical observables we are interested in (see Eqs.(7), (8) and
(9)). Thus, from Eq.(7), differentiating Z̄[ψ] w.r.t. ψi(t), setting ψ = 0 and taking the limit N → ∞, we obtain

⟨xi(t)⟩ =
δZ[ψ]

iδψi(t)
|ψ=0

= lim
N→∞

∫
DM . . . DN̂ eN [Ψ+Φ+Ω]⟨x(t)⟩ωi

|ψ=0

= lim
N→∞

∫
DM . . . DN̂ eN [Ψ+Φ+Ω]⟨x(t)⟩ωi∫

DM . . . DN̂ eN [Ψ+Φ+Ω]
|ψ=0 = ⟨x(t)⟩ω (S28)

where we have used Eq.(S22) and Z[0] = 1 and used the notation

⟨ · ⟩ω =

∫
DxDx̂DzDẑp0(x0) · es∫
DxDx̂DzDẑp0(x0) es

(S29)

and

s =

∫
dt{ix̂(t)[ẋ(t) + x− tanh(z)]− σ2x̂2(t) + iẑ(t)[z(t)− θ(t)]− i[M̂(t)x(t) + Q̂(t)ẑ(t)]}

−i
∫
dt dt′ [Ĉ(t, t′)x(t)x(t′) + L̂(t, t′)ẑ(t)ẑ(t′) + K̂(t, t′)x(t)ẑ(t′) + Ĵ(t, t′)x(t)ẑ(t)x(t′)ẑ(t′)] (S30)

with

M(t) = ⟨x(t)⟩ω
Q(t) = ⟨ẑ(t)⟩ω

C(t, t′) = ⟨x(t)x(t′)⟩ω
L(t, t′) = ⟨ẑ(t)ẑ(t′)⟩ω
K(t, t′) = ⟨x(t)ẑ(t′)⟩ω
J(t, t′) = ⟨x(t)ẑ(t)x(t′)ẑ(t′)⟩ω (S31)
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Similarly, using Eqs.(8) and (9), we obtain

Cij(t, t
′) = ⟨xi(t)xj(t′)⟩ =

δ2Z[ψ]

iδψi(t)iδψj(t′)
|ψ=0 = ⟨x(t)x(t′)⟩ω ≡ C(t, t′) (S32)

and

Rij(t, t
′) =

δ⟨xi(t)⟩
δθj(t′)

=
δ

δθj(t′)

[
δZ[ψ]

iδψi(t)
|ψ=0

]
= −i⟨x(t)ẑ(t′)⟩ω ≡ R(t, t′) (S33)

having defined R(t, t′) = −iK(t, t′). Additional relations follow from Z[0] = 1, implying that moments involving only
ẑ-fields vanish, e.g.

δ

δiθ(t)
Z[0] = −⟨ẑ(t)⟩ω = 0,

δ2

δiθ(t)δiθ(t′)
Z[0] = ⟨ẑ(t)z(t′)⟩ω = 0 (S34)

Hence,

Q(t) = 0 ⇒ M̂(t) = 0 (S35)

L(t, t′) = 0 ⇒ Ĉ(t, t′) = 0 (S36)

Finally, we substitute previous equations and Eq.(S24) into Eq.(S30) and we write Eq.(S29) as

⟨ · ⟩ω =

∫
Dx · P [x]∫
DxP [x]

(S37)

thus obtaining

P [x] = p0(x
0)

∫
Dx̂DzDẑes

= p0(x
0)

∫
Dx̂DzDẑ e

∫
dt{ix̂(t)[ẋ(t)+x−tanh(z)]−σ2x̂2(t)}

×e−
J2g2

2

∫
dt dt′ C(t,t′)ẑ(t)ẑ(t′)ei

∫
dt [z(t)−J0gM(t)−γg2J2

∫
dt′ R(t,t′)x(t′)−θ(t)]ẑ(t)

(S38)

Applying Gaussian linearization to the quadratic terms in the exponential and performing the path integrals over
x̂(t), ẑ(t) and z(t), we get

P [x] = p0(x
0)

∫
Dx̂DzDẑDξDϕ e−

1
4σ2

∫
dt ξ2(t)+

∫
dt{ix̂(t)[ẋ(t)+x−tanh(z)−ξ(t)]}

×e−
1

2J2g2

∫
dt dt′ ϕ(t)C−1(t,t′)ϕ(t′)

ei
∫
dt [z(t)−J0gM(t)−γg2J2

∫
dt′ R(t,t′)x(t′)−θ(t)−ϕ(t)]ẑ(t)}

= p0(x
0)

∫
DzDξDϕ e−

1
4σ2

∫
dt ξ2(t)

∏
t

δ[ẋ(t) + x− tanh(z)− ξ(t)]

×e−
1

2J2g2

∫
dt dt′ ϕ(t)C−1(t,t′)ϕ(t′)

∏
t

δ[z(t)− J0gM(t)− γg2J2

∫
dt′R(t, t′)x(t′)− θ(t)− ϕ(t)]

= p0(x
0)

∫
DξDϕ e−

1
4σ2

∫
dt ξ2(t)e

− 1
2J2g2

∫
dt dt′ ϕ(t)C−1(t,t′)ϕ(t′)

×
∏
t

δ

{
ẋ(t) + x− tanh

[
J0gM(t) + γg2J2

∫
dt′R(t, t′)x(t′) + θ(t) + ϕ(t)

]
− ξ(t)

}
(S39)

This is the probability of observing a path x(t) of the effective process described by equation Eq.(10).
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S.II. ALTERNATIVE DERIVATION OF FIXED POINT EQUATIONS FOR σ = γ = 0

In this section we provide a simpler derivation of the equations for the fixed points of the noiseless dynamics (which
does not require the path integral approach described in the earlier section). Such derivation is however only valid for
the case of uncorrelated interactions (γ = 0). Assuming the scenario where the system reaches a stable fixed point
solution (x1, . . . , xN ), one has

xi = tanh

g∑
j

Jijxj

 . (S40)

Introducing the order parameter

q(n) =
1

N

∑
i

xni (S41)

we can write

q(n) =
1

N

∑
i

tanhn
(
g
∑
j

Jijxj

)
=

1

N

∑
i

∫
dJ1 . . . dJNδ(J1 − Ji1) . . . δ(JN − JiN ) tanhn

(
g
∑
j

Jjxj

)
=

∫
dJP (J) tanhn

(
g
∑
j

Jjxj

)
(S42)

where we have defined

P (J) = P (J1, . . . , JN ) =
1

N

∑
i

∏
ℓ

δ(Jℓ − jiℓ)

as the distribution of the interactions to a randomly picked node i. Introducing

1 =

∫
dz δ(z −

∑
j

Jjxj)

in Fourier representation, we can write

q(n) =

∫
dz tanhn(gz)

∫
dẑ

2π
eiẑz

∫
dJP (J)e−iẑ

∑
j Jjxj

=

∫
dz tanhn(gz)

∫
dẑ

2π
eiẑze

∑
j log

∫
dJP (J)e−iẑJxj

(S43)

where we have used the independence of the Jj ’s, i.e. P (J) =
∏
j P (Jj). If each Jj is drawn from a Gaussian

distribution, P (J) = N (J0/N, J
2/N), one obtains∫

dJP (J)e−iẑJxj = e−
J2ẑ2x2

j
2N −i

ẑJ0xj
N

and

q(n) =

∫
dz tanhn(gz)

∫
dẑ

2π
eiẑz−

J2ẑ2q(2)

2 −iẑJ0q(1)

=

∫
dz√

2πq(2)J2
tanhn(gz)

∫
dẑ√

2π/q(2)tJ2
eiẑ(z−J0q

(1))− J2ẑ2q(2)

2

=

∫
dz√

2πq(2)J2
e
− (z−J0q(1))2

2J2q(2) tanhn(gz)

=

∫
dz√
2π
e−

z2

2 tanhn
[
g
(
zJ
√
q(2) + J0q

(1)
)]

(S44)

This leads to a closed set of equations for n = 1, 2, which, by denoting M = q(1) and q = q(2), read as (16) and (17).
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S.III. PHASE DIAGRAM AND CRITICAL EXPONENTS OF FIXED-POINT SOLUTIONS FOR σ = 0 AND γ = 0

For g = 0, the solution of the set of Eqs.(16)-(17) is (M, q) = (0, 0). This solution exists for all values of g, however it
is expected to become unstable at higher values of g, where a non-trivial solution emerges. Bifurcations of non-trivial
solutions from (0, 0) can be found by expanding to linear order in M and q = 0

M =

∫
dz√
2π
e−

z2

2

(
gJ0M

)
= gJ0M

q =

∫
dz√
2π
e−

z2

2

[(
gzJ

√
q
)2

+ (gJ0M)2
]
= g2J2q + g2J2

0M
2

(S45)

Bifurcations from M = 0 to M ̸= 0 will occur at gJ0 ≥ 1. For gJ0 < 1, M = 0 and bifurcations from (0, 0) to (0, q)
will occur at gJ ≥ 1, provided that J0 < J . Conversely, for J0 > J , bifurcations will occur at gJ0 ≥ 1 from (0, 0) to
(M, q). Hence, bifurcations from (0, 0) will occur at g = min(J−1, J−1

0 ) or 1/g = max(J, J0), which gives the result
Eq.(4). Next, we derive the asymptotic behaviour of M and q close to criticality, for the case J0 > J and J0 < J .
For J0 > J , where both M and q become non-zero at g = J−1

0 , one expands Eq.(16) and Eq.(17), for small M and
q, to the first sub-leading order, at gJ0 = 1 + ϵ. The equation for M gives

M ≃
∫

dz√
2π
e−

z2

2

{(
gJ0M

)
− 1

3

[(
gJ0M

)3
+ 3g3J0MJ2q

]}
= (1 + ϵ)M − 1

3
(1 + ϵ)3M3 − J2

J2
0

(1 + ϵ)3Mq (S46)

The non-zero solution is given, to O(ϵ), by

M2 ≃ 3ϵ− 3
J2

J2
0

q (S47)

Anticipating that q ≃ g2J2
0M

2/(1− g2J2) (see Eq.(S49)) and using ϵ = gJ0 − 1, we get

M = (gJ0 − 1)1/2

√
3
J2
0 − J2

J2
0 + 2J2

(S48)

Expanding the equation for q we have q ≃ g2J2
0M

2 + g2J2q, hence, rearranging and substituting Eq.(S48) we find

q =
g2J2

0M
2

1− g2J2
= 3

J2
0

J2
0 + 2J2

(gJ0 − 1) (S49)

On the other hand, for J0 < J , q will bifurcate first and its asymptotic behaviour at gJ = 1 + ϵ is found by
expanding Eq.(17) for small q to the first sub-leading order (and setting M = 0)

q ≃
∫

dz√
2π
e−

z2

2

[(
gzJ

√
q
)
− 1

3

(
gzJ

√
q
)3]2

≃
∫

dz√
2π
e−

z2

2

[(
gzJ

√
q
)2

− 2

3

(
gzJ

√
q
)4]

= g2J2q − 2

3
g4J4q2 · 3 = (1 + ϵ)2q − 2(1 + ϵ)4q2 = (1 + 2ϵ)q − 2(1 + 4ϵ)q2 (S50)

where we have used that ⟨z4⟩ = 3⟨σ2⟩2 for a zero-averaged Gaussian variable z with variance σ2. This gives ϵ =
(1 + 4ϵ)q ≃ q hence

q ≃ (gJ − 1) (S51)

Summarizing, close to the transition line the asymptotic behavior of M and q follows a power law as given in Eqs.
(S48) and (S49), for J > J0 and (S51), for J0 < J . These can be simplified to

M ∼ (g − gc)
α and q ∼ (g − gc)

β

where the exponents α and β and the critical point gc are given in Tab.S1. The asymptotic behaviour of M and q
close to the critical point is shown by the full solid lines in panels (C) and (D) of Fig.2, respectively.
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α β gc
J0 < J – 1 1/J
J0 > J 1/2 1 1/J0

TABLE S1. Critical exponents α and β for M and q, respectively, close to the bifurcation point gc. These values change
depending on the values of J0 and J .

Finally, the critical line at which bifurcations from (0, q) to (M, q) occur can be found expanding Eq.(16) for small
M at q ̸= 0

M ≃
∫

dz√
2π
e−

z2

2

{
tanh

(
gzJ

√
q
)
+ gJ0M

[
1− tanh2

(
gzJ

√
q
)]}

= gJ0M
[
1−

∫
dz√
2π
e−

z2

2 tanh2
(
gzJ

√
q
)]

= gJ0M(1− q) (S52)

which leads to Eq.(18) where q is the solution of Eq.(19).

S.IV. REACTIVITY BIFURCATION ANALYSIS

This section is dedicated to complementing and extending the previous linear stability analysis, which primarily
focuses on the long-term response to small perturbations. Instead, now we focus into transient dynamics, which can
play a significant role as perturbations may be strongly amplified before the system relaxes to its steady state. For
instance, in the context of ecological systems, the amplification of a small perturbation can drive the system far from
the steady state, increasing the risk of stochastic extinction45. Different types of measures have been proposed to
study transient dynamics. Here, we focus on reactivity44,45,77 as it measures the maximal amplification rate of a
perturbation.

Consider a system evolving by a dynamical equation ẋ(t) = F(x(t)), and assume that x∗ is a steady-state of the
system, i.e. F(x∗) = 0. The response of the system against small perturbations y of the steady state, i.e. x = x∗+y,
is well-described by the linearized dynamics ẏ(t) = Jx∗Fy(t), where Jx∗F is the Jacobian matrix of F at the steady
state. We define the reactivity parameter as

R = max
y0

(
d

dt
log ∥y(t)∥

∣∣∣∣
t=0

)
(S53)

where the maximum is taken over all initial conditions y(0) = y0. Note that, as the evolution of the linear perturbation
follows an exponential form y(t) ∼ eα(t)t, the reactivity parameter coincides with the initial exponential ratioR = α(0).
Hence, the perturbation vanishes quickly if R < 0, and the system is called non-reactive; while the perturbation is
initially amplified if R > 0, and the system is said to be reactive. Furthermore, it can be easily proved that the
reactivity R is equivalent to the largest eigenvalue of H = 1

2 (Jx∗F + Jx∗FT ), the symmetric part of the Jacobian

matrix44,45,49.
For our system Eq.(1), and assuming noiseless dynamics (σ = 0) and θ = 0, the steady-state is trivially x = 0 in the

paramagnetic regime. The Jacobian matrix is given by g J− I, where J is a Gaussian matrix defined by parameters
(J0, J, γ), described in Eqs. (2 - 3). Hence, the symmetric part is given by the expression

H =
g

2
(J+ JT )− I = gA− I

where matrix A is nothing but a symmetric Gaussian matrix with mean and variance given by

Aij =
J0
N

and A2
ij −

J2
0

N2
=

1

2
(1 + γ)

J2

N
(S54)

The reactivity bifurcation, defined as the point in the parameter space at which the system becomes reactive, can
be computed by simply analysing the distribution of eigenvalues of matrix A. In the same terms as in Sec.III, the
bifurcation lines are given by

1

gcJ
= max

(√
2(1 + γ),

J0
J

+
J

J0

1 + γ

2

)
(S55)
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FIG. S15. Phase diagram of the model (noiseless dynamics, σ = 0) showing the reactivity bifurcation line Eq.(S55) and linear
stability line Eq.(42) for different values of reciprocity γ. Between the two lines, a stable but reactive region (green shaded)
emerges.

In Fig.S15 we compare the reactivity instability bifurcation lines (dashed, green line), described by Eq.(S55), and
the linear stability (solid, green line) given by Eq.(42), for different values of reciprocity γ. The paramagnetic phase,
which is the region on which the steady-state x = 0 is linearly stable, contains a (green shaded) region of reactivity,
right before entering the phase of linear instability (red shaded). The shape and broadness of such an intermediate
region depend, as expected, on the asymmetry parameter γ (see Figure). In particular, in the limit γ → 1 in which
the synaptic matrix J becomes symmetric the reactive region needs to disappear, and it shrinks progressively as such
a limit is approached.

S.V. NON-FIXED POINT STATIONARY SOLUTIONS, σ = 0, γ = 0

In this section we derive results concerning the dynamics of the correlation function in non-fixed point steady-states.

A. Dynamical equation for the correlator

Starting with Eq.(10) and setting γ = 0 we have

ẋ(t) = −x(t) + tanh[J0gM(t) + ϕ(t)] + ξ(t) (S56)

When the system is not at a fixed point, the stochastic term ϕ(t) is time-dependent. At stationarity, the joint
probability of ϕ(t) taking value ϕ at time t and ϕ′ at time t′ is a bi-variate Gaussian distribution

P (ϕ, t;ϕ′, t′) =
1

2π
√
det∆(τ)

exp

(
−1

2
ϕT∆−1(τ)ϕ

)
with zero average and covariance matrix

∆(τ) =

(
∆(0) ∆(τ)
∆(τ) ∆(0)

)
(S57)

where we have denoted with ϕT = (ϕ, ϕ′), with ∆(0) = ⟨ϕ2(t)⟩ the equal-time correlation (which is independent of
t) and with ∆(τ) = ⟨ϕ(t+ τ)ϕ(t)⟩ the two-time correlation (which depends only on the time-difference) and we have
used ∆(τ) = ∆(−τ). From Eq.(11) we have ∆(τ) = g2J2C(τ) for all τ . The marginal P (ϕ, t) is then a Gaussian

distribution with zero average and variance ∆(0) = g2J2C(0). Averaging Eq.(S56) over ϕ and ξ, and setting Ṁ = 0,
we get Eq.(22), for any value of σ.
Following57, an equation for C(τ) can be obtained by multiplying Eq.(S56) at time t by the same equation at time

t′,

(∂t + 1)x(t) (∂t′ + 1)x(t′) = tanh[J0gM + ϕ(t)] tanh[J0gM + ϕ(t′)] + ξ(t) tanh[J0gM + ϕ(t′)]

+ξ(t′) tanh[J0gM + ϕ(t)] + ξ(t)ξ(t′) (S58)
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averaging over P (ϕ, t;ϕ′, t′) and over the Gaussian white noise ξ(t). Using ∂t′C(t − t′) = −∂tC(t − t′) = −∂τC(τ)
gives Eq.(34) and setting σ = 0 leads to Eq.(23). For σ = 0, an equation for C(0) can be obtained by multiplying
Eq.(15) times x, using 2xdxdt = d

dtx
2 and averaging over ϕ

1

2

d

dt
C(t, t) = −C(t, t) + ⟨x(t) tanh(gJ0M + ϕ(t))⟩ (S59)

where we have used C(t, t) = ⟨x2(t)⟩. Substituting

x(t) = x0e
−t +

∫ t

0

dt′ e−(t−t′) tanh[J0gM + ϕ(t′)]

= x0e
−t +

∫ t

0

dτ e−τ tanh[J0gM + ϕ(t− τ)] (S60)

in Eq.(S59), taking the large time limit and using limt→∞ C(t, t) = C(0) we finally get

C(0) =

∫ ∞

0

dτ e−τ
∫

dϕdϕ′

2π
√
g4J4 detC

exp

(
− 1

2g2J2
ϕTC−1(τ)ϕ

)
tanh[J0gM + ϕ] tanh[J0gM + ϕ′] (S61)

which leads to

C(0) =

∫ ∞

0

dτ e−τ Ξ(C(τ), C(0),M) (S62)

At the fixed point C(τ) = C(0) ∀ τ , this retrieves C(0) = q via limC→C(0) Ξ(C,C(0),M) =
∫
Dψ tanh2(J0gM +

gJ
√
C(0)ψ). However, away from fixed points, determining the stationary value of the persistent order parameter

C(0) requires knowledge of the non-persistent (i.e. time-dependent) correlation function C(τ).

B. Bifurcations of non-fixed point stationary solutions

To study the bifurcations of C(0) from zero, it is convenient to set C(τ) = C(0)κ(τ), where −1 ≤ κ(τ) ≤ 1 (as
|C(τ)| ≤ C(0). Substituting in Eq.(S61), we obtain

C(0) =

∫ ∞

0

dτ e−τ
∫

dϕdϕ′

2π
√
1− κ2(τ)

exp

(
− 1

2(1− κ2(τ))
ϕT

(
1 −κ(τ)

−κ(τ) 1

)
ϕ

)
× tanh[J0gM + gJ

√
C(0)ϕ] tanh[J0gM + gJ

√
C(0)ϕ′] (S63)

From Eq.(22) and Eq.(S63) we see that (M,C(0)) = (0, 0) is always a solution. Expanding Eq.(S63) for small M and
C(0) we find

C(0) =

∫ ∞

0

dτ e−τ
∫

dϕdϕ′

2π
√
1− κ2(τ)

exp

(
− 1

2(1− κ2(τ))
ϕT

(
1 −κ(τ)

−κ(τ) 1

)
ϕ

)
×[J0gM + gJ

√
C(0)ϕ][J0gM + gJ

√
C(0)ϕ′]

= (gJ0M)2 + (gJ2)C(0)

∫ ∞

0

dτ e−τκ(τ) (S64)

showing that C(0) can bifurcate from zero either at M = 0 for (gJ2)
∫∞
0
dτ e−τκ(τ) = 1 (spin-glass transition), or

when M bifurcates (ferromagnetic transition) i.e. at gJ0 = 1, from equation Eq.(22). As |C(τ)| ≤ C(0), bifurcations
in C(τ) cannot precede those of C(0), hence, bifurcations from the paramagnetic state, for non-fixed point steady
states, occur at

1

gJ
= max

(√∫ ∞

0

dτ e−τκ(τ),
J0
J

)
(S65)

For κ(τ) = 1, Eq.(S65) retrieves the phase diagram for fixed point solutions, Eq.(4). As κ(τ) ≤ 1 ∀ τ , and κ(τ) = 1 ∀ τ
for fixed point solutions, the equation above suggests that fixed point solutions are the first non-trivial solutions to
emerge as 1/gJ is decreased below one. This is supported by numerical simulations at finite N , shown in Fig.6. Note
that only solutions which satisfies

∫∞
0
dτ e−τκ(τ) > 0 contribute to the spin-glass phase. If

∫∞
0
dτ e−τκ(τ) < 0, then

there is no spin-glass transition and bifurcations occur at g = 1/J0.
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C. Shape of the potential V (C|C(0),M)

We have shown in Sec. S.VB that, at stationarity, the correlator C(τ) evolves according to a gradient-descent
Eq.(26) on the potential V (C|C(0),M). In order to have a physical motion, the correlator C(τ) has to be bounded,

verifying the condition |C(τ)| ≤ C(0) for τ ≥ 0. For the noiseless dynamics (i.e. σ = 0), where Ċ(0) = 0, this is
equivalent to require that the derivative of the potential satisfies V ′(C(0)|C(0),M) ≥ 0 and V ′(−C(0)|C(0),M) ≤ 0
at the boundaries C = ±C(0).

One can show that for any M , V ′(C(0)|C(0),M) > 0 for 0 < C(0) < q, while V ′(C(0)|C(0),M) < 0 for any
C(0) > q, with V ′(q|q,M) = 0, see Fig.3 (A), (D). Hence, initial conditions C(0) > q, are unphysical as they lead to
unbounded motion. By diagonalizing C, we can rewrite Eq.(24) as

Ξ(C,C(0),M) =

∫
dxdy

2π
e−

x2

2 − y2

2 tanh

[
J0gM + gJx

√
C(0) + C

2
− gJy

√
C(0)− C

2

]

× tanh

[
J0gM + gJx

√
C(0) + C

2
+ gJy

√
C(0)− C

2

]
(S66)

which shows that for M = 0, Ξ(C,C(0), 0) = −Ξ(−C,C(0), 0), hence V ′(C|C(0), 0) = −V ′(−C|C(0), 0). This implies
V ′(−C(0)|C(0), 0) < 0 for 0 < C(0) < q and V ′(−q|q, 0) = 0, see Fig.3 (D). Thus, for M = 0, any initial condition
0 < C(0) ≤ q leads to bounded solutions.

On the other hand, for M ̸= 0, i.e. J > J0, one can show that V ′(C|C(0),M) > 0 for any −C(0) ≤ C ≤ C(0) with
0 < C(0) < q, while V ′(C|q,M) > 0 for any −q < C < q, with V ′(q|q,M) = 0, see Fig.3 (A). This shows that for any
initial condition 0 < C(0) ≤ q, the potential is a monotonic non-decreasing function which has only one stationary
point, at the boundary of the physical region C = C(0) = q. Hence the only possible bounded steady-state solutions
for M ̸= 0 are the fixed point solutions C = q.
In the following, we discuss the shape of the potential for M = 0. We start by noting that as V ′(C|C(0), 0) =

−V ′(−C|C(0), 0), V ′(0|C(0), 0) = 0 for all C(0), hence the potential has a stationary point at C = 0, for any initial
condition C(0). One can show that this is the only stationary point (and in particular a minimum) for C(0) below
a threshold value Cth. Above this threshold, i.e. for Cth < C(0) ≤ q, C = 0 becomes a maximum and two minima
±C̄(C(0)) develop at either side of C = 0, see Fig.3 (D). Numerical analysis shows that C̄(C(0)) is a monotonically
increasing function of C(0) and that C̄(q) = q. The value Cth can be determined from the condition V ′′(0|C(0), 0) = 0,
which gives

V ′′(0|C(0), 0) = −1 +
1

J2g2C0

1

C2
0

∫
dϕdϕ′

2πJ2g2
e
− 1

2J2g2
ϕTC−1ϕ

(ϕ tanhϕ) (ϕ′ tanhϕ′)

= −1 +
1

J2g2C2
0

[∫
dϕ√

2πJ2g2C(0)
e
− 1

2J2g2C(0)
ϕ2

(ϕ tanhϕ)

]2

= −1 +
1

C0

[∫
Dψψ tanh(ψgJ

√
C(0))

]2
= −1 +

1

C0

[∫
Dψ[1− tanh2(ψgJ

√
C(0))]gJ

√
C(0)

]2
= −1 + g2J2

[
1−

∫
Dψ tanh2(ψgJ

√
C(0))

]2
= 0

(S67)

thus leading to Eq.(31). In Fig.3 (E, F) we have plotted the curve C0 = Cth(1/gJ) (solid red line), as a function of
1/gJ , described by Eq.(31). In the paramagnetic region gJ < 1, Eq.(31) does not allow real solutions and C = 0 is
always a minimum. Conversely, in the spin-glass region gJ > 1, Eq.(31) always allows a solution 0 ≤ Cth ≤ q, as∫
Dψ tanh2(gJ

√
q ψ) ≡ q ≥ 1−1/gJ is always satisfied. In the spin-glass region, for any 0 < C(0) ≤ Cth the potential

is single-well, whereas for any Cth < C(0) ≤ q the potential is double-well. Hence different types of motion can arise,
depending on the value of C(0), as it is explained in Sec. IVA2.
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