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Abstract

Single-molecule/particle detection avoids ensemble averaging, providing heterogeneous in-

formation that is commonly inaccessible by conventional techniques. For decades, fluorescence

microscopy has served as the workhorse for single-molecule/particle detection. However, despite

its great ability to push the limits of detection sensitivity down to the nanoscale, this technique

is also accompanied by several inherent restrictions. Interferometric scattering (iSCAT) mi-

croscopy offers an alternative approach for single-molecule detection without requiring extrinsic

labels, with the current research focus primarily on protein biomolecules. This thesis details the

implementation of iSCAT as a novel single-molecule technique to study nanoscopic structure and

dynamics across different non-biological systems, including polymers and metal nanoparticles.

Chapter 1 introduces single-molecule techniques, summarizing their mechanisms, advantages,

and limitations. In this chapter, iSCAT is explicitly reviewed to provide a general background for

my study. In Chapter 2, to demonstrate the capability of iSCAT in single particle detection, gold

nanoparticles with known size were chosen as an example for iSCAT imaging. A calibration curve

(iSCAT contrast vs. particle size) was developed, mapping the contrast of individual objects to

their properties, such as diameter and mass. With this relationship established, Chapter 3 aims

to investigate the kinetics of single polymer chain growth through real-time monitoring of its

contrast evolution. Based on the same concept, in Chapter 4, the growth kinetics of individual

gold nanoparticles are explored using iSCAT with a distribution of individual nanoparticle rate

constants can be extracted. Following this, in Chapter 5, iSCAT was used to successfully observe

the self-assembly process of crystallizable polymeric materials and served as a sensitive refractive

index microscope to report changes in the optical properties within single nanoplatelets. Finally,

Chapter 6 summarizes the work conducted in this thesis and discusses the future applications of

iSCAT.
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Chapter 1

Introduction

1.1 Ensemble vs. single-molecule techniques

Conventional ensemble techniques, such as spectroscopy and chromatography, have long served

as the dominant tools for characterizing a broad range of fundamental processes in physics,

chemistry, and biology. However, a significant challenge arises when detecting nanoscopic objects

due to the considerable mismatch between object size and the wavelength of detection light,

which yields a weak interaction between electromagnetic radiation and matter. Consequently,

conventional techniques often hinge on measuring the collective signal produced by a large

number of molecules [1]. Unfortunately, this approach suppresses crucial molecular details, such

as size variations, kinetic disparities, conformational diversity, and binding affinity heterogeneity,

all of which provide deeper insights into the system and remain concealed behind the ensemble

averages.

The development of single-molecule techniques enables the detection of physical, chemical

as well as biological entities at the nanoscale with extraordinary sensitivity, offering a new

approach for these previously ‘unanswerable’ questions [2]. The broad impact of these advances

is clear, with applications in a wide range of topics, including structural information of individual

molecules [3–5], single particle tracking [6–8], molecular force and potential measurement [9–11]

and molecular dynamics monitoring [12–14].

Although, compared to transmission electron microscopy with a resolution down to a fraction
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CHAPTER 1. INTRODUCTION

of nanometer, or atomic force microscopy with a resolution determined by its atomic-sized

tip, the spatial resolution of optical methods for single-molecule detection is confined by the

diffraction to around 200 nm. This barrier can be lifted via ingenious experiment design to

achieve super-resolved resolution [15–18]. Meanwhile, as non-invasive optical methods, they

are also compatible with a wide variety of observation conditions and have been successfully

applied to complex materials varying from living matter to metal nanoparticles. In addition,

they exhibit excellent temporal resolution, which allows monitoring of chemical or biological

processes in real-time.

The focus of this chapter is to provide a summary of the recent optical techniques that have

demonstrated single-molecule detection, with their mechanism, advantages, limitations as well

as applications discussed below.

1.2 Fluorescence detection

Using fluorescence as a contrast mechanism allows the first optical detection of single molecules

to be achieved at cryogenic temperatures inside a crystalline matrix [19]. Since then, fluorescence

microscopy has served as the essential tool for investigating optical phenomena at the single-

molecule level. As shown in Fig. 1.1, when an incident light with a specific wavelength encounters

a fluorescent object, a specific quantum of light is absorbed, which pushes a valence electron at

the ground state (S0) into a higher energy state (S1, S2,..., Sn) for a short time period. Then

the electron will undergo vibrational relaxation to reach the lowest level of the excited state

(S1) through a nonradiative process termed as internal conversion. Then the electron returns

from S1 to S0 via two processes: Radiative and nonradiative, of which the energy is released

through light and heat, respectively. As some energy has been consumed during the vibrational

relaxation, the emitted fluorescent photon has a lower energy compared to the excitation photon.

As a result, the emitted light would exhibit a red shift in its emission profile compared to the

excitation profile, which is known as Stokes shift [20–23]. Together with volume reduction,

it creates an advantageous opportunity for separating the weak signal produced by a single

molecule from the overwhelming background. By applying suitable optical filters, it is possible

2



CHAPTER 1. INTRODUCTION

to achieve a high excitation light rejection ratio of 6 to 10 magnitudes, enabling background-free

detection [21, 23, 24].

Figure 1.1: Schematic of Jablonski diagram [20].

The most common approaches to enhance the signal-to-noise ratio (SNR) are via increasing

incident power or prolonging the exposure time to maximize the total number of detected photons.

However, these approaches pose hard limits for fluorescence imaging, as photochemically induced

photobleaching can cause the fluorescent molecules to be permanently converted to a dark

state. These phenomena present great challenges for continuous observations and long-term

measurements, making particle tracking and monitoring of dynamic processes problematic.

Moreover, optical saturation imposes a hard limit on the maximum rate of photon emission,

impacting imaging speed and consequently hindering the applicability of fluorescence imaging in

observing dynamic processes. Furthermore, most molecules (e.g., polymers, proteins, and amino

acids) are intrinsically non- or weakly fluorescent, requiring laborious fluorescent marker labeling.

Most importantly, the use of the label itself may cause changes to the intrinsic properties of

the target molecule and interrupt the underlying dynamics of the system under study. In order

3
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to overcome these limitations, a range of optical label-free single-molecule techniques have

gradually come to the fore.

1.3 Scattering and absorption as a contrast mechanism

Using scattering as a contrast mechanism provides many advantages compared to fluorescent

emission, scattering occurs when the refractive index of the object is different from its surrounding

medium, thus instead of relying on extrinsic labels, the generation of signals only depends on the

inherent properties of the object. This opens up single-molecule detection to a broader spectrum

of molecules and effectively circumvents the label-induced limitations (e.g., photobleaching and

photon saturation), which are now mainly constrained by light-induced heating.

Dark-field microscopy is a representative technique that is based on using scattering as the

imaging scheme. Its efficient signal isolation from the excitation light is based on orthogonal

illumination and detection pathways. To be more specific, as shown in Fig. 1.2A, by applying

a dark-field condenser lens in the light path, the cone of light can be directed away from the

objective lens (this can also be achieved via total-internal reflection mode) [25]. With this setup,

dark-field microscopy can generate images with a similar quality as fluorescence microscopy. As

shown in Fig. 1.2A and B, both techniques can image the structure of single microtubules [26].

Figure 1.2: Dark-field and fluorescence microscopy detection of individual micro-
tubules.
(A) Schematic of a typical dark-field microscope and an example image of individual micro-
tubules acquired using such technique (scale bar: 5 µm). (B) Schematic of a fluorescence
microscope operating in transmission mode and an example image of fluorescently labeled
microtubule seeds (scale bar: 5 µm) [26, 27].

However, due to the variation in the reduction of signal magnitude with object size dark-field
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microscopy cannot reach similar single-molecule detection sensitivity as fluorescence microscopy

does. As in pure scattering-based detection, the scattering cross section drops as the sixth

power of the particle diameter [24, 27, 28]. To be more straightforward, assuming each tubulin

dimer is labeled with a fluorescent tag, the fluorescence intensity of a microtubule (comprising

approximately 300 tubulin dimers) would be 300 times stronger than a single tubulin dimer.

But in the dark-field detection, the signal of a single tubulin dimer would drop around 105

compared to a microtubule. It is also challenging to pick up such weak signals with the presence

of stray light from the sample or any imperfections in the optics.

Besides scattering, light absorption is also a promising imaging scheme to achieve single-

molecule/particle detection [29–31]. Among various techniques, photothermal microscopy is

the most commonly used method, offering sensitive detection via optically measuring the

photothermal heating of single molecules. It is a two-color technique that employs two laser

beams in the setup: A heating laser is directed at the absorber, which triggers its transition to

an excited state. Then the relaxation of this absorber produces heat, which then diffuses into

the local medium environment, creating a thermal lens. The heat-induced local refractive index

gradient will be detected through the scattering of the second probe beam [32–35]. The intensity

of the heating laser is limited by the photodamage and saturation of the sample, meanwhile,

the probe beam is primarily affected by the broadband refractive index variation. As a result,

high probe intensities with low photon noise can be attained by selecting a wavelength outside

of the spectral absorption range of the absorbing object [33]. To differentiate the signal from

the background, the heating laser beam is modulated at a high frequency (in excess of 100 kHz)

and the interference signal can be extracted via a lock-in amplifier [32]. In the early 2000s,

photothermal microscopy successfully detected single AuNPs down to 2.5 nm [32], followed by

the first single-molecule detection a few years after [30]. However, this technique still faces

some limitations, as its detection relies on the object of interest absorbing light, the detection of

weak/non-absorbing samples is challenging. Additionally, it is commonly used in a confocal

configuration, which means its temporal resolution is limited by the scanning rate (integration

times of the order of the millisecond per pixel). This significantly limits its applications in

real-time monitoring of dynamic processes [28, 36, 37]. Wide-field photothermal microscopy has
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improved the acquisition rate, but to date, at the expense of some sensitivity [38–40].

1.4 Interference-based microscopy

Introducing another probe beam to interfere with the scattering signal can effectively mitigate

the rapid signal loss seen in dark-field microscopy imaging. This is because an interferometric

signal scales linearly with object volume, in contrast to the square dependence of pure scattering

(signal detected by dark-field microscopy) [41].

Interferometric scattering (iSCAT) microscopy was developed based on this scheme. iSCAT’s

origins are in interference reflection microscopy developed during the 1960s [42] and was then

first coined as iSCAT in the early 2000s [43]. As shown in Fig. 1.3A, a sample supported by a

transparent glass coverslip is illuminated by a coherent light source, commonly a laser beam.

Some of the incident light is reflected back from the interface between the sample solution and

the substrate, which acts as the reference field. The majority of incident light passes through

the interface and reaches to the sample. Due to the refractive index difference between the

sample and its surrounding medium, a scattering signal is then generated. The signal detected

and imaged by the detector is the result of these reflected and scattered signals, which can be

expressed as:

Idet = |Er + Es|2 = |Ei|2{r2 + |s|2 − 2r|s| sin(φ)}, (1.1)

where Idet represents the detected intensity, Ei, Es and Er represent incident, scattered and

reflected fields, respectively. r2 is the reflectivity of the glass-sample interface, φ is the phase

shift between scattered and reflected signals. For a spherical particle, the scattering amplitude,

s, can be further defined as:

s = ηα = η
πD3

2

(
n2
p − n2

m

n2
p + 2n2

m

)
, (1.2)

where η takes into account the detection efficiency, α represents the particle polarizability and

can be further expressed by the particle diameter (D), refractive indices of the particle (np)
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and the surrounding medium (nm). By combining these two equations, the advantage of the

interferometric detection scheme stands out: the pure scattering term, s2, which constitutes

the dominant signal in dark-field microscopy detection, decreases significantly with the sixth

power of the particle diameter. In contrast, iSCAT detection experiences a slower signal drop

due to the presence of a cross-term in the Eq. 1.1, which scales linearly with the scattering

amplitude (s), thus only drops with the square of particle diameter [27, 44–48]. The advantage

of iSCAT becomes particularly pronounced when the detection regime reaches below 50 nm in

diameter. As demonstrated in Eq. 1.1, when the size of the detected particle is small, the pure

scattering term (s2) is significantly smaller than both the reflectivity of the interface (r2) and

the cross-term. While s2 scales with the square of the volume of the scattering particle, the

cross-term scales linearly. Consequently, this leads to a much slower signal drop with decreasing

particle diameter. As a result, this interferometric contribution is especially compelling for

ultrasensitive imaging.

Figure 1.3: Principles and performance of iSCAT for single-particle detection.
(A) Schematic view of interferometric scattering microscopy. Ei, Es and Er represent incident,
scattered and reflected fields, respectively. ∆φ is the phase shift between the scattered and
reflected signals and L is optical path lengths.

To obtain information about objects of interest in iSCAT detection, one can define the

contrast as the ratio of the signal generated from the object of interest and the background.
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It can be determined by comparing the detected signal before and after the presence of the

object [44]. For objects smaller than 50 nm, the scattering intensity is very weak and thus can

be ignored. In such cases, the signal contrast can be expressed as:

c =
Iparticle

Ibackground
= 1 − 2r|s| sin(φ)

r2
. (1.3)

The expression of iSCAT contrast, c (Eq. 1.3), also recapitulates the linear relation between

the signal contrast and scattering amplitude, with the latter being linearly related to the volume

of the object. iSCAT observation is diffraction-limited, the geometric shape and size of the

diffraction-limited object (in this case, 50 nm gold nanoparticles) are limited by the point

spread function (PSF) of the microscope. As shown in Fig. 1.4A, the PSF of individual 50 nm

nanoparticles is surrounded by concentric rings caused by the interference between the plane

(reflected) and spherical waves (scattered) and appears as dark (negative) on top of a bright

background. In Fig. 1.4B, the contrast profile of the cross-section of a 50 nm AuNP depicted in

Fig. 1.4A is presented. It’s worth noting that in this instance, the size of the AuNPs is 50 nm,

resulting in strong scattering signals which are also detectable in dark-field microscopy.

Figure 1.4: iSCAT observation of 50 nm AuNPs.
(A) Background corrected iSCAT image of 50 nm gold nanoparticles (the bright spots appeared
in the image are due to the subtraction of the median averaged of stacks before movement, scale
bar: 2 µm). (B) Contrast profile of the linecut across the particle in A.
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Figure 1.5: iSCAT observation of 10 nm AuNPs.
(A) Raw iSCAT image of 10 nm AuNPs (scale bar: 2 µm). (B) Background corrected iSCAT
image of 10 nm gold nanoparticles (the bright spots appeared in the image are due to the
subtraction of the median averaged of stacks before movement). (C) Contrast profile of the
linecut across the particle in B.

AuNPs with smaller diameter were also measured by iSCAT. Former studies reported the

successful detection of 2 nm [49] and 5 nm [43] AuNPs, with the detected contrast at least 3

times higher than the standard deviation of background noise. In our study, 10 nm AuNPs were

spin-coated onto the coverslip, with water used as the imaging medium. As depicted in Fig.

1.5A, the 10 nm AuNPs exhibit very low contrast, making them imperceptible to the naked eye.

Following background correction, faint dark particles become observable, as illustrated in Fig.

1.5B. The contrast of 10 nm AuNP (mean contrast: -0.024) is much higher than the standard

deviation of background noise (0.001) which indicates we successfully detected 10 nm AuNPs.
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One NP was selected with its contrast shown in Fig. 1.5C. From the contrast profile we can

know that the 10 nm AuNPs produce much lower signal compared to 50 nm (mean contrast:

-0.31, Fig. 1.4B), this can be problematic for dark-field detection. In terms of detecting softer

materials such as proteins and polymers, they exhibit lower refractive indices compared to metal

nanoparticles, resulting in much weaker scattering signals. Consequently, the current capability

to resolve proteins extends to a molecular weight of around 40 kDa [50]. In our system, the

detection limit for soft materials is approximately 70 kDa.

1.4.1 Fundamental concepts

Sensitivity

Imaging sensitivity describes the ability to reveal a subtle signal or the ability to differentiate that

signal from the background. Currently, iSCAT can successfully detect single protein molecules

with molecular weight down to 40 kDa [50], and with the assistance of unsupervised machine

learning, the detection mass sensitivity limit can be pushed down to 10 kDa [51]. Detection

sensitivity can be affected by signal variations, which include slow changes caused by thermal

or mechanical drifts, as well as rapid, unpredictable variations commonly referred to as noise.

During iSCAT observation, the main source of noise includes laser intensity noise, detector

background noise, dynamic range and analogue-to-digital conversion noise, and mechanical

stability [45]. Under the most optimized conditions, the shot noise can be the only noise source

associated with the counting of discrete photons arriving at the detector. The SNR for a

shot-noise-limited iSCAT experiment scales with the square root of the number of photons,

which means a greater SNR can be acquired by increasing laser input or integration times.

Resolution

Spatial resolution describes the ability to distinguish two closely spaced objects or to reveal fine

details in a sample, which can be further divided into lateral and axial resolution. Temporal

resolution represents the ability of an imaging system to capture rapidly occurring events. There

exists a trade-off relation between temporal and spatial resolution. For example, the increase
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in temporal resolution leads to a reduced number of photons that can be collected per frame,

resulting in decreased precision. Compared to fluorescence imaging, in which the number of

protons that can be detected per unit of time is constrained by fluorescence saturation, iSCAT

is not limited by the photon budget, thus allowing high temporal resolution to be reached. The

main limitations are from the saturation of the camera or the sample/optical damage thresholds.

1.4.2 Modes of iSCAT microscopy

Figure 1.6: iSCAT operates in wide-field and confocal modes and in combination
with a confocal laser scanning microscope.
iSCAT imaging can be conducted in both wide-field (W-iSCAT) and confocal (C-iSCAT) modes,
alongside confocal fluorescence (CF) microscopy. Eref, Esca and EFL represent electric fields
of the light reflected back from the sample glass interface and that scattered by the object
of interest and fluorescence emission, respectively. OBJ, objective; BS, beam splitter; PH,
pinhole; DC, dichroic mirror; EF, emission filter; PMT, photomultiplier tube. Inset: Dashed
lines represent wavefronts of laser illumination and solid lines represent sample radiation [52].
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Wield-field illumination as shown in Fig. 1.3A and Fig. 1.6 (the first mode in the inset), is

a commonly used modality in iSCAT imaging. The laser beam is focused at the back focal

plane (BFP) of the objective, a nearly-collimated illumination can be achieved. It not only

provides large fields of view (up to hundreds of µm2) but also enables fast imaging speed to be

achieved (up to 1 MHz) [53]. However, the standard wide-field illumination produces somewhat

poorer image quality because of the strong reflections produced by the focused beam. Thus, by

performing beam scanning, a uniform illumination can be produced without the presence of

interference fringes [54]. Furthermore, iSCAT can also be operated in confocal mode (the second

mode in the inset). By using a focused Gaussian beam to scan across the sample, the confocal

mode of iSCAT provides access to the nanoscopic displacements in the axial direction with

high resolution, meanwhile minimizes out-of-focus scattering background [43, 52]. However, the

laser intensity fluctuations would contribute to the background noise and limit the sensitivity.

Inherently, this mode limits the imaging speed, posing a significant challenge in monitoring

fast dynamics. A recent study has successfully demonstrated that the image acquisition rate

can be improved to hundreds of frames per second (up to 1000 frames per second with reduced

fields of view) with high sensitivity (10 nm gold nanoparticles can be detected) by using an

iSCAT confocal microscopy modified from a spinning disk confocal fluorescence microscopy [55].

Moreover, as shown in Fig. 1.6, iSCAT modality is compatible with fluorescence microscopes

setup, which can be seamlessly integrated to mutually enhance their capabilities [52, 56]. It is

worth mentioning that while there are plans to develop iSCAT with more complex modalities

for future research, the wide-field iSCAT developed by Dr. Vivien Walter constituted the sole

modality available during the course of my study and was consequently utilized in my research.

1.4.3 Applications

Label-free single-molecule/nanoparticle detection and imaging

Proteins: iSCAT has been successfully applied to detect, track and image single protein in

a label-free manner [18, 57, 58]. By combining Eq. 1.2 and Eq. 1.3, it can be noted that

the detected contrast depends on three factors: The refractive indices of the protein and its
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surrounding medium, as well as the volume of the protein. Given that the imaging medium

remains constant, and proteins are composed of amino acids with similar refractive indices

[59], the contrast of individual protein molecules can be attributed to their volume, and as a

result, their mass, due to their comparable (fixed) density. This fosters the development of mass

photometry, which is able to provide mass information about individual molecules and thereby

determines mass distributions of biomolecule samples in solution [50]. Synthetic polymers show

a great analogy to proteins, and we reasoned that the relationship between molecular weight

and iSCAT contrast is also applicable to polymeric systems. In Chapter 3, iSCAT is applied to

study the kinetics of individual polymer chain growth by monitoring their contrast evolution.

Gold nanoparticles: Gold nanoparticles (AuNPs) play an essential role in iSCAT development.

The introduction of iSCAT to the research community occurred with the detection of AuNPs

with sizes varying from 5 nm to 60 nm. To date, iSCAT is capable of detecting 2 nm AuNPs,

which are even smaller than a single protein molecule, with a spatial resolution of 8 nm [49].

Due to their excellent scattering efficiency and biocompatibility, AuNPs have been served

as scattering labels detected and tracked by iSCAT, providing insights into various systems

[6, 53, 60–63]. In this study, we applied iSCAT to monitor the formation of AuNP itself, with

their kinetics heterogeneity being extracted [13].

Virus: Viruses (20-200 nm) are able to provide substantial iSCAT contrast for imaging, making

them one of the most extensively studied subjects in iSCAT research [52]. For instance, in

combination with fluorescence imaging, iSCAT was used to detect single viruses bound to

receptors on a supported lipid bilayer, allowing the information regarding virus position and

orientation to be extracted [54]. In addition, by monitoring the evolution of iSCAT contrast,

the stimulated ejection of DNA from individual bacteriophages was visualized with a shot-noise-

limited precision (4200 base pairs) [64].

Dynamics monitoring

Single-particle tracking: Single-particle tracking allows the visualization of the trajectory of

individual nanoparticles or molecules. When small objects such as AuNPs are used as probes and

tracked, the commonly inaccessible nanoscopic dynamics can be easily revealed. As introduced
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before, the image of a subwavelength object is shown as the PSF. By fitting its PSF with a

2D Gaussian function, the mass center of this object can be localized with high precision [65].

For example, 20 nm AuNPs attached to lipid molecules on a membrane can be tracked with a

spatial precision down to 2 nm within microseconds [66]. Studies also tried to further improve

the temporal resolution for high-speed tracking. A 913 kHz acquisition rate was reached to

track 20 nm AuNPs diffusing on the membrane with 10 nm spatial resolution [53]. Besides

using tags, label-free tracking was also successfully achieved by tracking individual microtubules

(producing signals close to 20 nm AuNPs) with a localization precision of 0.4 nm at 100 Hz [67].

Furthermore, the amplitudes as well as the radial positions of the PSF rings contain the axial

position information, thus allowing tracking to be extended from 2D to 3D. As an example,

transmembrane epidermal growth factor receptors were tracked in 3D with nanometer precision

at speeds of up to microseconds, enabling observations lasting for minutes [8].

Assembly dynamics: iSCAT can be considered as a refractive index microscope, it is sensitive

to the changes in the optical properties of the objects [68]. Using our study as an example, when

utilizing iSCAT to monitor the growth of individual AuNPs (see more details in Chapter 4), in

a diffraction-limited volume, before the initiation of the reaction (in the absence of the AuNP),

the optical properties of that volume equal to its surroundings, and no scattering signal can be

produced. This situation would change once the particle appears and grows. As a result, iSCAT

can be used to report such size evolution with high spatiotemporal resolution [13]. Similarly,

iSCAT was used to study the actin polymerization [50], the formation of lipid bilayers [69] and

nanoscopic lipid phase transitions [70]. In Chapter 5, we successfully used iSCAT to observe

the nonuniform distribution of polymeric materials during the formation of nanoplatelets and

directly visualized the composition variation within a single multilayered platelet based on

iSCAT contrast.

1.5 Summary and outlook

Over the past few decades, significant progress has been made in advancing optical single-molecule

techniques, empowering researchers across diverse fields to explore and control individual
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molecules with unparalleled accuracy and sensitivity. This chapter has provided an overview of

several widely employed optical single-molecule techniques, offering insights into their underlying

physical mechanism, as well as their respective strengths, weaknesses, and applications. The

main focus has been given to interferometric scattering microscopy which served as the key

technique for my study. The enhanced sensitivity of iSCAT compared to dark-field microscopy

was discussed in depth and the relation between iSCAT contrast and the size of the observed

objects was established. Furthermore, the applications of iSCAT in optical detection, imaging,

and characterizations as well as dynamic process monitoring were summarized.

The current state of the art in iSCAT achieves sensing of single protein molecule with

molecular weight down to 40 kDa [50]. Gold nanoparticles as small as 20 nm can be tracked with

10 nm spatial precision at nearly 1 MHz imaging rate [53]. Innovations in detector technologies,

data analysis techniques, image process as well as machine learning will undoubtedly push

its sensitivity and resolution further, which will open up new horizons for studying a broader

range of biological, chemical, and physical phenomena. While iSCAT offers notable advantages

and capabilities, the realization and adoption of this technology are still in their infancy with

their application mainly concentrated on the field of biology. However, we are confident that

with more attention being given to iSCAT, it will likely become a transformative method for

providing quantitative information across various research fields.
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Chapter 2

iSCAT microscope construction and

preliminary investigations

2.1 Introduction

In fluorescence detection, spectral filtering allows for the efficient isolation of the signal of interest

from background illumination, enabling single-molecule detection sensitivity to be achieved [21].

Similarly, in the context of scattering imaging, commonly referred to as dark-field microscopy,

spatial filtering was applied to achieve background rejection. By taking advantage of the fact

that any object with a refractive index that varies from its surrounding medium can generate

scattering signals, the need for extrinsic labels is unnecessary, offering distinct advantages over

fluorescence imaging [45, 48]. However, the detection of pure scattering signal from ever smaller

objects becomes problematic, as the scattered signal drops dramatically with particle volume

which can be easily overwhelmed by stray light produced from the sample or imperfections in

the optics. By introducing a reference signal to interfere with the scattering signal, iSCAT is

able to counteract the rapid decrease in scattered intensity seen in dark-field microscopy.

To apply iSCAT to my study, I initiated this project with the development of an instrument

calibration procedure. Monodispersed gold nanoparticles with sizes ranging from 10 to 60 nm

were spin-coated onto the plasma-cleaned glass coverslip, separately, with water chosen as the

medium for imaging. The contrast distribution of AuNPs for each size was then extracted,
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which generated a contrast vs. particle diameter calibration curve. AuNP has been widely

used in optical imaging and plays an essential role in iSCAT development [6, 71]. In the visible

regime, AuNPs exhibit strong plasmon resonances caused by the collective oscillations induced

by the interactions between AuNPs and the oscillating electric field. This effectively enhances

its scattering efficiency, allowing the light to be scattered from a much larger cross-section than

its actual physical size. For example, under 532 nm irradiation, a 40 nm AuNP can produce a

similar signal as a 160 nm silica bead.

2.2 Instrument calibration

2.2.1 Instrument construction

In this study, a wide-field iSCAT was built by Dr. Vivien Walter in our laboratory. In addition

to the existing setup, a 405 nm single-mode diode laser was introduced into the light path

for the patterned nanoparticle growth discussed in Chapter 4. No further modifications were

made beyond this addition. A detailed depiction of the setup is presented in Fig. 2.1A. A

637 nm multimode diode laser (RLMjup-6000L, Kvant lasers, Slovakia) is directed through a

lens (L1) and focused to a port of an optical fiber. Once it traverses the beam homogenizer

(Albedo system, Errol, France), a top hat beam profile is generated. Upon passing through a

second optical fiber, further followed by a collimation telescope, the homogenized light field

then undergoes resizing and collimation. Subsequently, the collimated beam passes through a

lens (L2) placed at a distance equal to one focal length from the back focal plane (BFP) of the

objective. The incorporation of a polarizing beam splitter (PBS) permits the transmission of

plane-polarized light with a specific orientation, which subsequently reaches the quarter-wave

plate (QWP). When used in combination, these two components commonly serve as an optical

isolator, which allows the signal of interest to be efficiently separated from the illuminated light,

as depicted in detail in Fig. 2.1B. Following its passage through the QWP, the plane-polarized

light undergoes conversion into circularly polarized light, ultimately being focused at the BFP

of a 100× objective (Plan-Apo 1.45 NA, Nikon, Japan). The light then be collimated again

by the objective and achieves epi-illumination at the sample, providing a 20 × 20 µm field of
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view. As mentioned earlier, a portion of light reflected back from the sample-glass interface

travels alongside the light scattered by the objects within the sample, eventually reaching the

QWP. The QWP converts them back into plane-polarized light with 90◦ rotation relative to

the incident beam. After passing through the PBS, the signal is separated from the incident

light and directed toward a high-speed CMOS camera (PCO.dimax CS1, ExcelitasPCO GmbH,

Germany). A CMOS camera was chosen here as it shows great advantages in iSCAT imaging

due to its high frame rates, flexibility in selecting regions of interest, and large full-well capacities

[56]. Furthermore, focus control was provided by a piezo-stage (P-545-3R8S, Physik Instrumente,

Germany). The camera, laser, and piezo-stage are controlled using a custom LabVIEW program

(National Instruments, USA).

Figure 2.1: iSCAT setup
(A) BH, beam homogenizer; PBS, polarizing beam splitter; QWP, quarter-wave plate; BFP,
back focal plane; CMOS, complementary metal oxide semiconductor sensor. (B) An example of
a polarization-dependent optical isolator: P-polarized incident light is transmitted through the
PBS, passes through the QWP (which converts it to a circularly polarized light), interacts with
the sample, generating a signal with the opposite-handed circular polarization (upper figure).
This signal passes through the QWP again, converting it to a S-polarized light which is then
reflected by the PBS and directed toward the detector (lower figure) [72].
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2.2.2 Contrast calibration

Materials

10, 20, 30, and 50 nm PEG-carboxyl capped monodispersed AuNPs were purchased from

nanoComposix and used as received. 60 nm citrate capped AuNPs were purchased from Merck

and used as received.

Sample preparation

Unless otherwise stated, the following cleaning protocol was consistently employed throughout

this thesis. Glass coverslips (24×60 mm, #1.5 thickness, Epredia) were sonicated successively

for 15 minutes in chloroform, acetone, and isopropanol before drying with N2. Then the solvent-

cleaned coverslips were treated with oxygen plasma for 6 minutes (Diener Electronic, Femto,

Germany). Circular silicone spacers (ϕ9×2.5 mm thickness, Merck) were washed with the same

protocol, and dried under vacuum.

AuNP standards were sonicated for 1 min to break the aggregates (it should be noted that

longer sonication time may lead to unwanted aggregation) before a 25 µL sample solution was

spin-coated onto the plasma cleaned coverslip (4000 rpm, 30 s). A cleaned spacer was mounted

onto the AuNPs coated coverslip, purified water (Millipore Direct-Q UV3, Merck) was added

into the reaction chamber then sealed with an additional coverslip (22×22 mm, Merck) which

was solvent cleaned using the same procedure as introduced above.

Image acquisition

Data presented in this chapter was collected based on the following recording conditions: 3000

frames were collected with a laser power density of 2 µW µm−2 at 637 nm, a camera exposure

time of 220 µs and overall time-lapsed frame rate of 3670 Hz. In order to distinguish objects

of interest from the static scattering background produced from the glass surface via the post-

experiment data process, the piezo stage was set to perform a 2D random walk with a fixed

z axial position (objects of interest will move with the stage but the background will remain

static). At each step, a random direction was selected, adhering to a random step length. This
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procedure is illustrated in the right-hand image of Figure 2.2A, where all particles are directed

downwards, indicated by the red arrow. The dark particles are the objects of interest, which

were tracked and with their contrast then extracted. The presence of bright spots is because of

the background correction: The median-average of the stacks before the movement was used as

the background and subtracted from the stacks after the movement, thus the particles in the

former position were subtracted and shown as bright spots. The subsequent section provides

detailed information about the data process and extraction.

Figure 2.2: Example of extracting the contrast of 50 nm AuNPs.
(A) Raw (left-hand) and background corrected (right-hand) iSCAT images of 50 nm AuNPs.
The red arrow indicates the particle moving direction, bright and dark particles corresponding
to the same particles before and after movement, respectively. (B) Contrast distribution fitted
with Gaussian distribution.
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Image analysis

Image analysis was performed using Python scripts developed in-house, with the following steps:

1. Image stacks were first cropped to remove the non-laser illumination area (raw iSCAT

image is shown in the left-hand image in Fig. 2.2A).

2. Dark counts subtraction was conducted by subtracting each frame by a frame recorded

under the same conditions without laser illumination.

3. Laser spatial intensity fluctuations were suppressed by dividing each frame by its own

modal pixel value.

4. The median average of the first 500 frames (frames before movement) was chosen as the

background which contains the static features (e.g., glass roughness). This background

was then subtracted from the raw frame sequence (stacks after movement).

5. To convert image intensities to contrast values, the background corrected stacks were then

background-normalized by dividing these stacks by the background produced from median

averaging. The result is shown in the right-hand image in Fig. 2.2A.

6. Particles were located using the Python module TrackPy [73]. Particles were selected

based on the following filtering conditions: the diameter of the circle used to detect and

analyze spots was set to 21 pixels; a minimum separation between particles of 2× this

diameter was specified; the minimum integrated brightness was set to 0.01 and a threshold

with the value of 0.001 was applied. TrackPy returns information including the position

and the size of tracked objects. A region of interest (ROI) was then defined by using the

particle position as an origin and its size as the diameter. Then within the ROI, the pixel

value with the maximum absolute value was defined as the contrast of the corresponding

particle.

7. For each size, around 100 AuNPs were tracked with their contrast being extracted. The

contrast distribution for each size was then fitted to a Gaussian function as shown in Fig.
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2.2B. From the fitting, the mean and standard deviation of the contrast for each size of

AuNPs can be extracted.

2.2.3 Calibration curve

Particle contrast, c, as defined in Chapter 1 (Eq. 1.3), can also be expressed in terms of the

particle scattering cross-section (σscat), a proportionality constant (β) describing the instrument

sensitivity and the phase shift between reference and scattered field (φ) [68]:

c = β2σscat − 2β
√
σscat sinφ. (2.1)

The scattering cross-section (σscat) relates to the particle polarizability ( α = πD3

2

(
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p−n2

m
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m

)
),

which has been introduced in Eq. 1.2 in Chapter 1. The scattering cross-section (σscat) can be

expressed as:
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D6 = P1D
6, (2.2)

where λ is the wavelength of illumination source, and to highlight the relation between σscat and

particle diameter (D) [47], σscat can be simplified as the product of an experimental parameter

1 (P1) and diameter raised to the power of 6 (D6) as shown in above. As a result, the relation

between iSCAT contrast and particle diameter can be established as:

c = β2P1D
6 − 2β

√
P1D

3 sinφ. (2.3)

Following the data process procedure introduced before, the mean contrast of AuNPs for

each size can be extracted. Fig. 2.3 displays the evolution of mean contrast as the function of

particle size (hereafter as calibration curve) alongside previously reported values [49, 68, 74, 75].
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Figure 2.3: Standard AuNPs calibration.
The evolution of mean contrast as the function of particle size. Error bars represent the standard
deviations produced from Gaussian fitting of the particle contrast distribution for each particle
size. Figure is taken from reference [13].

As the relation between particle size and contrast has been established. The calibration curve

was then fitted to Eq. 2.3 using Scipy.optimize [76] with fixed refractive indices corresponding

to our experiment conditions ( np = 0.18 and nm = 1.33). Using this procedure, β can be

determined as 9.07 ×107 m−1, similar to previously reported values [68]. It is worth mentioning

that, Fig. 2.3 exhibits a contrast reversal (changes from negative towards positive), which has

also been observed by former studies [43, 49]. This is related to phase shift (φ), which is affected

by several factors, including the Guoy phase, the scattering phase, and the phase difference

caused by the path length difference between scattered and reflected light. In this case, to

observe AuNPs with different sizes on the surface, as the objective-sample distance is fixed, the

Gouy phase remains constant, meanwhile, the scattering phase also remains constant, which

can be calculated from the refractive index of the AuNPs. As a result, the only variable is the

optical path length (L) caused by the AuNP size variation. The increase of AuNP diameter

leads to the increase of the optical path length (L), eventually leads to the change of phase shift

(φ) and contributes to destructive or constructive interference results. Using iSCAT to observe

individual AuNPs growth in Chapter 4 vividly illustrates this phenomenon.
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2.3 Summary

This chapter explicitly introduces our iSCAT setup that has been applied throughout my research.

By measuring the contrast of 10-60 nm AuNPs, we successfully explained the correlation between

iSCAT contrast and the size/mass of the object. The distinctive combination of sensitivity,

flexible temporal range, and the ability to conduct label-free imaging allow iSCAT to report

the contrast evolution of individual objects with high spatio-temporal resolution. Based on

the relationship between contrast and object properties, it is possible to extract the size/mass

evolution over time, which can be further translated into individual object kinetic information.

This is the fundamental principle that serves as the cornerstone of my study, repeatedly applied

throughout my research.

The imaging mechanism of iSCAT relies on the refractive index difference between the

object of interest and its surroundings. This allows iSCAT to be applied across a wide range

of systems, varying from biological molecules to metal nanoparticles. Thus, in the following

chapters, iSCAT was applied to explore the nanoscopic dynamics of polymerization reactions,

nanoparticle formation, and crystallizable polymeric material assembly.
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Chapter 3

Interferometric imaging of molecular

polymerization

The research presented in this chapter was conducted in collaboration with Dr. Amanda Pearce

and Dr. Jeffrey Foster from Professor Rachel O’Reilly’s group at the University of Birmingham.

They played a crucial role in training me for conducting polymerization reactions and providing

valuable advice throughout the project.

3.1 Introduction

3.1.1 Polymerization and molecular weight distribution.

Synthetic polymers are the backbone of modern society with widespread applications across

industry, science, technology, and in our daily lives [77, 78]. Free radical polymerization plays a

key role in polymer production, contributing to over 50% of annual output [79, 80]. It is generally

started with the generation of primary radicals via covalent bond cleavage caused by heat, light,

or a redox process. Then the primary radicals can be added to carbon–carbon double bonds in

monomer (e.g., vinyl monomers), followed by successive monomer units addition, leading to

the extension of the polymer chain [81, 82]. However, due to the irreversible termination and

transfer process, as well as the absence of mediating species to apply control to the reaction, the

polymeric products usually exhibit poor control on the molecular weight distribution (MWD)
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[83, 84]. MWD describes the chain length distribution of the polymer, many physical properties

of polymers are governed by their underlying molecular weight and MWD [85]. For example,

the same type of polymer with different molecular weights can exhibit totally different physical

properties, such as viscosity and transition temperature (i.e., the higher the molecular weight,

the higher the transition temperature and viscosity [86]). In addition, studies indicate that the

mechanical properties, such as Young’s modulus, rheological properties, and processability are

intimately related to MWD [87–90]. The statistical properties of this distribution are typically

understood in terms of parameters such as the number average molecular weight (Mn), the

weight average molecular weight (Mw), and the dispersity (D) [91]. Mn relates to the total

number of molecules in a unit mass of polymer which includes all kinds of shape or size of the

polymer chains. On the other hand, Mw depends on the molecular size, which means polymer

chains with higher molecular weight may contribute more to Mw. D is the ratio of the weight

average and number average, which represents the width of the MWD [90, 92]. Size exclusion

chromatography (SEC) is the most commonly used technique to measure Mn and Mw, and gives

insight into the MWD of the polymer product.

3.1.2 Surface-initiated oxygen-tolerant controlled radical polymer-

ization

Controlled (or living) radical polymerization, such as atom transfer radical polymerization

(ATRP) [93], reversible addition-fragmentation chain transfer polymerization (RAFT) [94], and

nitroxide-mediated polymerization [95] have revolutionized polymer science by providing a

simple method to synthesize polymers with controlled molecular weight, architecture, end-group

fidelity and dispersity [96, 97]. Among these techniques, since its first introduction in 1995,

ATRP has been extensively reviewed [96, 98–100] and has become a commonly used method for

implementing polymer growth on surfaces. Based on its reaction mechanism shown in Scheme 1

(Fig. 3.1), the reaction is controlled by the equilibrium between dormant and active species,

with the active radicals being deactivated after one or several monomer unit additions. Growing

radicals (R∗) can be intermittently generated by the periodical reaction between the dormant
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Figure 3.1: Scheme 1. ATRP equilibrium

form, alkyl halides/macromolecular species (Pn-X) and the activators, metal-ligand catalyst

complex (Mtm/L, where Mtm is the transition metal species in oxidation state m, L represents

ligand. The charges of ionic species and counterions are omitted here.) under the rate constant

kact. The growing radicals then react with transition metal complexes in their higher oxidation

state (X-Mtm+1/L), which act as deactivators to return to the dormant state with the rate

constant kdact [100–103]. Polymerization control is achieved by rapid radical deactivation, as the

dynamic equilibrium is skewed to the deactivation side, which generally keeps the population of

active radicals at a low level and suppresses undesirable radical-radical termination [104, 105].

This activation/deactivation process ensures that most polymer chains propagate at a similar

speed, leading to control over the molecular weight [106].

In this study, we aim to use iSCAT to observe individual polymer chain growth. From

the imaging mechanism introduced in the former chapters, we know that the generation of an

iSCAT signal requires a reference beam generated by reflection from a surface, which means

the polymer growth must occur at or near the interface. Although, ATRP is an elegant way to

provide surface-initiated polymer growth by immobilizing initiators onto the surface, the limited

oxygen tolerance of conventional ATRP prevents us from directly conducting ATRP under

iSCAT imaging conditions. The presence of trace amounts of oxygen can lead to deactivation of

the activators and inhibit the polymerization [107], and also cause termination of the reaction

by attacking the propagating carbon-based radicals [108]. With our current experiment setup,

rigorous oxygen-free conditions cannot be achieved. Fig. 3.2 illustrates the commonly used

reaction chamber in iSCAT imaging, which is assembled using a large coverslip (24×60 mm), a

rubber spacer (ϕ9×2.5 mm thickness), and a small coverslip (22×22 mm) sandwiched together

to create a reaction space (For iSCAT imaging, this reaction chamber is mounted above
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the microscope objective, with the focus adjusted onto the interface.). The second coverslip

prevents solvent evaporation but is less effective in creating an oxygen-free condition. Thus, an

oxygen-tolerant ATRP is required in this study.

Figure 3.2: Reaction chamber construction

Photoinduced polymerization provides an alternative approach for the oxygen-tolerant

ATRP [109–111]. Matyjaszewski and coworkers proposed a fully oxygen-tolerant method known

as photoinduced initiators for continuous activator regeneration (PICRA) ATRP. It allows

polymerization to occur in the presence of air, yielding polymer chains with high molecular

weights (Mn > 270,000) and low dispersities (1.16 < D < 1.44) in less than 30 minutes [112].

We assume this is an ideal benchmark to test our experiment. Firstly, oxygen tolerance enables

the reaction to be conducted under the imaging conditions. The high achievable final molecular

weight (far exceeding our detection limit of 70 kDa) enables a broader reaction range to be

monitored by iSCAT. Meanwhile, the reaction kinetics is relatively fast (finished within 30 min)

and can be further adjusted by varying the reaction conditions. Based on the time resolution

of our setup (100 µs), iSCAT can provide real-time monitoring of individual polymer chain

formation.

Sodium pyruvate (SP) plays an essential role in this reaction. It not only efficiently eliminates

oxygen under ultraviolet light emitting diode (UV LED) irradiation, enabling the reaction to be

conducted in the presence of air, but also serves as an exciter to facilitate activator regeneration

at the same time. As depicted in Scheme 2 (Fig. 3.3), when copper is employed as the catalyst,

SP undergoes a reaction with CuII, yielding the CH3C(O)CO2-CuII/L complex through an anion

dissociation/association process. With the presence of UV irradiation, the carbon-carbon bond

in the pyruvate moiety undergoes homolytic cleavage, generating CuI/L and the acyl radical,

the latter can reduce another molecule of CuII/L to CuI/L. Molecular oxygen mainly reacts

with the CuI/L, as its concentration is much higher than the concentration of propagating
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radicals. During this process, H2O2 is generated, which can be harmful to the reaction because

it produces unwanted hydroxyl radicals and triggers other parasitic reactions. The presence

of SP inhibits this process, allowing H2O2 to be quenched and form the unharmful products

CO2, H2O and sodium acetate. As a result, the reaction can be conducted under an ambient

atmosphere, with the oxidized catalyst continuously being converted back to its active reduced

form.

Figure 3.3: Scheme 2. Mechanism of PICAR ATRP

3.1.3 Techniques for polymerization characterization

Despite considerable experimental and theoretical efforts, a lot of questions regarding poly-

merization kinetics remain unsolved. For example, it is unknown what fraction of chains are

initiated during the polymerization, what fraction of chains are growing, or the proportion of

‘dead’ chains at a given time. Understanding the polymerization kinetics is the first step to

achieve control over the reaction. To reveal the underlying kinetics and mechanisms of a reaction,

real-time monitoring of individual polymer chain growth can provide important information.

However, with conventional techniques, this knowledge is limited to just the ensemble average of

a particular molecular property [113]. Commonly used techniques do not provide the resolution

to understand the individual molecular behavior giving rise to the bulk properties of the material
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[114]. As mentioned above, traditional techniques such as SEC and UV-vis spectroscopy can

only measure Mn and D, which provide information solely about the average center and breadth

of the MWD, without describing the precise distribution of molecular properties associated with

each chain [115–117]. Furthermore, the molecular-level heterogeneity that occurs during the

polymerization process is also inaccessible [114].

Thus, techniques with improved resolution were introduced for polymerization kinetic study.

For example, atomic-force microscopy (AFM) was successfully applied to monitor the growth

of individual poly(hydroxyethyl methacrylate) chains synthesized by surface-initiated RAFT

polymerization. As polymer chains prepared via RAFT polymerization exhibit a high end-group

fidelity, the terminal RAFT moieties can be transformed into thiol groups via aminolysis,

thus the AFM tip (made of gold) was able to tether to the polymer chain end and measure

the contour length of individual polymer chains [12]. However, besides the low throughput,

AFM characterizations can only be performed on polymers post-synthetically. To picture

the whole process of the polymer formation, magnetic tweezers was applied. The polymer

chain was tethered between the substrate and a magnetic bead via silane chemistry. The

position evolution of the magnetic particle reflected the polymer chain extension and gave

insights into the polymerization kinetics. In this study, magnetic tweezers revealed that with

the presence of pulling force, the polymer chain growth exhibits wait-and-jump steps during

ring-opening metathesis polymerization [118]. However, monitoring the chain prolongation with

magnetic tweezers requires both ends of the growing polymer chain to be tethered, which means

the polymer growth must proceed by insertion polymerization. This limits its application to

other polymerization reactions [113]. In addition to the force-based techniques, fluorescence

microscopy measurement provides an alternative approach to study polymerization. For example,

by adding fluorescently labeled monomers with low concentration (down to 10−14 M) into the

reaction solution, Blum and coworkers observed the incorporation of individual monomers into

polymer aggregates during ring-opening metathesis polymerization, providing information on

the polymerization location and dynamics [119]. The same group then further explored the

catalytic kinetics change in single particles and the distribution of such behavior in the sample

with the same reaction system [120]. A recently developed method known as the coupled
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reaction approach toward super-resolution imaging enables the real-time optical sequencing of

single synthetic copolymer chains by rendering reactions effectively fluorogenic [121]. However,

despite the fluorescence label pushed the sensitivity down to the molecular level, it also causes

inevitable limitations. For instance, the size of fluorescent labels, ranging from 200 to 1000

Da, can induce considerable perturbations in the molecular kinetics of a polymer, given that

individual monomers typically weigh only around 100 Da.

3.1.4 iSCAT monitoring of single polymer chain growth

As previously discussed, iSCAT, a label-free, non-contact imaging technique with high spatio-

temporal resolution, holds considerable promise for studying polymerization at the molecular

level. It has also been employed as a form of mass photometry to investigate individual

protein polymerization processes, such as α-synuclein aggregation and actin filament elongation

[50]. Consequently, applying iSCAT to examine polymer growth prepared via PICAR ATRP

appears to be a reasonable choice. As shown in Fig. 3.4A, the initiator is immobilized onto

the glass coverslip, and with the presence of SP, the polymerization is initiated upon LED

irradiation. Fig. 3.4B gives a simplified illustration of observing the growth of individual

poly(N,N-dimethylacrylamide) (PDMA) polymer chains, with the molecular weight of the

polymer chain reaching the detection limitation of iSCAT (70 kDa), we should be able to observe

particles gradually appear on the surface. The contrast of individual polymer chains can then be

followed as the reaction proceeds. We expect to observe that the contrast evolution of individual

polymer chains follows a similar trend as demonstrated in the calibration curve in Chapter 2.

31



CHAPTER 3. INTERFEROMETRIC IMAGING OF MOLECULAR POLYMERIZATION

Figure 3.4: Schematic illustration of iSCAT observation of individual polymer chain
growth.
(A) Surface-initiated PICAR ATRP of PDMA with the presence of air. (B) For PICAR ATRP
of PDMA growth, initiators (yellow) were immobilized on the glass coverslip, with monomer
(blue), catalyst, ligand and SP added. 365 nm LED illumination was delivered via a liquid light
guide (pE4000/pE1906, CoolLED, UK) placed 10 mm above the reaction chamber. Interference
between light scattered from a growing polymer chain (IS) and light reflected at the reaction
solution-glass interface (IR) is detected.

In conclusion, the primary objective of this chapter is to utilize iSCAT as a mass photometry

for real-time reporting of the contrast of individual polymer chains. By leveraging the relationship

between contrast and the mass of the object, we can extract valuable kinetic information about

the growth of individual polymer chains, revealing the heterogeneous kinetic information that is

commonly inaccessible by other techniques.

3.2 Materials and methods

3.2.1 Materials

Before use, N,N-dimethylacrylamide (DMA, 99% pure, average molecular weight 99 g mol-1)

monomer was passed over a basic alumina (Al2O3, Brockmann I) column to remove the

inhibitor. N-isopropylacrylamide (NIPAM, 97%), copper (II) bromide (CuBr2, 99% pure), tris[2-

(dimethylamino)ethyl]amine (Me6TREN, 99%), 2-hydroxyethyl 2-bromoisobutyrate (HOBiB,

95%), sodium pyruvate (SP, C3H3NaO3, ≥99%), sodium bromide (NaBr, ≥99.0%), sodium

phosphate dibasic (Na2HPO4, ≥99.0%) and potassium phosphate monobasic (KH2PO4, ≥99.0%),

dimethylformamide (DMF, 99.8%) and deuterium oxide (D2O, 99.9 atom % D) were purchased

from Merck and used as received. 3-(trimethoxysilyl)propyl 2-bromo-2-methylpropanoate (≥

32



CHAPTER 3. INTERFEROMETRIC IMAGING OF MOLECULAR POLYMERIZATION

95% pure) was bought from Gelest and used as received. DMA, NIPAM, ligand (Me6TREN),

and the bulk initiator (HOBiB) were sealed and kept at 4 ◦C, while the catalyst (CuBr2), SP,

and 3-(trimethoxysilyl)propyl 2-bromo-2-methylpropanoate were stored under vacuum (in a

desiccator containing silica gel beads) at room temperature.

3.2.2 PICAR ATRP: polymer synthesis and characterization

Polymer synthesis in bulk

The protocol outlined in reference [112] was used in this study. As pH plays an important role

in controlling the polymerization during PICAR ATRP, a phosphate-buffered saline solution

containing bromide anions (Br-PBS) was used. To prepare Br-PBS solution, NaBr (14.08 g,

136.8 mM), KBr (0.32 g, 2.69 mM), Na2HPO4 (1.44 g, 10.14 mM) and KH2PO4 (0.24 g, 1.76

mM) were added into a 100 mL volumetric flask with water filled to the mark. Then the buffer

was filtered with a 0.22 µm syringe filter and stored at 4 ◦C.

A series of reactions were conducted with different conditions using the following general

protocol. HOBiB (16.9 mg, 0.08 mM in 1.0 mL of DMF) and CuBr2 (17.9 mg, 0.08 mM

in 20.0 mL of DMF) stock solution were prepared, then Me6TREN (27.6 mg, 0.12 mM) was

added into 5 mL CuBr2 stock solution to form CuBr2/Me6TREN stock solution. A 7 mL glass

vial equipped with a magnetic stir bar was charged with SP (44.0 mg, 0.4 mM), NaBr (41.2

mg, 0.4 mM), filtered DMA/NIPAM (317/362 mg, 3.2 mM) and sealed with a rubber septum

then purged with nitrogen for 5 min. 3.2 mL DI water, 0.4 mL Br-PBS solution, 0.2 mL

CuBr2/Me6TREN stock solution, and 0.2 mL HOBiB stock solution were mixed and added into

the vial through a syringe. The reaction was initiated with LED irradiation (365 nm, 1.17 mW

cm−2). Samples were taken from the reaction mixture at predefined timed intervals for nuclear

magnetic resonance (NMR) spectroscopy analysis to determine the monomer conversion rate.

Proton nuclear magnetic resonance (1H NMR) spectroscopy analysis

0.15 mL samples of the reaction mixture were periodically withdrawn, added into 0.5 mL D2O,

and taken for 1H NMR spectroscopy analysis. All spectra were collected by a Bruker Avance
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400 MHz spectrometer. The data was analyzed in Mestrenova×64 software.

iSCAT monitoring of individual PDMA chain formation

It needs to be noted that, DMA was chosen as the monomer instead of NIPAM for surface-

initiated polymerization observed by iSCAT. This modification was made because the polymer

poly(N-isopropylacrylamide) (PNIPAM) exhibits temperature-responsive behavior, with a lower

critical solution temperature in water at approximately 32 ◦C [122]. PNIPAM undergoes a phase

transition and conformational changes as the temperature exceeds its critical point. Considering

that laser-induced heat during iSCAT observation could trigger this phase transition, we selected

DMA as the monomer, which has a slight variation in the side chain but its polymer is more

stable at elevated temperatures compared to PNIPAM.

Plasma-cleaned coverslips and spacers were prepared following the same protocol introduced

in Chapter 2. To immobilize the initiator onto the surface, plasma-cleaned coverslips were

soaked in the 17 nM 3-(trimethoxysilyl)propyl 2-bromo-2-methylpropanoate anhydrous toluene

solution at room temperature for at least 12 h. They were then rinsed with toluene to remove

the unattached initiator and dried with a stream of nitrogen before use. Then a cleaned spacer

was mounted onto the initiator-modified coverslip to form the reaction chamber, and the reaction

solution (prepared following the same protocol as the bulk reaction) was added into the reaction

chamber with the second coverslip placed on top to seal the reaction (Fig. 3.2). Then the

reaction chamber was placed above the objective with the focus adjusted onto the surface, and

iSCAT recording started immediately after the LED irradiation. 365 nm LED with power set to

1.17 mW cm−2 was delivered via a liquid light guide (pE4000/pE1906, CoolLED, UK) placed

10 mm above the reaction chamber as shown in Fig. 3.4B. It’s worth mentioning that as our

observation is still constrained by the diffraction limit, the maximum surface polymer density

needs to be relatively low, which means a low surface initiator concentration (17 nM) should

be used. However, as reported previously, without or with insufficient initiator addition in

the system, SP is able to initiate the reaction independently, leading to a loss of control over

the reaction [112]. Thus, the initiator used for bulk reaction (HOBiB) was also added to the

reaction solution for the surface-initiated PICAR ATRP.
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3.3 Results and discussion

3.3.1 Bulk synthesis of PNIPAM

PNIPAM was synthesized in bulk following the procedure reported previously [112]. The reaction

was carried out in Br-PBS buffer with molar ratios of [NIPAM]/[HOBiB]/[CuBr2]/[Me6TREN]

set at 2000/1/0.5/3, with the addition of 0.4 mM of SP. Samples were withdrawn before and

every 6 minutes after the initiation of the reaction, which were then mixed with D2O and

set for NMR spectroscopy analysis immediately. 1H NMR spectroscopy provides quantitative

information about the composition of the sample, it is a fast and convenient way for assessing

the degree of polymerization and conversion. Without LED irradiation, only NIPAM monomer

can be detected in the reaction solution as shown in Fig. 3.5A. Using the sample collected at 30

min of reaction as an example, the previously absent characteristic resonance peaks of PNIPAM,

such as methylene (peak e, 1.2-1.7 ppm) and methine (peak f, 2.3-2.7 ppm) peaks appear on

the spectra (Fig. 3.5B), indicating the successful formation of PNIPAM polymers after 30 min

of LED irradiation. DMF was used in the reaction which can act as an internal standard to

compare the disappearance of vinyl peaks against the DMF peak. After integration, peak ’a’

was chosen to calculate the fractional monomer conversion as shown in Eq. 3.1:

fconv =
I0 − It
I0

× 100%, (3.1)

where, I0 represents the integrated area of the monomer peak at the initial time, It represents

the integrated area of the monomer peak at time t.
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Figure 3.5: PNIPAM formation monitored by 1H NMR spectroscopy.
The reaction was performed in a Br-PBS buffer with [NIPAM]/[HOBiB]/[CuBr2]/[Me6TREN]
molar ratios of 2000/1/0.5/3, in the presence of SP (0.4 mM). Samples collected at predetermined
time points were added into D2O and then sent for NMR spectroscopy analysis immediately.
(A) NMR spectrum of the sample collected before LED irradiation. (B) NMR spectrum of the
sample collected after 30 min of LED irradiation.

Based on Eq. 3.1, the monomer conversion evolution as the function of time can be extracted

as shown in Fig. 3.6A. It can be noted that there is a lagged period with no polymer formation

in the first 6 minutes. This is because the CuI/L formed during this period was consumed by

the oxygen in the system. After full elimination of oxygen, the monomer conversion gradually

increased with time, and the reaction basically completed after 30 minutes with a fractional

monomer conversion of 96.8%, closely aligning with previously reported values [112]. Based on

the conversion rate the molecular weight of PNIPAM can be further estimated following the

equation shown below:
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M =
[M ]0
[I]0

× fconv ×Mw(M), (3.2)

herein [M ]0 and [I]0 are the initial monomer and initiator concentration, respectively. Mw(M)

is the molecular weight of the monomer, in this case, the molecular weight of NIPAM is 113.2 g

mol-1. Thus the molecular weight evolution as the function of time can be further generated

as shown in Fig. 3.6B. As mentioned before the detection limit of our iSCAT setup is around

70 kDa (the orange dashed line), which means that with these reaction conditions, we can use

iSCAT to track most of the stages involved in this polymerization.

Figure 3.6: Monomer conversion and corresponding molecular weight evolution over
time.
(A) Monomer conversion vs. time. (B) Molecular weight evolution of PNIPAM as the function
of time (detection limit of our setup is marked out in the orange dashed line).

However, when the reaction was moved onto the surface and monitored with iSCAT, the

637 nm laser-induced heating made the observation problematic. PNIPAM is a temperature-

responsive polymer with a lower critical solution temperature in water at approximately 32 ◦C

[122]. Under laser illumination, it undergoes a phase transition, thus DMA with a slight side

chain variation but more stable under elevated temperature was chosen for the following studies.
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3.3.2 Bulk synthesis of PDMA

Figure 3.7: PDMA formation monitored by 1H NMR spectroscopy.
The reaction was performed in a Br-PBS buffer with [DMA]/[HOBiB]/[CuBr2]/[Me6TREN]
molar ratios of 2000/1/0.5/3, in the presence of SP (0.4 mM). Samples collected at predetermined
time points were added into D2O and then sent for NMR spectroscopy analysis immediately.
(A) NMR spectrum of the sample collected before LED irradiation. (B) NMR spectrum of the
sample collected after 30 min of LED irradiation.

The same reaction was repeated, with the monomer replaced with DMA, samples prior to the

polymerization reaction (before LED irradiation) and after 30 min of reaction (after 30 min of

LED irradiation) were collected and mixed with D2O and sent for NMR spectroscopy analysis.

Similarly, without LED irradiation, only DMA monomer can be detected in the reaction solution
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(Fig. 3.7A), and after 30 min of reaction, the previously absent characteristic resonance peaks of

PDMA can be observed in the spectra as displayed in Fig. 3.7B. By comparing the disappearance

of vinyl peaks (peak ’d’ in this case) against the DMF peak, we can know that after 30 min

of LED irradiation, 91% of the monomer has been converted into polymer with an estimated

molecular weight of 180 kDa. As a result, replacing the monomer with DMA still produced a

polymer with a molecular weight above the detection limit. Therefore, this reaction can be

adapted for surface reactions under iSCAT observation.

3.3.3 iSCAT monitoring of PDMA formation in real-time

The same reaction conditions were then applied to conduct surface-initiated PICAR ATRP.

As introduced in the mechanism of PICAR ATRP, SP can initiate the reaction independently,

without requiring any initiator, which leads to the loss of control of the reaction. Thus, alongside

the surface initiator used in the reaction, HOBiB was added to the reaction solution. The

reaction solution was prepared with [DMA]/[HOBiB]/[CuBr2]/[Me6TREN] with molar ratios

of 2000/1/0.5/3 and the addition of 0.4 mM SP in Br-PBS buffer solution. A 150 µL reaction

solution was added onto an initiator-modified coverslip (plasma-cleaned coverslips soaked in 17

nM surface initiator solution overnight). Before LED irradiation, dark particles can already

be observed with iSCAT, and their contrast remained constant throughout the reaction, as

shown in Figure 3.8A. The contrast of most particles observed at 800 s remained the same in

the following time points (no observable variation can be seen in the stacks from 0 to 795s,

which are not displayed here). To confirm that no polymer formation occurred before LED

irradiation, a 150 µL reaction solution was sent for NMR spectroscopy analysis. The result, as

shown in Figure 3.8B, confirms no polymer formation, indicating that the particles observed

at this stage were not polymers. These particles may have been introduced from the reaction

solution or contamination introduced during surface preparation, and since they remained static

throughout the reaction, they can be considered as background and easily removed via data

process. iSCAT recording started immediately after LED irradiation, and during the first 800

seconds, no observable changes in particle density or contrast were noted. After 800 seconds,

as shown in Figure 3.8A, new particles gradually appeared on the surface, with their contrast
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changing from negative (dark) to positive (bright) over time. The contrast reversal observed

here follows the same trend as the calibration curve, which will be discussed in detail in Chapter

4. The lagged time observed in the bulk reaction (Fig. 3.6) is also evident in the formation of

particles. The particle formation started after the complete removal of oxygen from the solution.

After recording, the reaction solution was withdrawn from the reaction chamber and sent for

NMR spectroscopy analysis. Figure 3.8C indicates the successful formation of PDMA after 30

minutes of LED irradiation. The monomer conversion is approximately 79%, and the estimated

molecular weight of the produced PDMA is 156 kDa, which is above the detection limit of

iSCAT.

From Fig. 3.8A, it is evident that the detected particles generate strong signals comparable

to the contrast observed in the AuNP standard from Chapter 2. This outcome is unexpected,

as polymer particles with estimated molecular weights should typically yield much weaker

scattering signals compared to AuNPs. As a result, before proceeding to data analysis, it is

reasonable to confirm that the growing particles observed here are polymer particles. However,

as the label-free technique, iSCAT cannot confirm these growing particles are PDMA polymers,

thus more control reactions were conducted. The same reaction without monomer addition

was repeated. As displayed in Fig. 3.9, even in the absence of DMA, particle growth was still

observed. Based on the most commonly used method for metal nanoparticle (NP) preparation,

we assume the reduction of CuII to CuI during the polymerization created an ideal condition for

copper NP formation [123]. As a result, we assume particles observed in Fig. 3.8 and Fig. 3.9

were copper NPs. To further confirm this, the same control reaction was conducted without the

addition of copper catalyst. Under these conditions, no particle formation can be observed. In

addition, it can be noted that the presence of monomer also affect the formation of NPs. NPs

formed without the addition of monomer (Fig 3.9) turn to be more uniform with lower contrast.

We assume that the addition of DMA monomer affect the pH of the reaction solution, thus

alter the formation of copper NPs. As a result, optimizing the reaction conditions to prevent

the formation of NPs is necessary. This is particularly crucial for iSCAT monitoring because

label-free detection poses a great challenge in differentiating between polymer particles and

copper NPs. In addition, as the metallic NP, copper NPs produce much stronger scattering
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signals than soft matter like polymers. The presence of copper NPs poses a substantial challenge

to the detection of weak scatters.

Figure 3.8: Real-time iSCAT observation of individual polymer chain growth.
The reaction solution is composed of [DMA]/[HOBiB]/[CuBr2]/[Me6TREN] with molar ratios
of 2000/1/0.5/3 and an addition of 0.4 mM SP. A laser power density of 0.004 mW µm−2 at 637
nm, exposure time 350 µs, and overall time-lapsed frame rate 5 s−1 were chosen. LED intensity
was set to: 1.17 mW cm−2. (A) Montage of iSCAT images collected during PICAR ATRP
(scale bar: 3 µm). (B) NMR spectrum of sample collected before LED irradiation. (C) NMR
spectrum of sample collected after 30 min of LED irradiation.
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Figure 3.9: Formation of copper nanoparticles.
Reaction and recording conditions were kept the same as in Fig. 3.8, with no monomer addition.
Montage of iSCAT images collected during PICAR ATRP without DMA addition (Scale bar: 3
µm). A laser power density of 4 µW µm−2 at 637 nm, a camera exposure time of 350 µs, and an
overall time-lapsed frame rate of 5 s−1 were chosen. LED intensity was set to: 1.17 mW cm−2.

3.4 Summary and future work

In this chapter, we first explored the reaction conditions in bulk that produce polymer with

molecular weight above the detection limit of our setup. Then we tried to adapt these reaction

conditions onto surface and observe individual polymer chain growth with iSCAT. However,

under the reductive environment, copper NPs were also produced together with the polymers.

This presents a challenge for our study. Firstly, as a label-free detection technique, iSCAT

lacks specificity, making it unable to distinguish between the detected objects. Additionally,

the metal NPs produce much stronger scattering signals compared to the polymer molecules.

The presence of copper NPs further complicates the detection of polymer molecules. As a

result, rather than continuing with the current project, we chose to first explore the potential

for controlling NP formation using iSCAT. This approach may provide valuable insights into

minimizing NP formation during polymerization, thereby offering guidance for designing optimal

polymerization reaction conditions.

Meanwhile, metal-free polymerization reactions offer an alternative approach for this study

[124–126]. In these studies, metal catalysts were replaced by photocatalysts which allows the

polymerization to proceed upon photo irradiation in the presence of air.
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Chapter 4

Real-time monitoring and control of

nanoparticle formation

Under a reductive environment, metal ions in a higher oxidation state will be reduced to their

lower state and undergo nucleation and autocatalytic growth which finally leads to the formation

of nanoparticles. In Chapter 3, in the presence of sodium pyruvate, copper nanoparticles were

generated upon LED irradiation. The successful observation of individual copper nanoparticle

formation with iSCAT inspired us that it can be used to further explore the growth kinetics of

individual nanoparticles. A systemic study of metallic nanoparticle kinetics not only provides

improved reproducibility and scalability in engineering complex nanomaterials but also is useful

for us to better understand this system and find a way to inhibit nanoparticle formation during

polymerization.

This work has recently been published: Guo, Y., Walter, V., Vanuytsel, S., Parperis, C.,

Sengel, J. T., Weatherill, E. E., & Wallace, M. I. (2023). Real-Time Monitoring and Control of

Nanoparticle Formation. Journal of the American Chemical Society, 145(29), 15809-15815.
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4.1 Introduction

4.1.1 Importance of controlling nanoparticle size and growth in

nanomaterial design

Reducing the size of a material to the nanoscale would give rise to new physicochemical

properties that are significantly different from those of bulk substances [127]. Due to the

unique size-dependent features, including mechanical, electromagnetic and optical properties

[128], nanoparticles (NPs) have drawn much attention, offering significant advances; impacting

areas as varied as catalysis [129–131], drug delivery [132–135], photothermal therapy [136, 137],

and biosensing [138–141]. Given the intimate link between nanoscopic dimensions and their

distinctive properties, precise control over NP size and size dispersity is critical to their effective

applications [142–144]. As a result, designing complex NPs with specific properties necessitates

a comprehensive understanding of NP growth and the means to control it.

4.1.2 Techniques for NP characterization

Despite the significant role that NPs have played in the development of iSCAT, iSCAT has not

yet been applied for NP characterization. Compared to iSCAT, currently applied techniques are

facing many limitations. For example, conventional techniques such as light scattering [145] and

absorption spectroscopy [146] are commonly used in NP characterization, involving averaging

over all the detected particles that appear in the sample, and therefore cannot fully capture

the diversity of the objects. To reach a higher spatial resolution with the ability to resolve

individual NPs. Electron microscopy was introduced, which can directly measure the size and

morphology of individual NPs. However, as a solid-state technique, NPs are required to be

separated from the solution and dried before imaging, which may lead to continued growth

or agglomerate formation under the concentrated environment and poses a great challenge in

kinetic application [147–149].

Numerous techniques have been devoted to bridging the gap between well-characterized (yet

ensemble) kinetics and the nanoscopically-resolved (albeit static) imaging of single particles.
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The same optical properties that provide ensemble-averaged readout of particle growth were

also applied to individual NPs [150]. For instance, the growth and oxidation of gold nanorods

can be monitored via the alteration in surface plasmon resonance induced by changes in their

length [151, 152]. Although powerful, such methods rely on the presence of a length-dependent

plasmon resonance. The application of photothermal microscopy offers a different route in

NP characterization, involving the detection of the signal arising from temperature-induced

refractive index changes. However, the low temporal resolution (order of the millisecond per

pixel) limits its kinetic applications [36, 37]. Wide-field photothermal microscopy offered an

improved acquisition rate but at the expense of some sensitivity [38–40]. Similarly, atomic force

microscopy used to study AuNP growth is also limited by its relatively slow temporal resolution

[153]. Looking forward, recent advances in liquid-cell electron microscopy provide one promising

route to characterize NP in situ with exquisite spatial resolution [154, 155], but at the expense

of complex, expensive instrumentation and low throughput.

4.1.3 iSCAT monitoring of individual NP formation in real-time

As repeatedly discussed in this thesis, iSCAT demonstrates the capability of real-time reporting

on dynamic processes with both high sensitivity and high spatio-temporal resolution. Its

inherent label-free capability enables it to monitor kinetics across a broad range of timescales,

encompassing both rapid and slow processes. Combining the results acquired in Chapters 2

and 3 (the AuNP calibration curve and observation of copper nanoparticle formation during

polymerization), it is fair to consider iSCAT as a potential technique that can be used for NP

characterization as well as monitoring individual NP formation.

In this study, AuNPs, which are the most extensively researched NPs in various fields, were

chosen as the model system to test our method. AuNPs are the most commonly used labels

in iSCAT imaging, as they exhibit strong scattering efficiency which enables highly sensitive

and real-time tracking at the nanoscale [66, 156]. Turkevich method was first chosen to prepare

AuNPs. Within this method, sodium citrate serves as both a reducing agent and a capping agent

during the formation of AuNPs [157, 158]. In addition, photoreduction is not a new concept for

NP preparation [159–162]. To achieve further control over the AuNP formation, photo-initiation
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was then introduced to provide spatio-temporal control and ambient initiation of NP generation.

From Chapter 3, we know that sodium pyruvate can be an efficient photoreductant in NP

generation and was incorporated in this study as well.

4.1.4 Knietics of NP formation

The kinetics of NP formation is described by a model suggested by Finke and Watzky (hereafter

the FW-model), known as two-step nucleation–autocatalysis [163]. It discusses the relation

between particle diameter and kinetics in detail (Eq. 4.1):

D = Df

(
1 − k1 + k2[A]0

k2[A]0 + k1e(k1+k2[A]0)t

) 1
3

, (4.1)

Where D is the diameter of an individual AuNP at a given time t,Df is the final diameter of

that AuNP, k1 and k2 are the rate constants for nucleation and autocatalytic growth of the

corresponding AuNP, and [A]0 represents the initial gold precursor concentration used for the

reaction. Fig. 4.1 gives an example of how the diameter of a single AuNP is expected to evolve

with time.

Figure 4.1: Model representation: Temporal evolution of the particle diameter (D)
with respect to time (t).
For demonstration, [A]0, Df, k1 and k2 with values of 0.35 × 10−3, 75.5, 1.1 × 10−4, and 25.3,
respectively, were applied to Eq. 4.1.
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As explained in Chapter 2 (Fig. 4.2), the relation between the iSCAT contrast and the

diameter of the AuNPs is given by Eq. 2.3.

Figure 4.2: Revision of equations illustrating the relationship between iSCAT contrast
and nanoparticle size (Chapter 2).
c is contrast detected by iSCAT, σscat is particle scattering cross-section, β is a proportionality
constant describing the instrument sensitivity, φ is the phase shift between reference and
scattered fields, λ is the wavelength of illumination source, np and nm are refractive indices
of the particle and the surrounding medium, respectively, D is particle diameter and P1 is an
experimental parameter introduced to simplify the expression.

Combining Eq. 2.3 and Eq. 4.1, the relation between iSCAT contrast and kinetics can be

established as illustrated by Eq. 4.2:

c = β2P1

(
D3

f

(
1 − k1 + k2[A]0

k2[A]0 + k1e(k1+k2[A]0)t

))2

− 2β
√

P1D
3
f

(
1 − k1 + k2[A]0

k2[A]0 + k1e(k1+k2[A]0)t

)
sinφ.

(4.2)

This equation describes how the real-time contrast for the individual NPs would be expected

to evolve, with a distribution of individual rate constants that change with reaction conditions

can be acquired.

This study proved that individual particle growth kinetics are well-described by the two-step

nucleation–autocatalysis model reported previously. Furthermore, we successfully combined

spatially patterned activation of the photoreductant sodium pyruvate with iSCAT microscopy

to achieve fast, label-free monitoring and control of hundreds of AuNPs in real-time.
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4.2 Materials and methods

4.2.1 Materials

Gold(III) chloride trihydrate (HAuCl4·3H2O, ≥ 99.9%), sodium citrate tribasic dihydrate

(Na3C6H9O9·2H2O), sodium pyruvate (SP, C3H3NaO3, ≥ 99%) and poly(ethylene glycol) (PEG,

averaged molecular weight: 10000 g mol−1) were purchased from Merck and used as received.

4.2.2 iSCAT monitoring of AuNP growth

Instrument construction

An identical iSCAT setup employed in Chapter 2 for instrument calibration was also utilized

to monitor the formation of AuNPs prepared via citrate reduction. For photo-initiated AuNP

formation, 365 nm LED illumination was delivered via a liquid light guide (pE4000/pE1906,

CoolLED, UK) placed 10 mm above the reaction chamber as shown in Fig. 4.3A. To achieve a

patterned illumination, this 365 nm LED was replaced with 405 nm single mode diode laser

epi-illumination with a spatial light modulator (SLM, SN 4719, Meadowlark Optics, USA)

inserted into the iSCAT beam path via a dichroic filter (Di01-E405, Semrock) to deliver an 8 ×

8 µm checkerboard pattern as shown in Fig. 4.3B.

Figure 4.3: Modified instrument setup for photocontrol of AuNP growth.
(A) Experiment setup for photocontrolled AuNP preparation. (B) iSCAT setup with a checker-
board pattern applied to the SLM. DM, dichroic mirror; PBS, polarizing beam splitter; QWP,
quarter-wave plate; BFP, back focal plane; CMOS, complementary metal oxide semiconductor
sensor.
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Sample preparation

6 mM HAuCl4 and 30 mM citrate/SP stock solutions were freshly prepared and stored on ice.

The final concentration of HAuCl4 and citrate/SP was varied by adjusting the volume of stock

solutions added into each reaction to reach a final volume of 5 mL. To minimize AuNP formation

before imaging, the reaction solution was mixed in a light-tight ice bath for 5 min. 150 µL of

the reaction solution was then sealed in the reaction chamber using the second coverslip placed

on top of the spacer (as shown in Fig. 3.2 in Chapter 3). Then the reaction chamber was placed

above the iSCAT objective, with the focus adjusted onto the surface. For citrate reduction, a

laser power density of 3 µW µm−2 at 637 nm, a camera exposure time of 220 µs, and an overall

time-lapsed frame rate of 1 s−1 were selected. For SP reduction, a laser power density of 0.37 ×

10−2 µW µm−2 at 637 nm, a camera exposure time of 100 ms and an overall time-lapsed frame

rate of 2 s−1 were selected. The lower iSCAT laser power and longer exposure time in the SP

experiments were chosen to minimize photoreduction of the absorption tail of the blue excitable

SP by the longer (red) wavelength iSCAT beam.

4.3 Data analysis and fitting

Image analysis was performed using Python scripts developed in-house with the following steps.

Please note that any modifications made in this data processing protocol compared to Chapter

2 have been highlighted in italics.

1. Image stacks were first cropped to remove the non-laser illumination area.

2. Dark counts subtraction was conducted by subtracting each frame by a frame recorded

under the same conditions without laser illumination.

3. Laser intensity fluctuations were suppressed by dividing each frame by its modal pixel

value.

4. At the initial stage of the reaction, no particles are visible on the surface thus a static

background (generally produced by interference between back reflections and imperfections in
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optical elements, nonuniform illumination, or nonuniform pixel response) can be obtained

by applying a median average to these early frames (around 100 frames, depends on the

reaction kinetics) as shown in Fig. 4.4 [164].

Figure 4.4: Background estimation.

5. To eliminate the static signatures and improve sensitivity, we subtracted the median-

averaged background generated in the last step from the image stacks. Subsequently, to

convert image intensities into contrast values, the background-corrected image stacks were

normalized via division with the median-averaged background. See more details in Fig. 4.5.

Figure 4.5: Background correction, subtraction, and particle tracking.

6. As shown in Fig. 4.5, particles can be located using the Python module TrackPy [73].

Particles were selected based on the following filtering conditions: the diameter of the

circle used to detect and analyze spots was set to 21; a minimum separation between

particles of 2× this diameter was specified; the minimum integrated brightness was set to

0.01 and a threshold with the value of 0.001 was applied. TrackPy returns information

including the position and the size of tracked objects. A ROI was defined by using the
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particle position as an origin and size as a diameter. Then within the ROI, the pixel value

with the maximum absolute value was defined as contrast. As a result, from one recording

over a hundred NP contrast evolution can be extracted as displayed in Fig. 4.6.

7. The contrast evolution of each tracked particle can then be fitted to Eq. 4.2 using

Scipy.optimize [76] with fixed parameters: In this case, the refractive indices of AuNPs

(np = 0.18) and reaction solution (water, nm = 1.33) are known, and β = 9.07 × 107 m−1

has been determined from fitting the calibration curve in Chapter 2 (Fig. 2.3).

8. Fitted NP tracks were then filtered to exclude outliers corresponding to situations where

two NPs were too close to be distinguished, or where the growth period was too short to

provide enough data points for fitting. k1, k2 and Df were restricted to positive values. φ

was restricted between 0 to 2.3.

9. Once the fitting parameters of individual AuNPs, such as k1, k2, Df, and φ, are extracted,

plots with the distribution of these kinetic parameters under different reaction conditions

can be generated (see examples in Fig. 4.9). Furthermore, by reintegrating k1, k2, and Df

into Equation 4.1, the diameter evolution over time can also be obtained (see examples in

Fig. 4.7B).

4.4 Results and discussion

4.4.1 Monitoring single AuNP growth

A typical NP growth experiment monitored by iSCAT can be conducted via the following

procedure: 0.4 mM HAuCl4 was mixed with 1 mM citrate solution on ice in the absence of light

for 5 min. The mixture was then added to the chambered coverslip and sealed with the second

coverslip before imaging (Fig. 3.2). Then the reaction chamber was placed above the iSCAT

objective with focus adjusted onto the surface, followed by recording. A laser power density of 3

µW µm−2 at 637 nm, an exposure time of 220 µs, and an overall time-lapsed frame rate of 1

s−1 were selected. With our setup, kinetics from over a hundred particles at a density of 0.5

particles per µm2 can be acquired with a maximum temporal resolution of 100 µs. As shown in
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Fig.4.6, 144 NPs contrast temporal evolution can be tracked simultaneously from one iSCAT

recording. The contrast evolution of these particles, as illustrated in the figure, follows a similar

trend. The variation in the starting time of growth can be attributed to nonuniform nucleation

initiation.

Figure 4.6: iSCAT monitoring of individual AuNP growth.
(A) Montage of images collected during AuNP growth using citrate as the reductant (scale
bar 3 µm). As the size of the NPs increases, their contrast transitions from negative (dark) to
positive (bright). When the contrast of the particle reaches a certain threshold, it saturates
the camera under the imaging conditions, appearing as bright spots surrounded by a halo. (B)
Contrast evolution of 144 AuNPs tracked from A.
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The calibration curve in Chapter 2 displays a contrast reversal with the increase of NP size,

which can also be observed in Fig. 4.6A and B. As shown in the snapshots taken from iSCAT

recording across the reaction (Fig. 4.6A), as the reaction proceeds, dark particles gradually

start to appear on the surface, and they become darker and darker before turning bright (the

complete growth process is shown in Movie S1, provided in the appendix). In corresponding to

the iSCAT contrast in Fig. 4.6B, they are first detected with contrast more negative than the

overall background (dark spots) before becoming positive (bright spots). It should be noted

that when a particle grows large enough, its contrast reaches a certain threshold that saturates

the camera under the imaging conditions, causing it to appear as a bright spot surrounded by a

halo as shown in Fig. 4.6A.

Figure 4.7: Contrast and size evolution of individual AuNPs as the function of time.
(A) Contrast evolution of 4 particles fit to the FW-model (dots represent raw contrast reported
by iSCAT, solid lines are fitted data, here are four examples taken from Fig. 4.6B). (B) Size
evolution of 14 particles. Figure is taken from reference [13].

Fig. 4.7A displays four examples of individual AuNPs contrast evolution taken from Fig.4.6B.

One data point in the curve represents the contrast of that AuNP at the corresponding time

point. With the relationship between contrast and reaction kinetics having been previously

established in Eq. 4.2, we can fit the data and extract the kinetic information of individual

AuNPs. From the fitting results (solid line in Fig. 4.7A), we can know that NP growth kinetics

are well-described by the FW-model. In addition, by incorporating the kinetic parameters

obtained from the fitting into Eq. 4.1, we can acquire the evolution of the diameter of individual

AuNPs as a function of time, as illustrated in Fig. 4.7B. It can be noticed that no growth
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information is displayed when the particle size exceeds 80 nm. This is because we selected

imaging conditions to investigate the early stages of growth. Beyond 80 nm, the signal from

individual NPs saturates the detector, and such data were excluded during processing.

Fig. 4.8 well explains why we can observe contrast reversal during particle growth. Increased

particle size contributes to the change in the optical path length (from L1 to L2), thereby

altering the travel distance of the scattering signal and ultimately causing a change in the phase

shift (∆φ1 to ∆φ2). Consequently, when a particle transitions from a small to a larger size,

the interference between the scattering and reflecting signals shifts from destructive (dark) to

constructive (bright).

Figure 4.8: The relation between particle size (D) and phase shift (φ).
Ei, Es and Er represent incident, scattered and reflected fields, respectively. ∆φ is the phase
shift between the scattered and reflected fields and L is optical path lengths (L1<L2, Es1<Es2).

In addition, this phenomenon can be explained mathematically, when the object of interest is

relatively small, the second term in Eq. 2.3 dominates the iSCAT contrast calculation, resulting

in the contrast becoming increasingly negative. However, as AuNPs gradually become larger

(beyond approximately 60 nm), the pure scattering term gradually dominates the detected signal,

leading to a positive contrast (bright spots). It is also worth mentioning that for wild-field

iSCAT observation, the generation of interference signals requires the objects locate near/at

the surface. It is undeniable that the surface may also contribute to the heterogeneity of the

reaction. For example, in different regions of the coverslip, the microenvironments would vary.

As a result, the interaction between each nanoparticle and surrounding molecules or external

stimuli would also differ.
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4.4.2 AuNP growth kinetics

Citrate reduction

With our method established, we can then examine the distribution of individual NP kinetics

corresponding to the predictions of the FW-model. A series of experiments were conducted with

varied reaction conditions. The impact of sodium citrate concentration on the autocatalytic

growth rate constant (k2) of individual NP formation was first studied. Each datum in Fig.

4.9A reports k2 for a single AuNP produced from fitting with FW-mode. Meanwhile, fitting

also produces the distribution of k1, Df and φ as shown in Fig. 4.9B to D. However, given our

initial conditions, marked variation in these fitting parameters are not expected. Nevertheless,

Fig. 4.9 highlights the underlying heterogeneity exists in the population of the kinetics of NP

growth, which again proves the limitations of ensemble techniques.

Figure 4.9: AuNP preparation via citrate reduction: Citrate dependence.
HAuCl4 concentration was fixed at 0.4 mM with citrate concentration varied from 1 to 2 mM.
(A) Effect of citrate concentration on autocatalytic growth rate constant (k2). (B) Effect of
citrate concentration on nucleation rate constant (k1). (C) Effect of citrate concentration on
final diameter (Df) of individual AuNPs. (D) Effect of citrate concentration on phase shift (φ)
between reference and scattered field. A is taken from reference [13].
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From Fig. 4.9A, a decrease in the modal rate constant for autocatalysis (k2) with the increase

of reductant concentration can be noted. The decrease in modal rate constant is perhaps at

first glance unexpected: Increased reducing agent concentration commonly contributes to faster

kinetics. However, this result is consistent with citrate’s important role as a pH mediator in

this reaction [165]; as a weak base, the increased citrate concentration leads to raised pH of the

reaction solution. Under a high pH environment, the reactivity of Au (III) complexes would

decrease, accompanied by a reduced formation rate of AuNPs [165, 166].

Figure 4.10: AuNP preparation via citrate reduction: HAuCl4 dependence.
Citrate concentration was fixed at 1.5 mM with HAuCl4 concentration varied from 0.35 to 0.55
mM. (A) Effect of HAuCl4 concentration on autocatalytic growth rate constant (k2). (B) Effect
of HAuCl4 concentration on nucleation rate constant (k1). (C) Effect of HAuCl4 concentration
on final diameter (Df) of individual AuNPs. (D) Effect of HAuCl4 concentration on phase shift
(φ) between reference and scattered field. A is taken from reference [13].

Then the impact of gold precursor was investigated. When changing the HAuCl4 concentra-

tion, the autocatalysis rate constant exhibits a complex behavior. As shown in Fig. 4.10A, 0.45

mM is a turning point before which the autocatalytic growth rate increases with the HAuCl4

concentration. However, as the concentration of HAuCl4 continues to rise, the concentration
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of citrate becomes the dominant factor in constraining the growth rate. As a result, k2 finally

decreases with the increase of precursor concentration.

Photocontrolled NP formation

While the reductive formation of AuNPs by citrate serves as a successful benchmark for testing

our experiment, its kinetics are complicated by the dual role of citrate as both a reductant and

a capping agent in the reaction. Achieving ensemble control of NP growth through changing

the reductant concentration also necessitates precise timing and strict control of solution

concentration. To achieve tight control over the NP formation at the individual NP level, the

photocontrolled method initiated by SP was then introduced in this study.

To achieve photoinitiated NP formation, citrate was replaced with SP but with a lower

concentration (0.35 mM SP cf. 1-2 mM citrate). The 365 nm LED irradiation was delivered by

placing a liquid light guide 10 mm above the reaction chamber as shown in Fig. 4.3A. Similarly,

the effect of reduction conditions and HAuCl4 concentration were examined. Firstly, LED

intensity was varied from 0.78 to 2.34 mW cm−2, with both SP and HAuCl4 concentration

fixed. As expected (and in contrast to the case for citrate), Fig. 4.11A shows a growth rate

dependence on LED intensity. Upon LED irradiation, the carbon–carbon bond in the pyruvate

moiety undergoes homolytic cleavage, producing radicals to reduce Au3+ to its lower state.

Higher LED intensity means faster reductant generation thus faster gold irons reduction. As a

result, the increased LED intensity leads to faster AuNP formation. The distributions for other

fitting parameters (k1, Df and φ) are also provided below (Fig. 4.11 B to D).
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Figure 4.11: SP photocontrol of AuNP formation: LED intensity dependence.
HAuCl4 and SP concentration were fixed at 0.6 and 0.35 mM, separately. LED intensity was
varied from 0.78 to 2.34 mW cm−2. (A) Effect of LED intensity on autocatalytic growth rate
constant (k2). (B) Effect of LED intensity on nucleation rate constant (k1). (C) Effect of
LED intensity on final diameter (Df). (D) Effect of LED intensity on phase shift (φ) between
reference and scattered field. A is taken from reference [13].

Then the concentration of SP and LED intensity were fixed, and the impact of HAuCl4 was

explored. As shown in Fig. 4.12A, a similar trend in HAuCl4 concentration dependence of k2 as

with citrate can be found (Fig. 4.10A). In this case, 0.5 mM becomes the truing point, before

which an increase in k2 can be observed followed by a decrease at higher HAuCl4 concentrations.

We hypothesize that the decrease in growth rate with increasing HAuCl4 concentrations is due to

the following mechanism: When the concentration of HAuCl4 is relatively low, and the reducing

agent concentration is fixed, fewer NPs are formed. Consequently, the concentration of reducing

agent assigned to each NP at a certain time point is higher. However, as the concentration of

HAuCl4 increases, the concentration of reducing agent per NP decreases proportionally. This

reduction in reducing agent concentration per NP at the same time period leads to a slower

growth rate. However, as shown in Fig. 4.10C, higher gold precursor concentrations led to a

larger final particle size. We assume that this is because, with a fixed LED intensity, the amount
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of reducing agent that can be generated within a certain time period remains constant, resulting

in slower particle growth with higher HAuCl4 concentration. However, given sufficient reaction

time, enough reducing agent would be produced, eventually leading to a larger final particle

size with higher HAuCl4 concentration. The distributions for other fitting parameters are again

provided below (Fig. 4.12 B to D).

Figure 4.12: SP photocontrol of AuNP formation: HAuCl4 dependence.
SP concentration was fixed at 0.35 mM with LED intensity maintained at 1.17 mW cm−2,
HAuCl4 concentration was varied from 0.45 to 0.7 mM. (A) Effect of HAuCl4 concentration
on autocatalytic growth rate constant (k2). (B) Effect of HAuCl4 concentration on nucleation
rate constant (k1). (C) Effect of HAuCl4 concentration on final diameter (Df). (D) Effect of
HAuCl4 concentration on phase shift (φ) between reference and scattered field. A is taken from
reference [13].

4.4.3 Spatio-temporal photocontrol of single NP growth

The use of SP also provides spatio-temporal control of AuNP formation. To exemplify this, the

365 nm LED illumination was replaced with 405 nm laser epi-illumination spatially-patterned

using a SLM as shown in Fig. 4.3B.

Firstly, AuNP synthesis using SP was conducted under alternating 405 nm laser irradiation.
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As shown in Fig. 4.13, the overall evolution of particle contrast was as expected: The contrast

of the particle first becomes more negative before turning towards positive, which has already

been observed in Fig. 4.7A. The growth of NPs can be controlled by switching on/off the

illumination. As shown in Fig. 4.13B, the contrast of the monitored particle continues changing

when the laser is on but stays relatively stable when the 405 nm illumination is switched off.

This indicates that when the 405 nm laser was turned on, AuNP growth occurred continuously,

but growth stopped relatively quick in the absence of 405 nm illumination.

Figure 4.13: Temporal photocontrol of AuNP growth.
(A) Montage of images during a single AuNP growth with alternating 405 nm illumination
(scale bar 500 nm). (B) Contrast evolution under the alternating irradiation. Exposure is
indicated in purple. Figure is taken from reference [13].

Alongside temporal control, spatial control can also be achieved by applying a checkerboard

pattern to the incident light path. Fig. 4.14 shows the result of displaying an 8 × 8 µm

checkerboard pattern of 405 nm illumination on the coverslip surface. It can be noted that

AuNPs growth was mainly concentrated at the 405 nm laser-exposed area. As a result,

photocontrolled NP preparation allows us to control when and where the growth can occur.
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Figure 4.14: Spatial photocontrol of AuNP growth.
A checkerboard mask was applied to the 405 nm illumination, using a SLM (scale bar 2 µm).
Figure is taken from reference [13].

4.4.4 The effect of capping agents

Capping agents play an essential role in NP synthesis by inhibiting the overgrowth of NPs

and preventing aggregation and coagulation during formation [167]. Polyethylene glycol (PEG)

is one of the most commonly used templating agents in AuNP preparation which improves

the stability and biocompatibility of NPs [168]. By successfully employing SP as the reducing

agent, we were able to separate the roles of the reductant and capping agent. As an illustrative

example, we chose PEG with a molecular weight of 10 kDa (PEG10k) to investigate the impact

of capping agent concentration on the photoinitiated AuNP formation. PEG10k with varied

concentrations was added together with other reaction components before LED irradiation.

As illustrated in Fig. 4.15A, the increase of PEG10k concentration led to a continuous

decrease in the autocatalytic growth rate constant (k2), accompanied by an increase in the

standard deviation. This effect may be attributed to the steric effects of the capping agent.

By attaching to the surface of AuNPs, it prevents excessive growth and limits the availability

of gold ions for NP growth. Furthermore, as depicted in Fig. 4.15B, the increased PEG10k

concentration led to the expected reduction in the final NP diameter. This further validates

our method in studying NP formation. The distributions for other fitting parameters are again

provided following sections (Fig. 4.15C and D).
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Figure 4.15: The impact of adding PEG10k as a capping agent.
SP and HAuCl4 concentration were fixed at 0.35 and 0.6 mM, respectably, with LED intensity
maintained at 1.95 mW cm−2. PEG10 k concentration was varied from 0 to 0.12 mM. (A) Effect
of PEG10k concentration on autocatalytic growth rate constant (k2). (B) Effect of PEG10k
concentration on the final particle diameter (Df) of individual AuNPs. (C) Effect of PEG10k
concentration on nucleation rate constant (k1). (D) Effect of PEG10k concentration on phase
shift between reference and scattered field (φ).

4.5 Summary and future work

Gold nanoparticle here is a representative model to test our method. Based on the imaging

mechanism of iSCAT, it is also applicable to characterize other NPs and probe into their

kinetics. Our results demonstrate that the combination of label-free iSCAT microscopy and

spatio-temporal photoreductant control provides a straightforward way to study individual NP

kinetics in real-time, irrespective of the optical properties of NP. The values of k2 extracted in this

study are consistent with those previously reported in other measurements of photochemically

initiated AuNP growth [169, 170]. Overall, our method is validated by testing the FW-model

and retrieving the particle-by-particle distribution of kinetic parameters. Taking into account

the differences between our experimental conditions and those previously published, these
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parameters are broadly comparable [153, 169, 171].

The ability to design and synthesize new and more complex NPs is critical for advancing the

field of nanotechnology and realizing the full potential of NPs for drug delivery, plasmonics, and

smart materials. These experiments suggest a route for the quantitative monitoring and control

required for future routes to precision engineering of individual NP properties. Tools such as

these help better understand the properties of individual NPs, informing the design of more

effective and targeted NPs for specific applications.
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Chapter 5

Real-time monitoring of living

crystallization-driven self-assembly

The research work presented in this chapter was a collaborative effort with PhD student Tianlai

Xia, who is a member of Professor Rachel O’Reilly’s group at the University of Birmingham.

Tianlai Xia synthesized polymeric materials for the reaction, carried out the sample preparation

and data analysis for kinetic studies, and characterized samples with AFM, TEM and CLSM.

I conducted the in situ iSCAT observation of platelets growth experiments, kinetic sample

characterization, data analysis, fitting and visualization. This chapter now has been drafted for

a research article.

5.1 Introduction

5.1.1 Living crystallization-driven self-assembly (CDSA)

The preparation of monodisperse nanomaterials with precise morphological control based on

soft matter is of great importance in current research [172, 173]. Block copolymers (BCPs),

composed of a crystallizable core-forming block and a corona-forming block, have emerged as

promising building blocks, paving the way for well-defined architectures with low interfacial

curvature. When a poor solvent (e.g., ethanol) for the crystalline block is introduced, the

core-forming block will undergo crystallization and dominates the micelle morphology, while the
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corona-forming block provides colloidal stabilization. Based on previous studies, a hypothetical

organization of unimers within the platelets of our system can be speculated, as depicted in

Figure 5.1A [174, 175]. This process is generally referred as crystallization-driven self-assembly

(CDSA) [176–180]. In the early 2000s, a significant improvement was made to CDSA, which

allows precise dimensional control to be applied during the assembly [181, 182]. As illustrated by

Fig.5.1B, small and uniform crystallite micelles, which serve as seeds, can be generated through

prolonged sonication of polydispersed cylinders synthesized via CDSA of BCPs. The fracture

of the cylinder micelles follows a Gaussian scission model, where the micelle fragmentation

rate decreases exponentially with the cylinder length [183]. As the core termini of individual

seeds remains active, growth can be resumed from the active sites on the edge of uniform seeds.

This offers a similar ‘starting point’ for growth upon further unimer addition. Therefore, by

introducing uniform seeds as initiators into the reaction, size control can be effectively achieved

during assembly. Due to the livingness of this system, this method was then termed as living

CDSA, which allows myriads of nanostructures ranging from non-spherical particles to complex

hierarchical architectures to be generated with unprecedented dimensional control [179, 182, 184–

187]. As a result, functional materials generated through living CDSA are widely used in various

fields such as drug delivery [184, 188–190], colloid stabilization [191, 192], catalysis [193–195],

optoelectronics [196, 197] as well as information storage [198, 199].

Figure 5.1: Schematic illustration of living CDSA.
(A) Schematic illustration of unimer organization within platelets. (B) Polydispersed 1D cylin-
drical micelles were prepared via CDSA. Then sonication was applied to these cylindrical micelles
to generate seeds (small cylindrical micelles) with uniform size. Platelets with controlled size and
dispersity can be prepared via living CDSA by adding unimer which contains homopolymer (HP,
poly(ε-caprolactone), PCL45) and block copolymer (BCP, poly(ε-caprolactone)-b-poly(N,N -
dimethylacrylamide), PCL45-b-PDMA348) blends into the seed solution. Figure prepared by
Tianlai Xia.
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5.1.2 Techniques for characterizing CDSA kinetics

An in-depth understanding of CDSA growth kinetics offers considerable scope for the design and

control of nanostructures with optimal properties. The majority of kinetic studies have focused

on 1D fiber-like micelles formation which generally exhibits slow kinetics and takes several hours

to days for complete formation [200–202]. Transmission electron microscopy (TEM) is one of

the most commonly used techniques to report the size evolution of individual CDSA assemblies

due to its exceptional resolution and widespread applicability [178, 201, 203–205]. However,

as a static imaging technique, TEM loses its advantage in the context of studying reactions

with fast kinetics. Similarly, AFM is also limited by acquisition speed. In addition, when the

solution-phase AFM was employed to study the mechanism of interfacial seeded-growth of 1D

micellar nanoparticles, tip-induced nanofiber fragmentation was observed, which means the

reaction kinetic was complicated by the presence of new active interfaces [202].

The living CDSA process can be efficiently accelerated by modifying core crystalline chemistry.

One study successfully showcased the 1D nanofiber can complete the assembly within 20 min

by using BCPs with poly(cyclopentenylene-vinylene) (PCPV) core-forming block. In this study,

confocal laser scanning microscopy (CLSM) has been used to visualize 1D nanofiber growth at

100 ms temporal resolution with 120 nm lateral spatial resolution [203]. Recently developed

super-resolution microscopy techniques have sufficiently improved the spatial resolution. Single-

molecule localization microscopy has been successfully used to characterize 1D nanofibers with

76 nm precision at 15 ms temporal resolution [206]. However, it is important to note that in

addition to the previously discussed limitations of fluorescent labeling, such as photobleaching,

photoblinking, and saturation, the incorporation of dye-labeled BCPs has an evident impact on

the reaction kinetics [201].

5.1.3 iSCAT for CDSA research

To address the need for an in situ non-invasive label-free method of characterizing CDSA

kinetics with high spatio-temporal resolution, here we apply iSCAT microscopy to track CDSA

nanoplatelet assembly. As introduced in the former chapters, iSCAT exploits the interference
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between light scattered from an object of interest and a reference light generated from reflection at

the interface between a glass coverslip and the sample solution to achieve a detection sensitivity

capable of resolving particles tens of kDa in mass and larger [43–45]. It is an intrinsically

label-free technique that can deliver high imaging speed (up to 1 MHz) [53], exploit optical

super-resolution [18], and observe process over long observation times without photobleaching.

iSCAT has been rapidly adopted for observing dynamic processes across a wide range of systems

[13, 69, 207, 208]. Notably, iSCAT has been successfully used to monitor amyloidogenic protein

aggregation and actin polymerization processes [50]. These biological fiber formation processes

share many similarities with 1D fiber-like CDSA. Therefore, we reasoned that iSCAT is a

promising method for monitoring the formation of CDSA nanoparticles.

In this chapter, the kinetics of 2D assemblies based on poly(ε-caprolactone) (PCL) were inves-

tigated. PCL has become a widely used polymeric material in biomedical fields due to its inherent

biocompatibility and biodegradability [188, 209]. As the crystallinity of the core-forming block

plays an essential role in determining the morphology of assemblies as well as kinetics, PCL45

was selected in this study. This is because high crystallinity (a high degree of polymerization)

often leads to a rapid crystallization rate, which is commonly accompanied by self-nucleation

and agglomeration. On the other hand, low crystallinity results in a slower crystallization

rate, leading to irregular assembly shapes and an extended assembly process [210, 211]. As a

result, to prepare 2D platelets, BCP (poly(ε-caprolactone)-b-Poly(N,N-dimethylacrylamide),

PCL45-b-PDMA348) and homopolymer (HP, PCL45) blends was used as unimer (Fig. 5.1). The

inclusion of the HP facilitates a morphological transition from 1D to 2D [212].

Here, we exploit iSCAT to monitor the formation of 2D PCL-based platelets in real-

time without the use of extrinsic labels. The impact of reaction parameters, such as unimer

concentration, on platelet growth rate, size, and morphology was investigated. Furthermore,

the contrast reported by iSCAT provides information about the unimer composition variations

between each layer inside a multi-layered platelet. The distribution and growth kinetics of BCP

and HP within a single platelet were also examined. To avoid confusion, it is important to

clarify that when referring to ‘layers’ in this context, it denotes a radial arrangement, wherein

each successive layer envelops the preceding one.
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5.2 Materials and methods

5.2.1 Materials

Unless otherwise stated, all chemicals and solvents were used as received without further

purification. Sodium ethanethiolate (90%) and borane tetrahydrofuran complex solution (1.0 M

in THF) were purchased from Alfa Aesar. Carbon disulfide (≥ 99%), solid iodine (≥ 99%) and

4,4’-azobis(4-cyanovaleric acid) (ACVA, 98%) were purchased from Merck.

The synthesis of dual head chain transfer agent (CTA) of 2-cyano-5-hydroxypentan-2-yl

ethyl carbonotrithioate (CPCLET) followed the method introduced by previous reports [188].

CTA and diphenylphosphate (DPP, 99%, Merck) were dried over P2O5 in a desiccator under

static vacuum for 1 week before use. ε-caprolactone (99%, ACROS Organics) was vacuum

distilled twice over CaH2 before being introduced in the glovebox and used. 2,2’-azobis(2-

methylpropionitrile) (AIBN, 98%, Merck) was recrystallized twice from methanol and stored at

4 ◦C in the dark. 1,4-dioxane (anhydrous, 99.8%) was purchased from Merck and used as received.

N,N-dimethyl acrylamide (DMA, 99%, contains 500 ppm monomethyl ether hydroquinone as

inhibitor) was purchased from Merck and was passed through a basic alumina plug to remove

inhibitor before use. Dry solvents were used directly from a drying and degassing inert solvent

tower system. Aminochloromaleimide (ACM) fluorescent dye was synthesized via the method

reported previously [213].

5.2.2 Polymer synthesis and characterization

The following polymer materials were synthesized and characterized by Tianlai Xia.

Synthesis of PCL45

In a nitrogen-filled glove box (oxygen and water content lower than 0.1 ppm), solutions of

diphenylphosphate (DPP, 17.0 mg, 1 eq) in dry toluene (2.5 mL) and dual-head CTA (17.0

mg, 1 eq) in dry toluene (1 mL) were added to ε-caprolactone dry toluene solution (543.3

mg, 70 eq in 1.5 mL). After stirring for 6 h at room temperature, the solution was removed

from the glove box, precipitated three times into cold diethyl ether dropwise, and collected
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by centrifugation. 1H NMR (400 MHz, CDCl3): δ (ppm): 4.10 (t, 2H, CH 2OCO), 4.04

(t, 90H, CH2CH 2O), 3.62 (m, 2H, C(CN)CH 2CH2), 3.32 (q, 2H, SCH 2CH3), 2.28 (90H,

OCOCH 2CH2), 1.86 (s, 3H, C(CN)(CH 3)CH2), 1.72-1.54 (180H, OCOCH2CH 2CH2CH 2),

1.45-1.28 (90H, OCOCH2CH2CH 2CH2). SEC (Chloroform, PMMA standard): Mn = 12.9 kg

mol−1, dispersity = 1.05.

To synthesize ACM-labeled PCL45, ACM was coupled to the PCL45 polymer backbone by

esterification. In a typical coupling reaction, PCL45 (100.0 mg, 1 eq), ACM (16.1 mg, 3 eq),

4-dimethylaminopyridine (DMAP) (2.3 mg, 1 eq) and N,N ’-dicyclohexylcarbodiimide (DCC)

(38.3 mg, 10 eq) were mixed together in an ampule with 2 mL CHCl3. The solution was

left stirring at room temperature for 2 days. The solution was then filtered with the filtrate

precipitated in diethyl ether three times and the resultant polymer was dried under vacuum.

Synthesis of PCL45-b-PDMA348

PCL45 (100.0 mg, 1 eq), DMA (736.3 mg, 400 eq) and AIBN (0.3 mg, 0.1 eq) were dissolved in

1,4-dioxane (1 mL) and placed in an ampule. The solution was then freeze-pump-thawed three

times and heated for 2 h at 70 ◦C. The reaction was quenched by immersion of the ampule in

liquid nitrogen and the polymer was precipitated in ice-cold diethyl ether three times before

being dried under vacuum and analyzed. SEC (chloroform, PMMA standard): Mn = 46.3 kg

mol−1, dispersity = 1.24.

To synthesize ACM-labeled PCL45-b-PDMA348, ACM was coupled to the PCL45-b-PDMA348

polymer backbone by esterification. In a typical coupling reaction, PCL45-b-PDMA348 (200 mg,

1 eq), ACM (4.3 mg, 3 eq), DMAP (0.6 mg, 1 eq) and DCC (10.3 mg, 10 eq) were mixed in

an ampule with 2 mL CHCl3. The solution was left stirring at room temperature for 2 days.

The solution was then filtered, and the filtrate precipitated in diethyl ether three times and the

resultant polymer was dried under vacuum.

NMR spectroscopy characterization

All 1H NMR spectra were recorded on a Bruker 400 MHz (DPX-400) spectrometer. Chemical

shift (δ) is reported in parts per million (ppm) relative to internal standard tetramethylsilane at
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δ = 0. Samples were prepared in deuterated chloroform (CDCl3) and referenced to the residual

non-deuterated signal of solvent (CDCl3 at 7.26 ppm 1H-NMR). The resonance multiplicities

are described as s (singlet), d (doublet), t (triplet), q (quartet) or m (multiplet).

SEC characterization

SEC analysis was performed on an Agilent 1260 Infinity II system fitted with RI and ultraviolet

(UV) detectors (λ = 309 and 360 nm), equipped with a PLGel 3 µm (50 × 7.5 mm guard column

and two PLGel 5 µm (300 × 7.5 mm) mixed-D columns, mobile phase (eluent) using CHCl3

with 0.5% triethylamine (TEA). Molecular weight (Mw) and molecular weight distributions were

calibrated against poly(methyl methacrylate) (PMMA) standards and analyzed using Agilent

SEC software.

5.2.3 Platelet preparation by living CDSA

Tianlai Xia synthesized the unimer and seeds used for platelet preparation and prepared the

platelet samples for kinetic study. The platelet samples were then characterized via iSCAT by

me.

Preparation of PCL45-b-PDMA348 seed solutions

20 mg BCP (PCL45-b-PDMA348) was dissolved into 4 mL ethanol to form 5 mg mL−1 BCPs

solution. The samples were heated at 70 ◦C without stirring on a heating block for 3 h before

cooling to room temperature and then aging for 5 days to yield micron-length polydisperse

cylinders. The crystalline cylinders were then sonicated using a Bandelin Sonopuls sonication

probe in a dry-ice/acetone bath for 20 min. The polymer solution was exposed to 60 cycles of

20 s bath sonication with an interval of 100 s to yield a short crystalline seed stock solution. For

determination of the average length of the seed, a minimum number of 100 seeds were analyzed.

Bulk formation of PCL45:PCL45-b-PDMA348 Platelets

10 mg mL−1 unimer stock solution (PCL45:PCL45-b-PDMA348 or PCL45-ACM:PCL45-b-PDMA348-

ACM) was prepared by mixing HPs (PCL45 or PCL45-ACM) and BCPs (PCL45-b-PDMA348 or

70



CHAPTER 5. REAL-TIME MONITORING OF LIVING CRYSTALLIZATION-DRIVEN
SELF-ASSEMBLY

PCL45-b-PDMA348-ACM) at a 1:1 weight ratio in a good solvent for PCL (THF or Chloroform).

A working seed solution was prepared by diluting the stock seed solution in ethanol to form

the targeted concentration, then ‘aged’ for at least 1 h. Then a small volume of unimer stock

solution was added to the seed solution in a screw cap vial followed by shaking by hand for 5 s,

the final unimer concentration was varied by adjusting the volume of stock solutions added to

each reaction. At predetermined time points, 140 µL sample mixture was withdrawn and added

to 140 µL of MQ water to quench the reaction, followed by subsequent analysis.

5.2.4 Comparison of analysis methods

Tianlai Xia conducted the platelet characterization via TEM, AFM, and CLSM. iSCAT charac-

terization was conducted by me.

TEM characterization

Dry state TEM imaging was performed on JEOL 1400 Bio (1720/GB06) microscopy at an

acceleration voltage of 80 kV. CDSA samples were deposited onto graphene oxide-coated copper

grids which were then stained with an aqueous 1wt. % uranyl acetate (UA) solution for drying

and microscopic analysis. For the determination of the average size of the platelets, a minimum

number of 100 platelets were analyzed.

AFM characterization

AFM samples were prepared by drop casting 10 µL of assemblies in ethanol onto a mica silicon

wafer which was treated by Sigmacote, followed by drying naturally in air. Imaging and analysis

were performed on a JPK Nanowizard 4 system in quantitative imaging (QI) mode. The tips for

the AFM analysis (PPP-NCHAuD) were purchased from NANOSENSORSTM, with resonance

frequency (kHz) in the window of 204 - 497 and force constant in the range of 10 - 130. The

AFM pictures and data were analyzed and collected using the JPK data processing software

with QI mode. For the determination of the average size of the platelets, a minimum number of

100 platelets were analyzed.
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CLSM characterization

FV3000 (Olympus) confocal microscope with an IX-81 inverted base (Olympus) and the 20×

and 60× oil lens (Olympus) were used for imaging. The FV3000 system was driven with the

FV31S-SW Viewer software platform (Olympus) with scan rates of 1 µs pixel−1 at 515 by

512 pixels to 1024 by 1024 pixels. For platelet characterization, ca. 100 platelets were traced

manually using ImageJ.

iSCAT characterization

An identical iSCAT setup employed in Chapter 2 for instrument calibration was also utilized for

CDSA studies (Fig. 2.1A). The procedure for cleaning the glass coverslip, silicone spacers, and

constructing the reaction chamber has been explicitly introduced in Chapter 2.

PCL45:PCL45-b-PDMA348 platelets synthesized in bulk were repeatedly spin-coating onto

the cleaned coverslip at 3200 rpm for 15 seconds until the desired surface density was achieved.

Then a spacer was placed onto the platelet-coated surface before the addition of methanol:

water (30:70, v: v) solution and imaging. A laser power density of 2 µW µm−2 at 637 nm and a

camera exposure time of 900 µs were selected. A minimum number of 100 platelets was analyzed

to determine the average size.

5.2.5 Real-time 2D platelet growth monitored by iSCAT

50 µL of 0.1 µg mL−1 seed solution was spin-coated onto the cleaned coverslip twice at 3200 rpm

for 50 seconds, immediately followed by 4000 rpm for 30 seconds. A cleaned plastic spacer was

then placed onto the seed-coated coverslip to form a reaction chamber. This reaction chamber

has then been mounted above the objective with the objective being adjusted to focus on the

surface. Unimer stock solutions were diluted in methanol to achieve the targeted concentration

and added into the reaction chamber, followed by iSCAT imaging immediately. A laser power

density of 2 µW µm−2 at 637 nm, a camera exposure time of 800 µs, and an overall time-lapsed

frame rate of 1.5 s−1 were selected.

Multi-layered platelets (2-layered and 4-layered platelets shown in Fig. 5.10 and Fig.
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5.11, respectively.) were prepared by alternately adding PCL45:PCL45-b-PDMA348 blends and

PCL45. Specifically, PCL45:PCL45-b-PDMA348 blends were first added onto a seed-coated surface

(prepared in accordance with the protocol introduced above) to form the first layer of the multi-

layered platelet. After a period of growth, the reaction solution was removed from the chamber,

followed by the addition of PCL45 solution, and this alternating sequence was repeated until

the desired number of layers was achieved. Recording started immediately after each unimer

addition. A laser power density of 4 µW µm−2 at 637 nm, a camera exposure time of 400 µs, and

an overall time-lapsed frame rate of 1 s−1 were selected. Alternatively, multi-layered platelets

(3-layered platelets shown in Fig. 5.9.) were also prepared using a sequential addition method

similar to that described above. PCL45:PCL45-b-PDMA348 blends with sequentially increasing

unimer concentration were added at each step. A laser power density of 4 µW µm−2 at 637 nm,

a camera exposure time of 400 µs, and an overall time-lapsed frame rate of 1 s −1 were selected.

5.3 Data analysis

5.3.1 in situ iSCAT monitoring of platelets growth

Data preprocessing for image cropping, dark counts subtraction, and laser fluctuation removal

was conducted using a Python script developed in-house, which has been explicitly introduced

in Chapter 2 and Chapter 4. Then the Fiji image analysis software [214] was used to extract

platelets morphological and dimensional information from the prepossessed image using following

steps:

1. Stacks (Fig. 5.2A) were subtracted by a background corresponding to the median-average

of around 10 frames corresponding to the image area prior to platelet growth (Fig. 5.2B),

which generates the background corrected result as shown in Fig. 5.2C.
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Figure 5.2: Schematic illustration of CDSA data process.
(A) Raw data. (B) Background generated from the median-average of 6 frames corresponding
to the image area prior to platelet growth. (C) Data after background subtraction. (D) Data
after applying a binary mask.

2. Frame averaging was conducted on some of the experiments (the details of averaging have

been stated in each experiment).

3. A binary mask was created from a low-pass Gaussian filtered (σ = 2 px) replica of the

image and used to isolate individual platelets as shown in Fig. 5.2D.

4. After setting the measurement scale, particle parameters, such as area, long/short axis

length, and aspect ratio were then collected using the built-in ’Analyze Particle’ function

in Fiji.

5.3.2 Kinetic data analysis and fitting

Samples collected at predetermined time points were quenched with MQ water and spin-coated

onto cleaned coverslips and sent for iSCAT characterization. A minimum number of 100 platelets

were analyzed for each time point. Morphological and dimensional information was extracted

using Fiji with similar protocol introduced above, only one modification was made for background

subtraction. A background was selected by collecting a frame in the sample where no platelets

were on the surface. Stacks were then subtracted by this background.

With the averaged area of platelets at each time point being extracted, the evolution of

platelet area as the function of reaction time can be plotted. To extract kinetic information,

kinetic data fitting was conducted via a Python script developed in-house. More details are

provided in the following section, but in general, we fitted the size evolution data to Eq. 5.6
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using Scipy.optimize [76], which produces a rate constant for each fitting. To conduct the fitting,

the initial number of unimer (N0) and the number of seeds (Nseed) can be calculated from initial

unimer and seed concentration and fixed during the fitting. In addition, the contribution of one

unimer molecule to the area of the platelets (B) is calculated from Eq. 5.5 and fixed during the

fitting.

5.4 Results and discussion

5.4.1 Comparison of platelet characterization techniques

Figure 5.3: Comparison of 2D platelet characterization methods.
(A) PCL45:PCL45-b-PDMA348 platelet samples collected after 6 h of growth (scale bar: 2 µm)
characterized by AFM, TEM, CLSM, and iSCAT. (AFM, TEM, and CLSM data were collected
by Tianlai Xia). (B) Comparison of PCL45:PCL45-b-PDMA348 platelet area distributions over
time measured with AFM, TEM, CLSM, and iSCAT.

To examine the ability of iSCAT to correctly identify and characterize CDSA assemblies, we
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compared platelet morphology and size information acquired from iSCAT with commonly used

techniques, namely AFM, TEM, and CLSM. Assembly of platelets was initiated by adding 10 µL

10 mg mL−1 PCL45:PCL45-b-PDMA348 1:1 unimer blends into 1 mL 0.01 mg mL−1 seed ethanol

solution followed by mixing via shaking. At predetermined time points, sample aliquots were

withdrawn and quenched by water addition. Then the samples were sent for characterization by

each technique (an extensive experimental protocol has been provided in the method section).

From Fig. 5.3A and B, it is obvious that platelet morphology and area information extracted

from AFM, TEM, CLSM, and iSCAT are consistent. Moreover, in this bulk reaction with

higher unimer concentration (compared with surface growth), the platelet formation is rapid,

with assembly finished within two minutes of our first time point. The rapid kinetics pose a

significant challenge for TEM, AFM, and CLSM in observing the complete assembly process

and capturing kinetic information due to their limited temporal resolution. As discussed before,

iSCAT is known for its excellent spatio-temporal resolution. Consequently, it is sensible to apply

iSCAT to real-time monitoring of the 2D platelet self-assembly process and probe into kinetic

study.

5.4.2 Real-time monitoring of platelets formation

The following experiment was conducted as a proof-of-concept to demonstrate that iSCAT can

be used as a powerful characterization method for monitoring the growth process of CDSA

assemblies. Uniform cylindrical seeds (18-22 nm) were spin-coated onto the solvent-cleaned

glass coverslip. The formation of hydrogen bonds occurred between the amide groups in the

corona-forming block of the seeds and the hydroxyl groups on the glass surface, facilitating the

adhesion of the seeds (and PCL45:PCL45-b-PDMA348 platelets) to the surface. Then a plastic

spacer was placed onto the coverslip to form a reaction chamber. PCL45-b-PDMA348 and PCL45

(1:1, w:w) unimer blends were dispensed in methanol, mixed well, and quickly added into the

reaction chamber followed by iSCAT recording immediately. Fig. 5.4A shows a time series

of iSCAT images collected during the epitaxial growth of individual platelets (the complete

recording is provided in Appendix Movie S2). When exposed to methanol, the core-forming block

of BCP (PCL45-b-PDMA348) and the HP (PCL45) start to crystallize and gradually assemble
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Figure 5.4: Real-time label-free monitoring of individual platelets growth.
A 50 µL 0.1 µg mL−1 seed solution was spin-coated onto a cleaned coverslip (3200 rpm for
50s followed by 4000 rpm for 30s). 3.03 µg mL−1 PCL45:PCL45-b-PDMA348 blends methanol
solution was added onto the seeds-coated surface and iSCAT recording started with a laser
power density of 2 µW µm−2 at 637 nm, a camera exposure time of 800 µs, and an overall
time-lapsed frame rate of 1.5 s−1 were chosen. (A) Montage of iSCAT images collected during
2D platelet growth (scale bar: 3 µm). (B) Size evolution of 11 individual platelets.

onto the edges of seeds, resulting in a continuous increase in size and the formation of a uniform

2D structure. Following image segmentation and analysis, parameters describing the platelet

morphology (e.g., area, long/short axis length, and aspect ratio) can be extracted and analyzed

to yield the kinetics of individual platelet growth. As shown in Fig. 5.4B, the area evolution of

11 platelets can be tracked, exhibiting relatively uniform final platelet area (around 2.4 µm2)

and growth behavior. For reactions conducted on the surface, the unimer concentration was

reduced (3.03 µg mL−1 in this case) to adjust the reaction kinetics to a more manageable scale

in practical applications.

Kinetics can also be tracked at a much higher acquisition speed. The data shown in Fig.

5.5A and B were acquired from iSCAT recording collected immediately after unimer addition

with the imaging speed of 100 Hz for 50 seconds. The fluctuations in the growth curve in Fig.
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Figure 5.5: High-Speed monitoring of platelet formation.
(A) Montage of images collected from the initial stage of platelet growth (scale bar: 2 µm).
(B) Size evolution of three platelets (50 µL 0.1 µg mL−1 seed solution was spin-coated onto
the cleaned coverslip using the following protocol: 3200 rpm for 50 s, followed by 4000 rpm for
30 s. 5.56 µg mL−1 PCL45:PCL45-b-PDMA348 blends in methanol was added onto the surface,
followed by imaging immediately. Laser power density: 0.024 mW µm−2 at 637 nm; frame rate:
100 s−1; exposure time 80 µs; 10 frame averaging). (C) Montage of images collected from the
mid-stage of platelet growth (scale bar: 3 µm). (D) Size evolution of three platelets (50 µL 0.1
µg mL−1 seed solution was spin-coated onto the cleaned coverslip using the following protocol:
3200 rpm for 50 s, followed by 4000 rpm for 30 s. 2.78 µg mL−1PCL45:PCL45-b-PDMA348 blends
in methanol was added onto the surface. Imaging starts from the mid-stage of platelet growth.
Laser power density: 0.024 mW µm−2 at 637 nm; frame rate: 3000 s−1; exposure time 80 µs).

5.5B are because the platelet size is relatively small at the initial stage and it is challenging

to efficiently differentiate the signal from the background, which led to artifacts in the data

analysis. Fig. 5.5C and D displays the data from iSCAT recording initiated after platelets had

already formed on the surface, employing a 3 kHz imaging speed for 5 seconds. Despite the

attainable high speed, it is important to note that, in practical applications, we diluted the

unimer solution to adjust the reaction kinetics to a more manageable scale, which leads to an

easier data collection. Where the reaction is exceptionally rapid, significant information may

be lost during the interval between unimer addition and the commencement of recording. The

incorporation of a flow system would address this issue, enabling the study of higher unimer

concentrations and consequently faster reaction kinetics. We assume that under an optimal

experiment setup, by fully utilizing the temporal resolution of iSCAT, we would be able to

provide hidden kinetic information that inaccessible before. For example, with high imaging

speed, we would be able to observe the contrast variations resulting from different unimer (e.g.,
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PCL45 and PCL45-b-PDMA348) additions onto a single platelet.

5.4.3 Platelet kinetics

To quantify the kinetics of platelet growth, we examined the dependence of platelet size and

morphology on unimer concentration, seed concentration, and solvent conditions. The model

used in this study was established previously [215]. The overall rate equation is described by

dNt

dt
= −k[4πBn2

a(N0 −Nt)]
1
2Nt, (5.1)

where Nt is the number of unimer molecules remaining in the reaction at time t, k is the overall

rate constant, N0 is the initial number of unimers, na is the number of unimers in the exposed

areas per unit perimeter and B is the contribution of one unimer to the area of the platelet.

The integration of Eq. 5.1 gives the following result:

Nt =
2N0

cosh
(
2na

√
πBN0 (C1 − kt)

)
+ 1

, (5.2)

by setting t to 0 and Nt to N0, the integration constant (C1) can be set to 0. To further simplify

the equation, the effective rate constant (k′) was then introduced and can be expressed as:

k′ = 2na

√
πBN0 × (−k), (5.3)

and Eq. 5.2 can be further expressed as:

Nt =
2N0

cosh(k′t) + 1
. (5.4)

The contribution of one unimer to the area of the platelet (B) can be calculated from:

B =
Afinal ×Nseed

N0

, (5.5)

where Afinal is averaged final platelet size, and Nseed is the number of seeds. We assume here

that B is a constant and links the experimentally determined platelet area to the consumption
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of unimers. Consequently, the evolution of platelet size with time can therefore be established:

At =
B · (N0 −Nt)

Nseed

=
BN0

Nseed

(
1 − 2

cosh(k′t) + 1

)
(5.6)

With the relation between platelet area and reaction time established, the platelet area

evolution reported by iSCAT can then be fitted to Eq. 5.6 using Scipy.optimize [76], and the

rate constant for each experiment can be extracted.

The effect of unimer concentration was first investigated and the results are shown in Fig.

5.6A. As expected, a higher initial unimer concentration leads to faster platelet growth and

produces platelets with larger final surface areas; with a linear dependence of overall rate

constant on unimer concentration (Fig. 5.6B), and an overall reaction order of 0.41. The

deviation from simple first-order kinetics has been previously reported, which can be attributed

to conformational effects on the BCP during assembly [201, 205]. Then the unimer concentration

and solvent conditions were fixed, with the seed concentration varied from 0.01 to 0.045 µg mL−1.

As shown in Fig. 5.6C, the effective rate constant k′ increases with seed concentration, and as

the relative number of unimers assigned to each seed decreases, a higher seed concentration

produces platelets with a smaller final area. Similar results were reported in a previous study

[201]. Furthermore, the effect of the good solvent, tetrahydrofuran (THF), of the crystallizable

core-forming block (PCL) was investigated. Fig. 5.6D illustrates the overall inhibitory effect

of THF addition. We assume this is because the increase of good solvent content improves

the solubility of PCL45 in the system, which in turn hinders its crystallizability. Thus, in an

environment with elevated THF content, both BCP and HP will crystallize more slowly, thereby

decelerating the assembly rate. Overall, we observe that the final size of platelets generated

from fixed unimer and seed concentrations remains consistent, regardless of solvent compositions

(from 0 to 3% of THF content). However, when the THF content reaches 5%, the final platelet

area increases significantly. We hypothesize that as the THF content continues to increase, the

seeds begin to dissolve, leading to an increase in total BCP concentration/decreased number of

seeds and eventually resulting in larger final platelet sizes.
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Figure 5.6: Dependence of platelet kinetics on reaction conditions.
(A) Size evolution over time with concentrations of PCL45:PCL45-b-PDMA348 (1:1, w:w) unimer
varied from 5, 10, 20 to 30 µg mL−1, while the seed concentration was fixed at 0.005 µg mL−1

(error bars represent the standard deviations of the platelet area distribution for each time
point, as seen in the following kinetic plots). Rate constants extracted from the fitting for each
unimer concentration (from low to high) are 0.032, 0.042, 0.058, 0.066 s-1, respectively. (B) Plot
of logk′ versus log[Unimer], reaction order: 0.41. (C) Size evolution over time with the seed
concentration varied from 0.01, 0.015, 0.035 to 0.045 µg mL−1, while the unimer concentration
was fixed at 60 µg mL−1. Rate constants extracted from the fitting for each seed concentration
(from low to high) are 0.139, 0.131, 0.17, 0.218 s-1, respectively. (D) Size evolution as the
function of time with THF content varied from 0, 1, 3 to 5%. Unimer and seed concentrations
were fixed at 20 µg mL−1 and 0.015 µg mL−1, separately. Rate constants extracted from the
fitting for each THF content (from low to high) are 0.124, 0.123, 0.057, 0.015 s-1, respectively.

5.4.4 Platelet morphology

In addition to the kinetics, the impact of unimer and seed concentrations as well as solvent

composition on platelet morphology, such as the length of the long (L1) and short (L2) axes, and

the aspect ratio (L1:L2) were also explored. Interestingly, alterations in the solvent composition
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of the system significantly impacted platelet morphology. As shown in Fig. 5.7A, the increase

of THF content leads to the formation of elongated platelets. In Fig. 5.7B, where THF content

varies from 0 to 5%, it is evident that the aspect ratio remains constant across time for a

specific reaction condition. Additionally, it can also be noted that higher THF contents result

in platelets with increased aspect ratios. Fig. 5.7C provides further insights, the preference for

unimer addition along the long axis (L1) becomes more pronounced with the increase of THF

content.

Figure 5.7: Dependence of platelet morphology on solvent composition.
THF content varied from 0, 1, 3, to 5%, unimer and seed concentrations were fixed at 20 µg
mL−1 and 0.015 µg mL−1, separately. (A) Raw iSCAT images associated with the 300-second
data points in B and C (scale bar: 2 µm). (B) Aspect ratio (L1:L2) evolution as the function
of time with THF content varied from 0, 1, 3, to 5%. (C) The distribution of the length of the
long (L1) and short axis (L2) of individual platelets with THF content varied from 0, 1, 3, to
5%.

In contrast to alterations in solvent composition, changes in unimer or seed concentration

have a modest impact on platelet shape during assembly. As shown in Fig. 5.8, platelets with

consistent aspect ratios (lower than those prepared under higher THF content) are generated,

regardless of variations in unimer or seed concentration.
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Figure 5.8: Effects of unimer/seed concentrations on platelet morphology.
Unimer dependence (column 1). Unimer PCL45:PCL45-b-PDMA348 (1:1, w:w) concentration
was varied from 5, 10, 20 to 30 µg mL−1. Seed concentration was fixed at 0.005 µg mL−1. Seed
dependence (column 2). Seed concentration was varied from 0.01, 0.015, 0.035 to 0.045 µg
mL−1. Unimer concentration was fixed at 60 µg mL−1. (A) Aspect ratio (L1:L2) evolution as
function of time with unimer PCL45:PCL45-b-PDMA348 (1:1, w:w) concentration varied from 5,
10, 20 to 30 µg mL−1. (B) The distribution of the length of the long (L1) and short axis (L2)
of individual platelets with unimer PCL45:PCL45-b-PDMA348 (1:1, w:w) concentration varied
from 5, 10, 20 to 30 µg mL−1. (C) Aspect ratio (L1:L2) evolution as the function of time with
seed concentration varied from 0.01, 0.015, 0.035 to 0.045 µg mL−1. (D) The distribution of
the length of the long (L1) and short axis (L2) of individual platelets with seed concentration
varied from 0.01, 0.015, 0.035 to 0.045 µg mL−1.

5.4.5 Multi-layered platelet growth

In accordance with the concepts introduced in Chapter 1, the difference in refractive index

between the platelet and its surrounding mediums gives rise to a scattering signal. This signal

subsequently interacts with the reference signal stemming from interface reflections, ultimately
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forming the detected signal. In scenarios where the reaction medium remains the same, the

reference signal can be considered as a constant. Any alterations in the composition or thickness

of the platelet will lead to variations in refractive indices or optical path lengths (thus, phase

shift), which finally contributes to the change of scattering signals. As a result, iSCAT is

highly sensitive to the local changes in optical properties and can be used as a refractive index

microscope. For instance, it has been successfully applied to study the formation of lipid bilayer

[69] and nanoscopic lipid phase transition [70]. Consequently, we reasoned that it is possible

to resolve BCP and HP distribution and composition variations within a single platelet using

iSCAT as a label-free probe.

During living CDSA, the active core termini of platelets, allows them to function as seeds

for epitaxial growth upon further unimer addition (Fig. 5.9A). Thus, 3-layered platelets can

be prepared by sequential addition of PCL45:PCL45-b-PDMA348 blends with increased unimer

concentration for each layer (Movie S3 in Appendix). From the iSCAT images of platelets

collected after the completion of each layer’s growth (Figure 5.9A), one can observe that the

boundaries between each layer are not sharply defined, albeit still identifiable. It can be noted

that within each layer, the outermost boundary appeared discernably darker (larger negative

contrast) compared to the center. We hypothesized that this effect is potentially caused by

the nonuniform distribution of PCL45 and PCL45-b-PDMA348 because of crystallization rates

difference [216, 217]. Following image segmentation and analysis, area evolution of three 3-

layered platelets can be extracted and analyzed to yield the kinetics of individual multi-layered

platelet growth. Fig. 5.9B illustrates that all three platelets display analogous growth behavior

throughout each layer formation. We examined the growth kinetics of each layer by tracking the

progression of the averaged area of these three platelets with successive additions. This data

was synchronized with the corresponding time of addition, as depicted in Fig. 5.9C. The kinetic

behavior for each growth step was unchanged from those determined in Fig. 5.6A: An increase

in unimer concentration led to both a faster assembly rate and a greater increase in area. The

rate constants extracted from this surface-growth platelet are comparable to those prepared in

bulk (Fig. 5.6).
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Figure 5.9: iSCAT monitoring of 3-layered platelet formation.
50 µL 0.1 µg mL−1 seed solution was spin-coated onto the surface, the PCL45:PCL45-b-PDMA348

unimer solution was added at concentrations of 4.17, 5.56 and 8.33 µg mL−1 for each layer.
(A) Schematic illustration of 3-layered platelet formation via living CDSA. Raw iSCAT images
corresponding to each stage are provided (scale bar: 2 µm). (B) Evolution of three 3-layered
platelet areas over time. (C) The averaged area evolution of three platelets in B, with the start
point synchronized to the corresponding time of addition. Rate constants extracted from the
fitting for each layer are 0.017, 0.024, 0.03 s-1, respectively. Figure A is prepared by Tianlai Xia.
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To confirm our hypothesis, 2-layered platelets were prepared by sequential addition of

PCL45:PCL45-b-PDMA348 blends and pure PCL45 with controlled PCL45 concentration (0.83 µg

mL−1 for both layers), which means there have been variations in the unimer composition used

for each layer (see more details in Fig. 5.10A). Again, a hypothetical organization of unimers

within the 2-layered platelet has been displayed in Fig. 5.10B. Since there are numerous factors,

such as crystallization temperature [174], that influence the thickness of lamellar platelets, our

current results cannot validate this hypothesis. As shown in Fig. 5.10C, the first layer of platelet

formed with PCL45:PCL45-b-PDMA348 blends exhibits a higher (negative) iSCAT contrast (i.e.,

darker) compared to the second layer prepared from pure PCL45. This difference in contrast was

likely due to the increased thickness of platelet regions formed from PCL45:PCL45-b-PDMA348

relative to pure PCL45. To confirm this, the same sample was then sent for AFM measurement.

As shown in Fig. 5.10E and F, the first layer formed with PCL45:PCL45-b-PDMA348 blends

is indeed thicker than the second layer formed with pure PCL45. As a result, iSCAT contrast

can act as an indicator to report the variation in unimer composition. Furthermore, this

result elucidates the correlation between iSCAT contrast and platelet thickness. Through

the integration of iSCAT and AFM data, we can construct a calibration curve delineating the

relationship between platelet thickness and contrast for the platelets with similar refractive index.

This approach offers a more efficient alternative for evaluating the morphological characteristics

of platelets.

Upon closer examination of the AFM height profile of the first layer shown in Fig. 5.10E,

it becomes evident that, in comparison to the outer region of the first layer, the height of

the inner region is lower but more similar to the second layer. We assume this is caused by

the nonuniform distribution of PCL45 and PCL45-b-PDMA348 because of crystallization rates

difference, which has also been observed in the 3-layered platelet formation. Thus, the kinetics

was examined. As illustrated by Fig. 5.10C, with the same PCL45 concentration (excluding

PCL45 in the BCPs), the introduction of BCPs significantly slowed down the reaction. While

the second layer prepared with pure PCL45 had completed its growth within the same reaction

duration, the second layer prepared with PCL45:PCL45-b-PDMA348 blends was still growing.

Although it was impossible to reliably fit the data in this single experiment due to inadequate

86



CHAPTER 5. REAL-TIME MONITORING OF LIVING CRYSTALLIZATION-DRIVEN
SELF-ASSEMBLY

Figure 5.10: iSCAT monitoring of 2-layered platelet formation.
(A) Schematic illustration of 2-layered platelet formation using varied unimer composition
for each layer via living CDSA. (B) Schematic illustration of unimer organization within a
multilayered platelet. (C)Montage of iSCAT images during 2-layered platelet growth (scale
bar: 2 µm). 50 µL 0.1 µg mL−1 seed solution was spin-coated onto the cleaned coverslip. To
prepare the first layer 1.67 µg mL−1 PCL45/PCL45-b-PDMA348 blends which contains 0.83 µg
mL−1 PCL45 was added onto the seed-coated surface. The second layer was prepared with 0.83
µg mL−1 pure PCL45. (D) Size evolution of a 2-layered platelet. (E) AFM image of 2-layered
platelet in B and C (scale bar: 3 µm). (F) Height profiles corresponding to the cross-section
drawn in D. AFM data were collected by Tianlai Xia.

data collection for the first layer, the growth curve and size increase for each layer exhibited

significant differences. Consequently, this result confirms that BCP and HP exhibit distinct

kinetic behaviors, pure PCL45 crystallizes faster than the unimer blends, so for the region

prepared with the PCL45:PCL45-b-PDMA348 blends (i.e., Fig. 5.9A and the first layer in Fig.

5.10B), PCL45 dominates the crystallization and assembly once the seeds are introduced. When

most of PCL45 has been consumed, PCL45-b-PDMA348 takes over the reaction and assembles

onto the platelet to form its outer region. As a result, the nonuniform distribution of PCL45

and PCL45-b-PDMA348 can be reflected by iSCAT contrast variation.

Following this protocol, more complex architectures can be prepared. As shown in Fig. 5.11,

by sequential addition of HP/BCP and HP, 4-layered platelets were successfully prepared (Movie
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S4 in Appendix). These results further confirm the previously drawn assumption. From Fig.

5.11A, we can see that iSCAT contrast can report the variation of unimer composition between

each layer, meanwhile, the nonuniform distribution of HP and BCP in the first layer can also

be visualized through iSCAT contrast variation. Moreover, as can be seen in Fig. 5.11B, pure

PCL45 exhibits kinetic behaviors different from PCL45 and PCL45-b-PDMA348 blends.

Figure 5.11: Monitoring of 4-layered platelet formation.
50 µL 0.1 µg mL-1 seed solution was spin-coated onto the surface, alternatingly addition of
HP/BCP and HP unimer solution at concentrations of 1.67, 2.08, 3.33, and 4.17 µg mL-1 for
each layer. (A) Montage of images collected during 4-layered platelet growth (scale bar: 3 µm).
(B) Size evolution of a 4-layered platelet.
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5.5 Summary and further work

In this study, iSCAT was successfully applied to monitor CDSA platelet formation under their

native solution environment with sub-millisecond temporal resolution. Beyond its capabilities

for real-time monitoring, iSCAT also holds significant promise as a potential technique for large

batch sample characterization, offering advantages such as fast data collection, low cost, simple

sample preparation, and high throughput.

This method has enabled us to quantify the dependence of living CDSA reaction kinetics

and morphology on unimer concentration, seed concentration, and selective solubility. By

adjusting the unimer-to-seed ratio, the final platelet dimension as well as the assembly rate

can be controlled. Moreover, a change in solvent conditions can be used as an effective way

to modify the morphology of the platelets. In addition, multi-layered platelet formation was

also monitored in real-time. By combining iSCAT and AFM techniques, we were able to prove

that differences in iSCAT contrast can provide detailed information in unimer composition

inside a single platelet. This further indicated that iSCAT can be considered as a refractive

index microscope, which can be used to report the changes in the optical properties of objects

with high sensitivity. Lastly, it is also worth highlighting that the applications of iSCAT are

not only limited to CDSA platelet characterization, similar self-assembly micelles ranging from

0D nanoparticles, 1D fibril structures to 2D platelet structures with refractive indices different

from their surrounding medium might all be detected by iSCAT [67, 68, 218], which shows its

potential as a characterization tool for material science.

Although iSCAT shows a great capability for in situ real-time monitoring platelet formation,

in this study, the samples for the kinetic study were predominately prepared in bulk and then

sent for iSCAT characterization. From our results shown above, it can be noted that seed

concentration profoundly affects the reaction, which means for the in situ kinetics study, strict

surface seed density control is required. Our current spin-coating protocol provides insufficient

reproducibility in seed density to be reliably used for this purpose. Immobilizing seeds onto

the plasma-cleaned glass coverslip via hydrogen bonds might be a solution. A preliminary test

was conducted using seeds prepared with poly(ε-caprolactone)-b-poly(2-vinylpyridine) (P2VP)
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block copolymers, which can be attached to the surface and subsequently initiate assembly upon

the unimer addition as shown in Fig. 5.12. However, as one can observe from this result, this

experiment needs further optimization, such as adjusting the surface seed density or unimer

concentration. However, due to time limitations, this experiment is listed as part of future work.

Figure 5.12: Platelet growth initiated from surface-bonded P2VP seeds.
P2VP seeds were immobilized onto the glass coverslip through hydrogen bonds, growth can be
observed upon unimer addition (scale bar: 3 µm).
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Conclusions and future work

The emergence of optical single-molecule techniques allows researchers to zoom into the mi-

cro/nanoscale and characterize biological, chemical, and physical entities one at a time with

extraordinary sensitivity, revealing a highly complex bigger picture of heterogeneous systems

[1, 2, 13, 14, 68, 219–221]. For decades, fluorescence detection has been the mainstay for explor-

ing various systems at the nanoscopic level, but this method also faces a series of fundamental

labeling-related restrictions. By detecting light scattered by the nanoscopic objects, iSCAT offers

label-free structural and dynamical characterization, which successfully bypasses labeling-related

limitations. When an incident of light reaches a nanoobject, it will always scatter a portion of

light as long as there is a refractive index difference between the objects and its surroundings

[41]. This means a wide spectrum of subjects (from soft matter to nanoparticles) can be detected

using this imaging scheme, leading to broad applications in different fields. Furthermore, this

inherent scattering signal does not degrade over time, allowing unlimited observation time.

Besides long measurement, high imaging speed (up to 1 MHz [53]) is also achievable, as the

scattering rate can be increased via a stronger illumination intensity without suffering from

saturation (but still restricted by the detector capability and photodamage to the sample).

Furthermore, iSCAT can be readily implemented in existing fluorescence microscopy setup

[52, 55], which not only broadens the application of both techniques but also enables a more

in-depth and comprehensive investigation of various systems.

Nevertheless, iSCAT does come with certain limitations. Label-free detection is a double-
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edged sword; it circumvents the limitations of fluorescent labeling but also loses its specificity.

Any object with a refractive index different from the environment would produce a scattering

signal, making it challenging to distinguish from the object of interest. Many actions can be

taken to tackle this issue, for example, ingeniously designed control experiments to identify the

object of interest, surface modification to increase the affinity of the subject to the imaging

surface, or in combination with fluorescence imaging to pinpoint the target object. Furthermore,

as introduced before, iSCAT imaging requires a reference beam generated by reflection from the

interface, which requires the object of interest at or near that interface. However, by introducing

an external arm to act as a reference field, confocal iSCAT was successfully used for 3D live cell

imaging (more than 4 µm above the interface).

Despite the aforementioned limitations, the profound impact of iSCAT on a wide range of

fields is undeniable. Since its invention, iSCAT has played a pivotal role in characterizing the

structural and dynamic properties of various biological systems, ranging from single protein

molecules [18, 50, 222] to viruses [54, 223], lipid membranes [53, 224], and live cells [52, 71].

However, its potential extends far beyond biology. The studies presented in this thesis successfully

showcased its significant capabilities in expanding its applications into various fields. We

first utilized iSCAT to monitor the growth of individual polymer molecules from the surface.

However, due to the presence of strong scattering copper nanoparticles during polymerization,

the observation single polymer chain formation was problematic. As the preliminary data has

proved that we the observation of individual nanoparticle formation via iSCAT is achievable, we

next explored the kinetic heterogeneity exists during particle formation. Then iSCAT was also

successfully used to monitor the assembly process of block copolymer, which provides insights

into 2D platelet formation.

To be more specific, in Chapter 3, iSCAT was employed to investigate the heterogeneous

kinetic behavior of individual polymer chains prepared via photoinduced initiators for continuous

activator regeneration atom transfer radical polymerization. Although we were unable to obtain

optimized results due to time constraints, its successful application in studying biopolymer growth

proved that iSCAT holds significant potential in monitoring the formation of synthetic polymers

[50]. Furthermore, in Chapter 4, in combination of iSCAT microscopy with photoreductant
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spatio-temporal control, NP kinetics at the level of individual particles was explored in real-time.

This not only reveals the hidden heterogeneity that exists in NP growth kinetics, but also

provides useful information for designing and synthesizing new and more complex NPs, which

is critical for advancing the field of nanotechnology and realizing the full potential of NPs

for drug delivery, plasmonics, and smart materials. Besides reporting the dynamic evolution

of subwavelength objects, iSCAT can also be used to monitor the formation of micron-sized

nanoplatelets prepared with crystallizable polymeric materials via living crystallization-driven

self-assembly. As discussed in Chapter 5, the application of iSCAT in the living CDSA study

allows the 2D platelet/multi-layered platelet formation to be monitored with a high requisition

rate (up to 3 kHz) in a label-free manner for the first time. Through this method, we explored

the impact of key reaction parameters, such as unimer concentration, seed concentration, and

solvent composition, on the platelet growth rate, size, and morphology. In addition, iSCAT

was also used as a refractive index microscope in this study, any local refractive index changes

can be sensitively reflected by the iSCAT contrast variations. As a result, iSCAT can readily

detect changes in the composition of unimers used for preparing different layers of multi-layered

platelets or the nonuniform distribution of block copolymer and homopolymer within a single

platelet. Beyond its capabilities for real-time monitoring, iSCAT can also serve as an efficient

characterization technique due to its fast data collection, low cost, simple sample preparation,

and high throughput. It’s worth mentioning again that subjects of study are not limited to

2D platelets; iSCAT can be adapted for various systems, ranging from 0D nanoparticles to 1D

nanofibers, 2D platelets, and 3D structures. This versatility underscores its immense potential

in the field of material science.

As we conclude our current investigation, it becomes evident that there is still more work

that needs to be undertaken. Chapter 2 introduced the generation of a calibration curve for

metal nanoparticles, similarly, a calibration curve for soft matter would be of great importance

for future applications. The contrasts of proteins or polymers with a range of molecular weights

can be extracted to establish the relationship between protein/polymer molecular weight and

their iSCAT contrast. This relationship should follow a similar trend as demonstrated by the

calibration curve in Chapter 2. Furthermore, to complete the work presented in Chapter 3,
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which aims to utilize iSCAT for monitoring the growth of individual polymer chains, it is

important to minimize the formation of copper nanoparticles. This may be achieved through

the modification of polymerization conditions for PICAR ATRP, such as adjusting the pH

of the reaction solution or varying the ratio of reaction components. Meanwhile, metal-free

photo-initiated polymerization [124–126] can also be considered as a potential model system to

test our method.

Furthermore, as detailed in Chapter 5, our current investigations have been limited to

the kinetics of CDSA platelets prepared in bulk solution. The in situ kinetic study of CDSA

platelet formation from the surface remains unknown. By employing seeds capable of forming

hydrogen bonds with the plasma-cleaned glass coverslip, we will be able to attain precise control

over the surface seed density. This approach will allow iSCAT to monitor platelet formation

under various reaction conditions in real-time and enable a deeper exploration of the kinetics

of platelets formed from the surface, facilitating comparisons with our existing results. iSCAT

has been widely applied to study the dynamics of various systems, such as lipid diffusion on

membrane, protein aggregation and transportation of bioparticles on the cell surface [45]. This

has successfully showcased its great potential in investigating fast dynamics. However, due to

limitations with our current setup, the concentration of unimer was kept relatively low to manage

reaction kinetics for data collection. Introducing a flow system to the setup can effectively

address this issue and fully utilize the capabilities of iSCAT for fast imaging in studying rapid

dynamics.

With our current setup, we can detect soft matters such as proteins and polymers with

a sensitivity reaching up to 70 kDa. Additionally, we are able to successfully detect metal

nanoparticles as small as 10 nm. To gain deeper insights into the initial stage of reaction kinetics,

further enhancement of detection sensitivity is necessary. By adopting an optical arrangement

to engineer the balance between scattered and reflected signal can be an effective method. For

example, by implementing a partial reflector to a standard iSCAT experimental arrangement,

the reflected light reaches to the detector can be selectively attenuates, which leads to increased

interferometric contrast [225]. In addition, when combined with advancements in hardware

and software, such as advanced optics, detector technologies, and machine learning, detection
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sensitivities and precision can be effectively improved to levels as low as a few kDa. This will

bring research in both dynamic studies and quantitative analysis to a new level, with more

formerly unreachable information being extracted. For example, for the study conducted in

Chapter 3, with improved sensitivity single polymer particles with lower molecular weight can

be detected (without the presence of metal nanoparticles). This advancement allows for the

extraction of their kinetic information at earlier stages. Moreover, rapid dynamics of biological

processes can be followed with higher imaging speed, sub-cellular structures can be visualized

with higher precision and accurate molecular weight analysis of individual molecules can be

achieved. In the meantime, the application of iSCAT should also be introduce into other fields

such as coacervate formation and the assembly of membrane attack complexes on membranes.

In conclusion, the advantages of iSCAT lie in its extensive scope for future applications and

its interdisciplinary nature, which have been successfully demonstrated in this study. With

iSCAT being introduced into more fields, it will become a transformative approach for providing

quantitative information on nanoscopic structure and dynamics.
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[222] André Gemeinhardt, Matthew P McDonald, Katharina König, Michael Aigner, Andreas

Mackensen, and Vahid Sandoghdar. Label-free imaging of single proteins secreted from

living cells via iscat microscopy. JoVE (Journal of Visualized Experiments), (141):e58486,

2018.

[223] Helge Ewers, Volker Jacobsen, Enrico Klotzsch, Alicia E Smith, Ari Helenius, and Vahid

Sandoghdar. Label-free optical detection and tracking of single virions bound to their

receptors in supported membrane bilayers. Nano Letters, 7(8):2263–2266, 2007.

[224] Susann Spindler, Jeremias Sibold, Reza Gholami Mahmoodabadi, Claudia Steinem, and

Vahid Sandoghdar. High-speed microscopy of diffusion in pore-spanning lipid membranes.

Nano Letters, 18(8):5262–5271, 2018.

122



REFERENCES

[225] Daniel Cole, Gavin Young, Alexander Weigel, Aleksandar Sebesta, and Philipp Kukura.

Label-free single-molecule imaging with numerical-aperture-shaped interferometric scat-

tering microscopy. ACS Photonics, 4(2):211–216, 2017.

123



REFERENCES

Appendix

Movie S1

Raw data of AuNP growth monitored by iSCAT microscopy. As NPs grow, they are first

detected with contrast more negative than the overall background (dark spots) before becoming

positive (bright spots). We also observed that for some particles, as the particle becomes very

large, the AuNP detaches from the surface. 0.4 mM HAuCl4 and 1 mM citrate were used (scale

bar 2 µm). A laser power density of 3 µW µm−2 at 637 nm, a camera exposure time of 220 µs,

and an overall time-lapsed frame rate of 1 s−1 were chosen. This movie corresponds to the data

in Fig. 4.6 and Fig. 4.7.

Movie S2

Raw movie of platelet growth monitored by iSCAT microscopy (scale bar: 3 µm).

A 50 µL 0.1 µg mL−1 seed solution was spin-coated onto a cleaned coverslip (3200 rpm for 50s

followed by 4000 rpm for 30s). PCL45:PCL45-b-PDMA348 blends in THF were then diluted with

methanol to achieve a final concentration of 3.03 µg mL−1. 150 µL unimer methanol solution

was added onto the seeds-coated surface and iSCAT observation started immediately. A laser

power density of 2 µW µm−2 at 637 nm, a camera exposure time of 800 µs, and an overall

time-lapsed frame rate of 1.5 s−1 were chosen. This movie corresponds to the data in Fig. 5.4.

Movie S3

Raw data of three-layered platelet growth monitored by iSCAT microscopy (scale

bar: 2 µm). 50 µL 0.1 µg mL−1 seed solution was spin-coated onto the cleaned coverslip twice

(3200 rpm for 50 s followed by 4000 rpm for 30 s). PCL45:PCL45-b-PDMA348 blends methanol

solution was added sequentially with concentration of 4.17, 5.56 and 8.33 µg mL−1 for each

layer. A laser power density of 4 µW µm−2 at 637 nm, a camera exposure time of 400 µs, and

an overall time-lapsed frame rate of 1 s−1 were chosen. This movie corresponds to the data in

Fig. 5.9.
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Movie S4

Raw data of four-layered platelet growth monitored by iSCAT microscopy (scale

bar: 2 µm). 50 µL 0.1 µg mL−1 seed solution was spin-coated onto the cleaned coverslip twice

(3200 rpm for 50s followed by 4000 rpm for 30s). Layer 1: 150 µL 1.67 µg mL−1 PCL45:PCL45-

b-PDMA348 methanol solution; Layer 2: 150 µL 2.08 µg mL−1 PCL45 unimer methanol solution;

Layer 3: 150 µL 3.33 µg mL−1 PCL45:PCL45-b-PDMA348 methanol solution; Layer 4: 150 µL

4.17 µg mL−1 PCL45 unimer methanol solution. A laser power density of 4 µW µm−2 at 637 nm,

a camera exposure time of 400 µs, and an overall time-lapsed frame rate of 1 s−1 were chosen.

This movie corresponds to the data in Fig. 5.11.
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