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Abstract 1 

Research in machine-learning (ML) algorithms using natural behavior (i.e., text, audio, and 2 

video data) suggests that these techniques could contribute to personalization in psychology 3 

and psychiatry. However, a systematic review of the current state-of-the-art is missing. 4 

Moreover, individual studies often target ML experts, and may overlook potential clinical 5 

implications of their findings. In a narrative accessible to mental health professionals, we 6 

present a systematic review, conducted in 5 psychology and 2 computer-science databases. We 7 

included 128 studies assessing the predictive power of ML algorithms using text, audio, and/or 8 

video data in the prediction of anxiety and post-traumatic stress (PTSD). Most studies (n = 87) 9 

aimed at predicting anxiety, the remainder (n = 41) focused on PTSD. They were mostly 10 

published since 2019, in computer science journals, and tested algorithms using text (n = 72), 11 

as opposed to audio or video. They focused mainly on general populations (n = 92), less on 12 

laboratory experiments (n = 23) or clinical populations (n = 13). Methodological quality varied, 13 

as did reported metrics of the predictive power, hampering comparison across studies. Two 14 

thirds of studies, focusing on both disorders, reported acceptable to very good predictive power 15 

(including high-quality studies only). Results of 33 studies were uninterpretable, mainly due to 16 

missing information. Research into ML algorithms using natural behavior is in its infancy, but 17 

shows potential to contribute to diagnostics of mental disorders, such as anxiety and PTSD, in 18 

the future, if standardization of methods, reporting of results, and research in clinical 19 

populations are improved. 20 
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Introduction 1 

Recently, medicine has moved towards personalization, meaning selecting an appropriate 2 

treatment for given individual based on their characteristics (1). Yet, in the psychotherapy field, 3 

there is room for improvement regarding diagnostic accuracy, and indication which treatment 4 

will work best for which patient in which situation (2). Simultaneously, research and clinical 5 

potential of machine-learning (ML) methods for psychology and psychiatry have grown thanks 6 

to theoretical breakthroughs and improved computational capacity (3, 4). These developments 7 

led to an increase of using ML models in the prediction of mental disorders, focused on 8 

diagnostics, prognosis or treatment outcome (5-7). These models could, if proven reliable, 9 

valid, and generalizable, act as a component of decision support systems in clinical practice, 10 

assist in the early identification of symptoms of mental disorders for epidemiological or 11 

prevention purposes, and provide a step towards personalization in psychotherapy and 12 

psychiatry (8). 13 

A range of data sources has been successfully used to predict presence of mental 14 

disorders, such as depression (9), anxiety (10) or post-traumatic stress disorder (PTSD; 11). 15 

Such data sources may be subjective, e.g., self-reported symptoms or ecological momentary 16 

assessment ratings (12), or objective, e.g., socio-demographic characteristics (13), biological 17 

data (e.g., blood-based gene-expression biomarkers) (14), or neuroimaging data (e.g., magnetic 18 

resonance imaging) (15). Although these developments are promising, more research on the 19 

use and clinical applications of ML in the prediction of mental disorders is warranted. Single 20 

“markers” are not enough to improve diagnostics and treatment (16). Moreover, different data 21 

sources may provide insights into different stages of disorder development, from detection of 22 

early symptoms to prediction of full-blown onset (17). 23 

Natural behavior, reflected in text, audio, or video data, is an innovative data source 24 

used in the ML prediction, which may be based on, for example, vocabulary of the text the 25 

individuals write, characteristics of their speech (e.g., pitch or articulation), facial expressions 26 

or bodily movements (18-21). During psychotherapy, such data may be session transcripts, or 27 

audio and video recordings of patients during sessions (22). Natural behavior data may be 28 

collected from individuals recruited in different settings, such as general populations and 29 

communities (23), social media platforms (24), clinics (19) or laboratory experiments (25). 30 

They may be gathered actively, meaning the individual is required to take action, e.g., narrate 31 

about their experience (26). Data may also be collected passively, where no user involvement 32 

is necessary, e.g., gait speed recording in university corridors to predict depressive or anxiety 33 

symptoms among students (27). Examples of prediction studies include use of messages sent 34 

by patients to their therapist in a digital therapy platform to predict severity of anxiety (28), 35 

presence of PTSD recognized based on audio recording of an interview with warzone-exposed 36 

veterans, or based on a combination of audio and video of patients admitted to a trauma unit 37 

(29, 30). The use of social media data could also assist in the early identification of symptoms 38 

of mental disorders, becoming thus a helpful prevention component (8).  39 

Most of the studies on the ML prediction of mental states based on natural behavior 40 

data target specialists in artificial intelligence (AI) and are published in computer science 41 

journals, which are not often read by mental health professionals (31). Moreover, a systematic 42 

overview of the topic is so far missing. Therefore, we aimed to provide a systematic review of 43 

studies focusing on ML algorithms based on natural behavior in the prediction of anxiety and 44 

PTSD, including the level of achievable translation into clinical practice, and potential research 45 

gaps. We did so in a close collaboration between psychologists and ML experts, to ensure 46 

comprehension of the purpose and quality of included studies by mental health professionals. 47 

 48 
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Methods 1 

This study was part of the IT4Anxiety project (INTERREG North-West Europe; 32) 2 

connecting research institutions to start-ups (i.e., small and medium-sized enterprises) that 3 

develop digital products to improve prevention and treatment of anxiety and PTSD. The overall 4 

aim of IT4Anxiety was to help the exchange of expertise between these two sectors. In the long 5 

term, it aimed to create a framework under which such innovations may be used in clinical 6 

settings. Our second aim within IT4Anxiety was the development and testing of an ML 7 

algorithm using audio and video data for stress detection, which will be published elsewhere. 8 

The protocol of this study (https://osf.io/adeqk) refers to the whole project (i.e., 9 

recognition of depression, anxiety, and related outcomes). In the current publication, results 10 

only related to anxiety disorders and PTSD are presented. The remainder will be presented 11 

elsewhere. 12 

Bibliographic databases (PubMed, Embase, APA PsycInfo, Web of Science, Scopus, 13 

ACM Digital Library Database and Dblp Computer Science Bibliography) were systematically 14 

searched (inception - 1st of January 2023). Studies were eligible if they (1) were written in 15 

English, (2) reported results of an original study, and (3) aimed at predicting symptoms of 16 

anxiety or PTSD using a ML algorithm based on text, audio or video data. The ML algorithm 17 

could be any model (e.g., regression, support vector machines, or neural networks) able to 18 

predict the content of one dataset based on knowledge learned from another dataset (with 19 

known or unknown presence of mental states). 20 

Titles, abstracts, and full texts of identified studies were screened independently by two 21 

reviewers, and a senior researcher was consulted if disagreements arose. Similarly, data were 22 

extracted by two reviewers independently. We focused on study and sample characteristics, 23 

methodology, indicators of predictive power (for example, F1-measure, accuracy, or 24 

precision), and information about study quality. These data were narratively summarized. 25 

Since no standardized quality assessment exists for ML studies, a tool was created 26 

specifically for the current study. Its creation was based on a review of existing validated 27 

quality assessment instruments, namely the PROBAST Tool for prediction studies (33), 28 

Cochrane Risk of Bias Tool 2.0 for randomized controlled trials (34), and ROBINS-I Tool for 29 

non-randomized studies (35), and previous reviews of ML prediction studies (36, 37). Study 30 

quality was evaluated using five criteria: (1) sample size (min. 100 participants); (2) sample 31 

balance (in the categorical prediction, no group of participants could be smaller than 1:10 in 32 

comparison to other categories, e.g., a group of anxious participants was not much smaller than 33 

a group of non-anxious participants); (3) algorithm validation, meaning that the parameters of 34 

the model were first tuned on one (i.e., training) dataset, and then evaluated using a dataset not 35 

used for algorithm training (i.e., testing), (4) outcome of the algorithm confirmed using a 36 

validated instrument, ensuring that the predicted outcome was indeed the disorder of interest 37 

(referred to as “ground truth”; 38), and (5) if an emotion-inducing task was used in an 38 

experiment, whether this task was validated in previous research. The included criteria are 39 

important to ensure generalizability by avoiding overfitting, meaning modelling which 40 

corresponds too closely to the training data, eventually resulting in failing to predict 41 

observations in different, previously unseen datasets (39). A study was considered high-quality 42 

if at least 4 out of these 5 criteria were met. 43 

Please, see Supplementary materials (SM) 1-3, for the search string for PubMed, 44 

additional details about methods (e.g., more information about eligibility criteria), and the full 45 

explanation of the quality assessment items, including how these biases influence prediction. 46 

 47 
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Results 1 

Selection of Studies 2 

For a full overview, see Figure 1. Hundred twenty-eight studies (121 publications; 87 on the 3 

prediction of anxiety and 41 on PTSD) were included. Figures 2-6, and Tables 1-4 show 4 

summative results of the study characteristics, predictive power, and study quality. Most 5 

studies were published in North America and Asia (both n = 44), between 2019-2023 (n = 96), 6 

and targeted computer scientists (n = 93). Ninety-two studies (n = 62 for predicting anxiety, n 7 

= 30 for PTSD) recruited participants from general non-mental-health-care-seeking 8 

populations. Twenty-three studies were laboratory experiments, which either induced anxiety 9 

or stress in the participants, or asked them to mimic these states (anxiety: n = 20, PTSD: n = 10 

3). Thirteen studies involved clinical, mental-health-care-seeking, populations (n = 5 for 11 

anxiety, n = 8 for PTSD). The SM provide a decision tree for the interpretation of the predictive 12 

power of the included studies (SM 4), a list of included studies (SM 5), terms used to describe 13 

predictive power of studies (Table S1), study-by-study characteristics (Tables S2 – S5), 14 

summative study quality reported by population (Table S6), sponsorship of included studies 15 

(Table S7), and a list of excluded studies with reasons (Table S8). 16 

 17 

General populations 18 

The aim of the general population studies was to predict anxiety or PTSD in an individual (n = 19 

87), ranging from early studies into identification of variables to be fed into an ML model for 20 

prediction (“features”), to later-stage research focused on improvement of predictive power of 21 

existing models, or map symptoms in a target group (n = 9). For example, Solanki and Mittra 22 

(40) assessed anxiety in Twitter users with history of relocation (F1-measure: .31, poor 23 

predictive power). Seventy-seven studies applied a categorical (case-control) and only 11 24 

studies a continuous outcome (cross-sectional). For example, in a case-control study, Sawalha 25 

and colleagues (41) predicted presence or absence of PTSD from transcripts of an interview 26 

with a virtual (i.e., artificial) clinician in a mixed sample of veterans and civilians (F1-measure: 27 

.75, acceptable predictive power). Wang and Zhao (42) predicted anxiety from posts on social 28 

media (Weibo) comparing the predicted severity with the continuous score on the Interaction 29 

Anxiousness Scale (r = .30, weak relationship; 43). 30 

Most studies (n = 67) developed and tested text-based algorithms for which they used 31 

various data sources, such as social media posts (n = 54), answers to open questions in online 32 

surveys on mental health, or transcripts of interviews with participants. In audio and video 33 

studies, recordings were made during interviews with participants. Most of all studies collected 34 

data themselves (n = 64). Some (n = 23) applied analysis on existing data created for previous 35 

general population research into emotion detection, especially social media data (n = 16). For 36 

example, Buddhitha and Inkpen (44) applied a secondary analysis on Twitter data originally 37 

collected for the 2015 Computational Linguistics and Clinical Psychology Workshop. This 38 

dataset included data of Twitter users with self-declared anxiety and PTSD (among other 39 

disorders), and neurotypical controls, and the authors distinguished between these groups with 40 

good predictive power (F1-measure: .87). 41 

Participants in all studies were adults, and could be social media users (e.g., Twitter or 42 

Facebook), veterans or other trauma survivors recruited through non-profit organizations, 43 

university students, employees or patients seeking help for a physical medical condition. For 44 

example, a text-based algorithm was applied in the study by Almeqren and colleagues (45), 45 

who found 955 tweets with hashtags related to COVID-19 pandemic on Twitter. These tweets 46 

were labelled as no, mild or moderate/strong anxiety by three independent annotators. These 47 

agreed subsequently on the categorization of each tweet. The ML algorithm then predicted this 48 

categorization with good predictive power (F1-measure: .87). An audio-based algorithm was 49 

assessed in the study by Marmar et al. (29), who predicted whether a warzone-exposed veteran 50 
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had or did not have PTSD from speech features derived from interviews (good predictive 1 

power, accuracy: .89). 2 

Similar predictive power for both anxiety and PTSD were found, as around 60% 3 

reported acceptable to very good predictions for both dichotomous and continuous outcomes. 4 

A similar pattern was seen in high-quality studies only (n = 58, 66%) and studies (n = 6, 66%) 5 

which validated the algorithm externally (i.e., with a previously unseen dataset). Results of 6 

almost a third of all studies (22% among high-quality) could not be interpreted due to missing 7 

information on the number of participants or imbalanced samples (quality assessment, item no. 8 

2). 9 

Almost two thirds (63%) were rated as high-quality (at least 4 out of 5 quality criteria 10 

met), meaning their methodological approach was robust. Regarding specific items of the 11 

quality assessment, around a half of studies also recruited a sufficient sample size and their 12 

sample was balanced. Nine out of 10 studies for both anxiety and PTSD applied a validation 13 

of the algorithm and compared the result with a comparative measure of anxiety/PTSD (i.e., 14 

“ground truth”), regardless of the algorithm investigated. Of these, 39% used a validated 15 

measure, such as a diagnostic interview or a self-report instrument. This means that more than 16 

half used no or a non-validated ground truth, such as self-declared diagnosis, annotation by 17 

reviewers, or hashtags used in posts on social media. Few studies (6%) validated their algorithm 18 

externally, meaning using a new dataset. This is an important quality as it increases 19 

generalizability (see Methods). 20 

 21 

Laboratory experiments 22 

Similarly, to most general population studies, the 23 studies conducting an experiment were 23 

interested in feature selection or model improvement for the prediction, mainly of anxiety (n = 24 

20). All included studies used audio and/or video data, none used text. 25 

With the exception of 2 studies in children (46, 47), all samples included adults, for 26 

example, university students, general populations recruited through community means (such 27 

as leaflets). In these studies, the authors induced anxiety symptoms in non-mental-health-28 

seeking general population (n = 10), or in individuals who already reported anxiety symptoms, 29 

enhancing thus their manifestation (n = 5). Some studies used actors to mimic anxiety or PTSD 30 

(n = 8). For example, Zbancioc and Feraru (48) used an existing Emo-DB database (49), where 31 

10 actors expressed seven emotions (neutral, anxiety/fear, happiness, anger, sadness, boredom 32 

and disgust) to predict anxiety with good predictive power (accuracy: .84). Salekin and 33 

colleagues (50) recruited a sample of low and high socially anxious college students and asked 34 

them to give a 3-minute presentation about their experiences at college. The algorithm 35 

predicted the category of social anxiety and the participants’ ratings of state anxiety with good 36 

(F1-measure: .90) and very good predictive power (F1-measure: .93), respectively. 37 

 Three quarters of the experiments predicting anxiety (n = 15) reported at least 38 

acceptable predictive power, among high-quality studies (n = 6), it was only 50%. Interestingly, 39 

all the high-quality studies induced anxiety in their participants, as opposed to almost a half of 40 

all studies (n = 7) using actors mimicking anxiety. It is therefore possible that real conditions 41 

may be more difficult to predict than artificially created, perhaps exaggerated conditions. 42 

Results of 4 studies, including one which externally validated its algorithm, and all studies 43 

predicting PTSD, were not interpretable due to insufficient information about numbers of 44 

participants. 45 

Only about a quarter of studies was considered high-quality. The most problematic item 46 

was sample size criterion, which was met in only one study (4%), showing that recruiting a 47 

sufficient sample size for an experiment may be challenging. The samples were balanced in 48 

most cases (95%), as was the algorithm validated (87%). However, only one study validated it 49 

externally. Two thirds of studies used a ground truth to see whether anxiety was satisfactorily 50 
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induced in participants, and about a half of these instruments was validated. The validity of the 1 

task criterion was crucial for this group of studies, as it demonstrated that the task undergone 2 

by the participants to induce anxiety was shown effective in previous research. However, this 3 

criterion was met in less than half of the studies (n = 9). 4 

 5 

Clinical populations 6 

Most (n = 12, 92%) clinical population studies primarily focused on feature selection or model 7 

improvement. Many of the authors collected their own data, while four studies used existing, 8 

sometimes public, datasets. For example, Tavabi and colleagues (51) predicted PTSD with 9 

good predictive power (F1-measure: .85) from data collected in previous research using a 10 

sample of veterans undergoing a virtual reality exposure therapy (52). Like general populations 11 

studies, most clinical population studies predicted anxiety or PTSD in case-control designs (n 12 

= 10). 13 

The text data (n = 5) was collected as transcripts of face-to-face therapy sessions or on 14 

digital therapy platforms (varying from responses to open-ended questions in the intake 15 

questionnaire, to patients’ e-mail exchanges with the therapists). Audio (n = 4), video (n = 1) 16 

recordings, and their combination (n = 3) were, for example, made during clinical interviews 17 

with patients. For instance, combination of audio and video recording of a clinical interview 18 

data was used by Schultebraucks and colleagues (30) in a sample of 81 patients one month 19 

following admission to an emergency department. They found good predictive power in the 20 

prediction of PTSD (F1-measure: .83). 21 

All studies included adults who sought help for anxiety or PTSD complaints. However, 22 

only slightly above half (n = 8) reported information on participants, e.g., age (19, 28, 30, 51, 23 

53, 54), gender (19, 28, 30, 51, 53-55), ethnicity (30, 51), marital status (51), education (28, 24 

51), employment status (51), self-reported symptoms (19, 53), type of experienced trauma (30, 25 

51, 55), received care (19) or comorbidity (51). 26 

Overall, 92% of studies reported acceptable to very good prediction (for both case-27 

control and cross-sectional studies). This result did not considerably differ per disorder, 28 

whether text, audio, or video algorithm was involved, or in high-quality studies. There was 29 

only one study which validated the algorithm externally (with good prediction). 30 

 Ten studies (77%) were rated as high-quality. Specific criteria were met by around two 31 

thirds (sample size, balanced sample) to (almost) all studies (validation, ground truth). Around 32 

80% (both disorders) used a validated measure as ground truth (namely a diagnostic interview, 33 

n = 6, or a self-report measure, n = 4), as opposed to annotation by raters (n = 1) or no reported 34 

ground truth (n = 2). However, only one study validated the algorithm externally. 35 

 36 

Summary 37 

Current research into natural behavior-based ML algorithms for anxiety and PTSD is of a rather 38 

fundamental nature, as the focus is mainly on identification of features for prediction or 39 

improvement of predictive power of existing models. Yet, it shows promising results, as most 40 

studies reach at least acceptable predictive power. Studies conducted in mental-health-care-41 

seeking populations are much fewer than in other settings, but they report higher predictive 42 

power and better methodological quality. Social media is a common source of data for general 43 

populations studies. Laboratory experiments struggle to recruit sufficient samples compared to 44 

studies in other populations, probably due to design requirements, and often recruit actors 45 

rather than general population participants or patients. 46 

 47 
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Discussion 1 

The current study is the first systematic review of ML algorithms using natural 2 

behaviors for the prediction of anxiety and PTSD in a narrative accessible for mental health 3 

professionals. Most studies were published recently and focused on algorithms using text data, 4 

perhaps thanks to the accessibility of free text on social media and progress in natural language 5 

processing. Data collection of experimental or clinical data requires more efforts, costs and 6 

often an ethical approval. Studies in clinical populations were fewer than other populations, 7 

which is in line with the common practice to test new innovations on non-clinical populations 8 

first. 9 

Two thirds of all, but also high-quality studies only, reported acceptable to very good 10 

predictive power. It could be expected that methodological rigor would lead to higher 11 

predictive power, as with better methodology, the aims of the study are more satisfactorily met. 12 

Alternatively, we could expect lower predictive power in high-quality studies, as the results are 13 

less likely to be unreliable and inflated (56). If a study was deemed high-quality, its results may 14 

still be difficult to interpret due to imbalanced samples. Therefore, it is possible that our quality 15 

instrument requires improvement to assess the methodological quality in a more fine-grained 16 

manner.  17 

Eighteen studies did not confirm the outcome of the prediction by ground truth, 18 

meaning a measure providing evidence of anxiety or PTSD. In the studies which used ground 19 

truth, only less than half compared their outcome to “gold standard” comparators, meaning 20 

validated diagnostic interviews (e.g., SCID-5, or Mini-International Neuropsychiatric 21 

Interview; 57, 58) or self-report measures. Only 8 studies (6%) validated the algorithm using a 22 

previously unseen dataset, and only one such study was conducted in clinical settings. 23 

Generalizability of the findings is thus limited, especially for conclusions in clinical practice. 24 

Our findings thus agree with previous reviews on other data sources suggesting that more 25 

methodological rigor is needed in clinical prediction models in psychiatry (6). 26 

Given the lack of previous reviews on natural behavior data, the comparability of our 27 

results with previous research is limited. Nevertheless, indications can be derived from a 28 

previous review by Ramos-Lima and colleagues (37). This review included 49 studies 29 

predicting PTSD and acute stress disorder using ML techniques based on various data sources. 30 

It included 5 studies using text or audio data which are part of the current review (29, 59-62). 31 

The authors reported identical results as we did, however, did not interpret them further. They 32 

mentioned complications with comparison of the results of individual studies to each other, 33 

since a wide range of performance metrics was reported, and argue for standardization of the 34 

reporting. We encountered similar problems and provided solution in the predictive power 35 

interpretation that we created. Higher transparency and standardization in methods and 36 

reporting is clearly needed. 37 

Our results need to be interpreted considering their limitations. No standardized quality 38 

assessment tool for ML-prediction studies using natural behavior was available, we thus 39 

created a critical appraisal instrument. Two previous reviews on predictive modelling using 40 

various data sources partly overlapped with ours. Sajjadian and colleagues (36) considered all 41 

studies with a sufficient sample size and algorithm validation adequate-quality (both items 42 

being part of our quality assessment). Ramos-Lima and colleagues (37) developed a 9-item 43 

assessment, of which 5 items (sample balance, ground truth, and algorithm validation, 44 

appropriateness of the ML algorithm, reporting of relevant performance metrics) were part of 45 

our instrument or result interpretation, but did not include 2 additional items we evaluated 46 

(sample size, task validity). Their other aspects (i.e., representativeness of the sample, 47 

confounders, description of features, and handling missing data) were also originally 48 

considered for our review but could not be evaluated due to insufficient reporting in the 49 
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included studies. Therefore, we recommend that a multidisciplinary international expert team 1 

addresses these quality issues, resulting in a consensus statement. The TRIPOD statement (63), 2 

providing reporting guidelines for ML prediction studies, was not mentioned by any of the 3 

included studies, but should be followed. Furthermore, no meta-analysis of the predictive 4 

power of included studies could be performed, given the substantial heterogeneity among these 5 

studies, both across and within the algorithm types. It was also impossible to assess the 6 

relationship between the predictive power and study quality. However, the current study 7 

created a basis for future investigation. 8 

Natural behavior algorithms show promising results: They report at least acceptable 9 

performance in most studies, including those focused on social media data, symptom 10 

identification in general populations, or in clinical settings. Nevertheless, the evidence is still 11 

in its infancy. Future research should focus on the use and validation of ML algorithms in 12 

clinical practice, prediction of treatment outcome, translation into routine care, prevention, and 13 

implementation. Guidelines should be developed separately for their use in different 14 

populations. Acceptance and trust towards their application in health care must be assessed to 15 

address potential reluctance of their adoption (64). Furthermore, it is necessary to explore at 16 

which stage of the ML-based diagnostic process the clinician should enter (65, 66), to secure 17 

adaptability to changing contexts, and provide ethical supervision (67). How the prediction will 18 

be influenced by the boom of generative AI and large language models remains also unclear.  19 

In clinical practice, ML algorithms using natural behavior, when based on quality data 20 

and methodology, reliable, and valid, could become a part of decision support tool. They could 21 

also reveal everyday manifestation of mental states in real-time and in the ecological habitat of 22 

the individual (68), as natural expression or onset of the disorder, complementing thus other, 23 

both subjective and objective, data sources. In their optimal form, they may also lead to the 24 

discovery of additional objective “markers” of mental disorders, e.g., through digital 25 

phenotyping, meaning collecting measurable characteristics of an individual’s digital footprint, 26 

such as smartphone usage (69, 70). 27 

In the future, integrating these behavioral markers with other biological and clinical 28 

data may enhance diagnostic accuracy and treatment outcomes in psychiatry and psychology. 29 

It may provide more comprehensive assessments earlier in time and against lower costs. 30 

Furthermore, prevention efforts in general populations, for example through symptom 31 

identification on social media, may benefit from the use of ML algorithms. However, first, 32 

more evidence from clinical settings is necessary. 33 
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Table 1 

Summative Results per Disorder 

      

 All studies 

N = 128 

General  

Populations 

N = 92 

Clinical 

Populations 

N = 13 

Experiments 

 

N = 23 

Total Number of Studies  Anxiety 

N = 87 

PTSD 

N = 41 

Anxiety 

N = 62 

PTSD 

N = 30 

Anxiety 

N = 5 

PTSD 

N = 8 

Anxiety 

N = 20 

PTSD 

N = 3 

Modality          

        Text  48 24 44 23 4 1 0 0 

        Audio 17 11 6 5 0 4 11 2 

        Video 16 2 8 2 1 0 7 0 

        Multi-modal (audio + video) 6 4 4 0 0 3 2 1 

Data-collection          

Existing dataset 20 15 12 11 1 3 7 1 

Data collected by the authors  63 24 47 17 4 5 12 2 

Both  4 2 3 2 0 0 1 0 

Design          

Case-control study 52 35 48 29 4 6 0 0 

Cross-sectional study 11 1 11 0 0 1 0 0 

Case-control+cross-sectional 4 2 3 1 1  1 0 0 

Experiment 20 3 0 0 0 0 20 3 

Continent          

        Asia 39 5 30 2 1 1 8 2 

Australia 2 0 0 0 0 0 2 0 

Europe 23 12 14 8 2 3 7 1 

North America 20 24 15 20 2 4 3 0 

South America 3 0 3 0 0 0 0 0 

Type of journal          

        Psychology  11 11 9 9 2 2 0 0 

Computer science  66 27 44 18 3 6 19 3 

General science 10 3 9 3 0 0 1 0 
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 5 

Table 2 

Predictive Power per Type of Predicted Disorder and Algorithm Used – Results per Type of Population 

 Case-control studiesa Cross-sectional studiesb  

Predictive 

powerc 

Very 

good 

Good Acceptable Poor Not 

interpretable 

(Insufficient 

information) 

Not 

interpretable 

(Imbalanced 

dataset) 

No 

relationship 

Weak 

relationship 

Moderate 

relationship 

Strong 

relationship 

Total 

General 

populations 

           

Text-based            

    Anxiety 2 7 15 2 12 1 1 2 2  44 

    PTSD 2 4 6 1 8 1  1   23 

Audio-based            

    Anxiety   1 1 1  1 1 1  6 

    PTSD 1 3 1        5 

Video-based            

     Anxiety 1 3   1 1   1 1 8 

     PTSD 2          2 

Multimodal            

     Anxiety  1   1    1 1 4 

     PTSD           0 

Clinical 

populations 

           

Text-based            

     Anxiety  1 1     1 1  4 

     PTSD   1        1 

Audio-based            

     Anxiety           0 

     PTSD  1 1  1    1  4 

Video-based            

     Anxiety   1        1 

     PTSD           0 

Multimodal            

     Anxiety           0 

     PTSD 1 2         3 

Experiments            

Text-based            

     Anxiety           0 

     PTSD           0 

Audio-based            

     Anxiety 3 4 1 1 2      11 

     PTSD     2      2 

Video-based            

     Anxiety 2 3 1  1      7 

     PTSD           0 

Multimodal            

     Anxiety     1     1 2 

     PTSD     1      1 

Note. The best performance per study is reported. 
a Case-control studies: Studies predicting the disorder of interest categorically, meaning, for example, presence versus absence of the disorder. 
b Cross-sectional studies: Studies predicting the disorder of interest continuously, meaning, for example, predicting the severity expressed as a score on a continuous 

instrument. 
c Predictive power: See Interpretation of Predictive Power of Included Studies, Supplementary material 4. 
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Table 3 

Predictive Power per Type of Predicted Disorder and Algorithm Used – All studies and High-quality Studies Only 

 Case-control studiesa Cross-sectional studiesb  

Predictive 

powerc 

Very 

good 

Good Acceptable Poor Not 

interpretable 

(Insufficient 

information) 

Not 

interpretable 

(Imbalanced 

dataset) 

No 

relationship 

Weak 

relationship 

Moderate 

relationship 

Strong 

relationship 

Total 

All studies 

(N = 128) 

           

Text-based            

    Anxiety 2 8 16 2 12 1 1 3 3  48 

    PTSD 2 4 7 1 8 1  1   24 

Audio-based            

    Anxiety 3 4 2 2 3  1 1 1  17 

    PTSD 2 4 2  2    1  11 

Video-based            

     Anxiety 3 6 2  2 1   1 1 16 

     PTSD 2          2 

Multimodal            

     Anxiety  1   2    1 2 6 

     PTSD 1 2   1      4 

Only high 

quality 

studiesd 

(N = 74) 

           

Text-based            

     Anxiety 2 3 8  6  1 3 3  26 

     PTSD 1 4 5  5 1  1   17 

Audio-based            

     Anxiety 1 1 1 2 1  1 1 1  9 

     PTSD 2 3 1      1  7 

Video-based            

     Anxiety 1 3   1 1   1 1 8 

     PTSD 2          2 

Multimodal            

     Anxiety  1       1 1 3 

     PTSD 1 1         2 

Note. The best performance per study is reported. 
a Case-control studies: Studies predicting the disorder of interest categorically, meaning, for example, presence versus absence of the disorder. 
b Cross-sectional studies: Studies predicting the disorder of interest continuously, meaning, for example, predicting the severity expressed as a score on a continuous 

instrument. 
c Predictive power: See Interpretation of Results of Included Studies, Supplementary material 4. 
d Only studies meeting at least 4 out of 5 quality criteria. 
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Table 4 

Quality Assessment per Population 

   

Total Number of Studies  All studies 

N = 128 

Text 

 

Audio 

 

Video 

 

Multimodal 

 

  Anxiety 

N = 48 

PTSD 

N = 24 

Anxiety 

N = 17 

PTSD 

N = 11 

Anxiety 

N = 16 

PTSD 

N = 2 

Anxiety 

N = 6 

PTSD 

N = 4 

 N (%) N (%) N (%) N (%) N (%) N (%) N (%) N (%) N (%) 

Number of criteria met           

4-5 (High-quality)  74 (58) 26 (54) 17 (71) 9 (52) 7 (64) 8 (50) 2 (100) 3 (50) 2 (50) 

0-3  54 (42) 22 (46) 7 (29) 8 (48) 4 (36) 8 (50) 0 (0) 3 (50) 2 (50) 

Individual items positive          

        Sample size  62 (48) 25 (52) 17 (71) 6 (35) 3 (27) 6 (38) 1 (50) 2 (33) 2 (50) 

        Balanced sample 72 (56) 19 (39) 11 (46) 16 (94) 8 (73) 12 (75) 2 (100) 3 (50) 1 (25) 

        Validation 117 (91) 44 (92) 23 (96) 15 (88) 10 (91) 16 (100) 2 (100) 4 (66) 3 (75) 

Externally validated 8 (6) 1 (2) 1 (4) 2 (12) 0 (0) 1 (8) 1 (50) 1 (17) 1 (25) 

        Ground truth 110 (87) 42 (88) 23 (96) 13 (76) 8 (73) 13 (81) 2 (100) 5 (83) 4 (100) 

           Type of ground truth          

             Diagnostic interview 15 (12) 1 (2) 4 (17) 0 (0) 4 (37) 2 (13) 1 (50) 0 (0) 3 (75) 

             Self/observer-reported       

instrument 

46 (36) 13 (27) 4 (17) 11 (64) 3 (27) 9 (57) 1 (50) 5 (83) 0 (0) 

            Self-declared diagnosis 24 (19) 10 (21) 13 (54) 0 (0) 1 (9) 0 (0) 0 (0) 0 (0) 0 (0) 

           Annotation by raters 15 (12) 9 (18) 1 (4) 2 (12) 0 (0) 2 (13) 0 (0) 0 (0) 1 (25) 

           Topic (e.g., subreddit) 10 (8) 9 (18) 1 (4) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 

Validity of the task 114 (89) 48 (100) 24 (100) 11 (65) 9 (82) 11 (69) 2 (100) 6 (100) 3 (75) 
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Figure Titles 1 

1. Figure 1 - PRISMA Flow Diagram 2 

2. Figure 2 - Number of Studies per Predictive Power in the Prediction of Anxiety – 3 

General Populations, Clinical Populations, and Experiments (Case-control and Cross-4 

sectional Studies) 5 

3. Figure 3 - Number of Studies per Predictive Power in the Prediction of PTSD – General 6 

Populations, and Clinical Populations (Case-control and Cross-sectional Studies) 7 


