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Abstract
Graph-level clustering, which is essential in medi-
cal, biomedical, and social network data analysis,
aims to group a set of graphs into various clus-
ters. However, existing methods generally rely on
a single clustering criterion, e.g., k-means, which
limits their abilities to fully exploit the complex
Euclidean and structural information inherent in
graphs. To bridge this gap, we propose a dual con-
trastive graph-level clustering (DCGLC) method in
this paper. DCGLC leverages graph contrastive
learning and introduces the Euclidian-based and
subspace-based cluster heads to capture the cluster
information from different cluster perspectives. To
overcome the inconsistency estimations and fuse
the cluster information of multiple cluster heads,
we propose a contrastive mechanism to align the
cluster information derived from them. The cluster-
perspective contrast facilitates the capture of more
comprehensive cluster information. Importantly,
DCGLC is an end-to-end framework in which
graph contrastive learning and cluster-perspective
contrast are mutually improved. We demonstrate
the superiority of DCGLC over the state-of-the-art
baselines on numerous graph benchmarks.

1 Introduction
Graph-structured data is one of the most common data struc-
tures in the real world, and some examples include molecu-
lar data [Rong et al., 2020], biological data [Agarwal, 2006],
and social networks [Aggarwal, 2011], etc. Clustering on
graph data [Schaeffer, 2007; Li et al., 2023] is a fundamental
research topic in machine learning, which aims to partition
the nodes of a single graph (node-level) or a set of graphs
(graph-level) into different groups without supervision infor-
mation. Early works on graph data clustering were mainly
based on graph cut [Schaeffer, 2007] and spectral clustering
(SC) [Ng et al., 2001; Fan et al., 2022; Chen et al., 2022;
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Chen et al., 2023a], but such approaches are difficult and
time-consuming to handle complex graph structures or very
large graphs. Therefore, learning representative features for
graph data is an intuitive way to improve the efficiency and
performance of graph clustering.

The upsurge of deep learning and graph neural networks
(GNNs) [Wu et al., 2020] facilitate the progress of graph clus-
tering. Many GNN-based deep clustering approaches [Wang
et al., 2017; Bo et al., 2020; Tu et al., 2021; Liu et al., 2022]
have exhibited remarkable success in node clustering. Re-
cently, graph contrastive learning (GCL) [Zhu et al., 2021a]
has attracted significant interest from researchers due to its
powerful feature learning capability. GCL learns the repre-
sentation of graph data by imposing various forms of aug-
mentation to the graphs and then contrasting between positive
and negative pairs. By introducing the concept of GCL into
learning node features, several GCL-based graph clustering
methods [Zhao et al., 2021; Xia et al., 2022; Liu et al., 2023b;
Liu et al., 2023a] have further raised the performance bar of
node clustering.

However, there are still very limited efforts delving into
graph-level clustering. This disparity stems from the fact that
node-level clustering operates within a single graph, where
node representations can be learned more easily through
information aggregation between nodes and their neigh-
bors [Wu et al., 2020]. Conversely, graph-level tasks are spe-
cific to a series of graphs, which presents a more complex
and challenging task of measuring the relationships between
them. Recent advances in graph-level tasks have focused
on graph-level classification, mostly based on graph ker-
nels and graph-level representation learning methods [Yang
et al., 2023]. Graph kernels [Vishwanathan et al., 2010;
Sun and Fan, 2024], such as the Weisfeiler-Lehman ker-
nel (WL) [Shervashidze et al., 2011] and Short-Path ker-
nel (SP) [Borgwardt and Kriegel, 2005], measure similarity
between graphs using well-defined kernel functions. While
graph representation learning [Xu et al., 2019; Sun et al.,
2020; You et al., 2020; Cai et al., 2024a; Wu et al., 2024b]
generally leverages GNNs [Kipf and Welling, 2017; Xu et al.,
2019; Wu et al., 2024a] as the backbone, together with read-
out functions, to aggregate node features for learning graph-
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Figure 1: An illustration of the proposed method. Note that two arrows marked in red denote the two main objectives in our method, i.e.,
graph-level features contrast and cluster-perspective contrast.

level features. Graph-level classification is then achieved via
a two-stage strategy that combines a classifier with either
graph kernels or graph representation learning methods.

Nevertheless, these approaches tend to be a trivial solution
when implemented in graph-level clustering, primarily due to
the following challenges.
• supervision information is used to train the classifier,

whereas clustering is not. Consequently, graph-level clus-
tering demands a much higher requirement for the discrim-
inability of learned features than graph-level classification.

• The aforementioned approaches typically construct as a
two-stage model, where the learned similarity matrix or
graph-level representations cannot be optimized for specific
clustering tasks. Previous works on deep clustering [Yang
et al., 2016; Xie et al., 2016; Cai et al., 2022a] have demon-
strated the benefits of incorporating an explicit clustering
objective into feature learning.

• Relying on a single cluster perspective hardly exploits com-
prehensive cluster information. Different cluster perspec-
tives may reveal different cluster information. For exam-
ple, k-means [Hartigan and Wong, 1979] focuses more on
the Euclidean distance relationship between data, while
SC [Ng et al., 2001] highlights connectivity and reveals
clusters under subspace structures.

These challenges naturally pose an intriguing research ques-
tion: Can we advance graph-level clustering by designing
a joint optimization framework and leveraging information
from different cluster perspectives?

To answer this question, we propose a dual contrastive
graph-level clustering (DCGLC)1 in this paper. Figure 1
shows the network structure of DCGLC. Specifically, we
leverage graph contrastive learning to enhance the effective-
ness of graph-level representations by maximizing the con-
sistency between positive sample pairs and inconsistency be-
tween negative sample pairs. Additionally, we introduce an

1Code is available at: https://github.com/wownice333/DCGLC

explicit clustering objective into graph contrastive learning,
which enables our model to be optimized for clustering and
learns discriminative graph-level representations. Further-
more, we propose a contrastive mechanism to align cluster-
ing information from both the Euclidean-based and subspace-
based cluster perspectives, where the former focuses on the
geometric relationships between graphs while the latter cap-
tures their structural relationships. The proposed DCGLC
encourages the incorporation of clustering information from
different cluster perspectives and ensures the consistency of
clustering assignment across them, which leads to more re-
liable clustering results. Besides, the graph-level features
contrast, and cluster-perspective contrast can be mutually im-
proved, facilitating the learning of cluster-friendly represen-
tations. We summarize the main contributions of this work as
follows:

• We propose DCGLC, an end-to-end clustering method uni-
fying the optimization of graph contrastive learning with
information integration of different cluster perspectives.

• We propose a cluster-perspective contrast mechanism to
align the cluster information, which results in more reli-
able clustering assignments by considering both geometric
and structural relationships between graphs.

• We demonstrate the effectiveness of DCGLC through ex-
tensive experiments on various types of graph benchmarks.
Experimental results show that DCGLC outperforms state-
of-the-art baselines in graph-level clustering.

2 Related Work
Deep Graph Clustering. Clustering [Xie et al., 2016;
Zhang et al., 2022; Cai et al., 2022b; Fu et al., 2022;
Yao et al., 2023; Zhang et al., 2023; Cai et al., 2024b] is a
fundamental task in machine learning, and is crucial for real-
world data analysis. With the upsurge of GNNs, deep graph
clustering, especially node clustering, has received increas-
ing attention and advancement in recent years. For instance,



Wang et al. [2017] proposed a marginalized graph autoen-
coder, which leverages both structural information and intrin-
sic properties of graph data to learn effective node features
for clustering. Bo et al. [2020] combined graph convolutional
network (GCN) [Kipf and Welling, 2017; Chen et al., 2023b;
Chen et al., 2023c] and an integrated clustering module to
learn effective node features for graph clustering. Tu et
al. [2021] proposed a dynamic fusion mechanism to fuse
the structural information and attributes and further designed
a triplet self-supervised strategy to produce reliable cluster
assignment. As an emerging technique, GCL-based meth-
ods [Zhao et al., 2021; Pan and Kang, 2021; Liu et al., 2022;
Liu et al., 2023b] are also widely studied. Zhao et al. [2021]
proposed a contrastive node clustering framework that en-
courages the similarity of positive pairs generated by attribute
masks, and the dissimilarity of negative pairs constituted from
out-of-cluster samples. Pan and Kang [2021] leveraged con-
trastive learning to learn consensus representation from mul-
tiple views for node clustering. Liu et al. [2023b] proposed
a contrastive graph clustering method that effectively mines
hard samples in clustering. Despite remarkable advance-
ments in node clustering, a substantial research gap persists
in graph-level clustering, because measuring the relationships
between graphs is more complicated than nodes within a sin-
gle graph.

Graph Representation Learning. Graph representation
learning [Xu et al., 2019; Wu et al., 2020; Sun et al., 2024]
aims to learn graph-level representation by aggregating node
features learned with powerful GNNs, and has witnessed re-
markable progress. For example, Sun et al. [2020] maxi-
mized the mutual information between the global and sub-
structural information of data to learn comprehensive graph-
level representations. You et al. [2020] proposed GraphCL, a
graph augmentation mechanism to learn effective graph-level
representations based on GCL [Zhu et al., 2021a] for graph
classification. We also follow the graph augmentation strate-
gies proposed in [You et al., 2020] in this study, e.g., node
dropping, edge perturbation, attribute masking, and subgraph,
to augment graph data. You et al. [2021] proposed JOAO to
investigate the automatic graph augmentation mechanisms in
GCL. However, the majority of existing approaches focused
on classification tasks and still very limited efforts on graph-
level clustering. Besides, these approaches usually construct
two-stage models, which poses a greater challenge for graph-
level clustering as no supervision information can be utilized.

3 Proposed Method
3.1 Problem Formulation
Let G = {G1, . . . , GN} be a set of N graphs and each graph
is formulated as Gi = {Vi, Ei, {x(i)

v }v∈Vi}, where Vi is the
node set, Ei is the edge set, and x

(i)
v is the feature vector

of node v on graph i. We regard the problem that aims to
partition the graph set into C different groups without any
supervision information as graph-level clustering, i.e., to let
G = G(1) ∪G(2) · · · ∪G(C), s.t.G(i) ∩G(j) = ∅,∀i ̸= j.
Different from the graph-level classification and node-level
clustering [Wu et al., 2020], graph-level clustering is still

a challenging task in machine learning and has rarely been
studied [Xu et al., 2022] because measuring the relationships
between graphs in an unsupervised setting is much more com-
plex than: 1) nodes within a single graph and 2) in a super-
vised setting. Therefore, the important issue in graph-level
clustering is the exploration of learning graph-level features
that contain clustering information and are sufficiently dis-
criminative. To this end, we propose to achieve graph-level
clustering by solving the following general problem:

minimize
θ,ψ,ϕ,G

E
G∼G

ℓr|ψ(hθ(G)) + E
G∼G

ℓc|ϕ(hθ(G)), (1)

where ℓr|ψ(·) denotes the representation learning objective
with the aim of learning effective graph-level features, and
ℓc|ϕ(·) is the clustering objective with the aim of captur-
ing cluster information. A GNN [Kipf and Welling, 2017;
Zhou et al., 2020] based model hθ(·), which has become
a paradigm for many graph-based tasks [Xu et al., 2019;
Park and Neville, 2019; Bo et al., 2020], is generally lever-
aged to facilitate the learning of graph representations from
graph data. In the following section, we will show how to
solve (1) and achieve graph-level clustering through the joint
training of learning effective graph-level representation and
leveraging comprehensive cluster information.

3.2 Graph-Level Representation Contrast
We first present the representation learning module, where we
attempt to explore the capability of GCL [Zhu et al., 2021a]
in learning effective representation for graph-level cluster-
ing. As an emerging technique in graph representation learn-
ing, GCL-based methods surpass state-of-the-art mutual in-
formation (MI) maximization-based methods [Veličković et
al., 2019; Sun et al., 2020] in many tasks such as graph-level
classification [You et al., 2020; Zhu et al., 2021b] and node-
level clustering [Zhao et al., 2021; Xia et al., 2022]. Specifi-
cally, given a graph Gj , the learned features of node i in the
k-th GNN layer can be defined as:

h
(k)
i = COMBINE(k)(h

(k−1)
i ,a

(k)
i ), (2)

where a(k)i denotes the aggregated neighbour features of node
i, i.e., a(k)i = AGGREGATE(k)(h

(k−1)
v : v ∈ N (i)), and

N (i) is the neighbor set of node i. COMBINE(·) indicates
the operation of integrating the information between node i
and its neighbours. In particular, the initial feature h(0)

i = xi.
Subsequently, the graph-level representation of graphGj , i.e.,
Hθ(Gj), can be formulated as follows:

Hθ(Gj) = READOUT({hiθ}
nGj
i=1 ), (3)

where hiθ denotes the concatenated features of node i among
all K layers, i.e., hiθ = CONCAT({h(k)

i }Kk=1), and nGj is
the node numbers of graph Gj . Note that the READOUT(·)
function (e.g., Sum, Average, or Max/Min) aims to integrate
the local features within a graph to obtain graph-level fea-
tures [Kipf and Welling, 2017; Xu et al., 2019], and we utilize
the sum readout function in our implementation.

Given a graph G, we follow the graph augmentation strat-
egy A in [You et al., 2020] to produce an augmented graph



Ĝi ∼ Ai(Ĝi|G). Note that a minibatch with Nb graphs
in training will generate Nb augmented graphs. Therefore,
the original graph Gi and its corresponding augmented graph
Ĝi can be regarded as a positive pair in contrastive learn-
ing, and the combination of Gi with other augmented graphs
{Ĝj , i ̸= j} can be regarded as negative pairs then. For each
graph pair such as Gi and Ĝi, their graph-level representa-
tions Hθ(Gi), Hθ(Ĝi) can be obtained through a GNN en-
coder following Eqs. (2) and (3). Besides, the contrastive loss
is generally calculated in the low-dimensional latent space,
therefore a projection head fψ(·) is applied to project the
graph-level representation Hθ(Gi), Hθ(Ĝi) into ui|θ,ψ and
ûi|θ,ψ. We use NT-Xent loss [Sohn, 2016] as the contrastive
loss in this paper, the NT-Xent loss is to maximize the consis-
tency among positive pairs and the inconsistency among neg-
ative pairs. It is worth noting that we do not further generate
other negative samples, instead, we regard the other Nb − 1
augmented samples in a minibatch as negative samples. For
the Nb graphs in a minibatch, we aim to align the learned
graph-level representations from the two sets of augmented
graphs, which can be achieved by minimizing

ℓr|θ,ψ = − 1

Nb

Nb∑
i=1

log
exp(sim(ui|θ,ψ, ûj|θ,ψ)/τ)∑Nb

j=1,j ̸=i exp(sim(ui|θ,ψ, ûj|θ,ψ)/τ)
(4)

where sim(ui|θ,ψ, ûj|θ,ψ) =
u⊤
i|θ,ψûj|θ,ψ

∥ui|θ,ψ∥∥ûj|θ,ψ∥
denotes the co-

sine similarity function, and τ indicates the temperature pa-
rameter. The loss function aims to minimize the distance be-
tween feature vectors of the same samples while maximiz-
ing the distance between feature vectors of different samples,
resulting in learning more discriminative graph-level repre-
sentations. Apparently, an intuitive way to achieve graph-
level clustering is to directly perform k-means [Hartigan and
Wong, 1979] or SC [Ng et al., 2001] in the learned graph-
level representation. However, there are two important issues
in this solution:
1. Graph-level representation learning and clustering are two

separate processes without any explicitly defined cluster-
ing objective, which implies that they may fail to learn
cluster-friendly graph-level representations. The empiri-
cal results in the experiment section also demonstrate that
those two-stage clustering models, i.e., the simple combi-
nation of k-means/SC and graph kernels/graph represen-
tation learning, tend to be trivial solutions.

2. The Euclidean-based (e.g., k-means) and subspace-based
clustering (e.g., SC) criteria offer cluster information from
different perspectives. Euclidean-based methods prioritize
distance information between data, while subspace-based
methods emphasize the angle information. Combining
these two perspectives can potentially provide richer in-
formation for graph-level clustering.

3.3 Multiple Cluster Perspectives Contrast
To address these issues, we propose a cluster-perspective con-
trast approach that aligns clustering information derived from
multiple perspectives, which also introduces an explicit clus-
tering objective to guide the optimization. Specifically, in-
spired by [Xie et al., 2016; Cai et al., 2022a], we cluster

from two perspectives by utilizing two clustering heads, i.e.,
1) Euclidian-based and 2) subspace-based, respectively. It
should be noted that the clustering task generally performs
in a low-dimensional embedding space, therefore we fur-
ther project the graph-level features Hθ(Gi) into the cluster
embedding Zθ,ϕ with a projector gϕ(·) parameterized by ϕ.
The Euclidian-based clustering head measures the discrep-
ancy between the graph-level features and each cluster center
with Euclidian distance, which can be defined as follows:

qEu
ic|θ,ϕ =

(1 + ∥zi|θ,ϕ − µc∥2)−1∑C
c=1(1 + ∥zi|θ,ϕ − µc∥2)−1

, (5)

where µc is the c-th cluster center of C clusters in total and
can be initialized by k-means. zi|θ,ϕ = gϕ(Hθ(Gi)) ∈ Rdz
is the cluster embedding for graph Gi and dz is the dimen-
sion of cluster embedding. Another clustering head is based
on subspace clustering, with the assumption that the data
can be divided by several subspaces when they are projected
into a low-dimensional embedding space. Consequently, the
subspace-based clustering head can be formulated by the sim-
ilarity between the cluster embedding and the defined sub-
space base as follows:

qSub
ic|θ,ϕ =

∥z⊤i|θ,ϕD
(c)∥2F + ηd∑C

c=1(∥z⊤i|θ,ϕD(c)∥2F + ηd)
, (6)

where D ∈ RCd×d is the subspace base with d-dimension. It
can be initialized by the column space of clusters generated
by performing k-means on Zθ,ϕ. ∥z⊤i|θ,ϕD

(c)∥2F quantifies the
‘closeness’ (cosine similarity) between the graph-level fea-
ture zi|θ,ϕ and the c-th subspace D(c). η is the smooth pa-
rameter and is fixed as 2. Particularly, the subspace D should
obey two rules: 1) ∥D(c)

i ∥ = 1, i = 1, . . . , d, c = 1, . . . , C;
2) ∥D(i)⊤D(j)∥F ≤ τ, i ̸= j, τ → 0. In practice, we impose
two constraints by:

ℓcons =
1

2
(∥D⊤D⊙ I− I∥2F + ∥D⊤D⊙O∥2F ), (7)

where ⊙ denotes the Hadamard product, I is an identity ma-
trix with the same size as D. O is a special matrix whose
elements in each d-size block are 0 and the others are 1. The
first term ensures each base vector is of unit length, prevent-
ing the value of max ∥z⊤j|θ,ϕD

(c)∥2F from being zero. The
second term encourages the subspace bases to be mutually
orthogonal, which is critical for maintaining distinct and sep-
arate subspaces.

After defining the learnable cluster assignment QEu and
QSub from the distance and subspace perspectives, we can
further yield a refined assignment, e.g., PEu, defined as:

pEu
ic =

(qEu
ic|θ,ϕ)

2/
∑Nb
i=1 q

Eu
ic|θ,ϕ∑C

c=1((q
Eu
ic|θ,ϕ)

2/
∑Nb
i=1 q

Eu
ic|θ,ϕ)

, (8)

where Nb represents the number of graphs in a batch, and the
effect of PEu is to emphasize the high-confidence assignments
in QEu. Similarly, we can derive PSub from QSub via:

pSub
ic =

(qSub
ic|θ,ϕ)

2/
∑Nb
i=1 q

Sub
ic|θ,ϕ∑C

c=1((q
Sub
ic|θ,ϕ)

2/
∑Nb
i=1 q

Sub
ic|θ,ϕ)

. (9)



Algorithm 1 Training flows of DCGLC.

Input: Graph set G, number of clusters C, batch size Nb,
learning rate α, total training epochs T .

Output: The clustering results C.
1: Initialize the parameters θ, ϕ, ψ and cluster centers µ;
2: while not converge do
3: for t = 1, 2, . . . , T do
4: Generate augmented graph set Ĝ from G;
5: Obtain graph representations Hθ(Gi) and Hθ(Ĝi)

with Eq. (2) and (3);
6: Obtain the cluster embeddings Zi, and cluster as-

signments QEu and QSub with Eqs. (5) and (6);
7: Compute refined cluster assignments PEu and PSub

via Eqs. (8) and (9);
8: end for
9: Compute the total loss with Eqs. (4), (7), (10), (11),

and (12);
10: Back-propagation and update network parameters θ, ϕ,

ψ, and the cluster centers µ;
11: end while
12: Compute final cluster assignment QEu and QSub;
13: Obtain the clustering labels with Eq. (13);
14: return The clustering results C.

Note that the refined assignments serve as the pseudo labels
to provide guidance for the update of QEu and QSub, which
can be optimized by minimizing the discrepancy between
the cluster assignment distribution and the refined assignment
distribution, i.e.:

ℓKL|θ,ϕ = KL(PEu||QEu) + KL(PSub||QSub)

=

Nb∑
i=1

C∑
c=1

pEu
ic log

pEu
ic

qEu
ic|θ,ϕ

+

Nb∑
i=1

C∑
c=1

pSub
ic log

pSub
ic

qSub
ic|θ,ϕ

,
(10)

where KL(·||·) denotes the Kullback-Leibler (KL) divergence
between two distributions. As previously discussed, our ob-
jective is to learn reliable and consistent clustering assign-
ments by incorporating more comprehensive cluster infor-
mation from multiple cluster perspectives (i.e., Euclidian-
based one denoted by QEu and subspace-based one denoted
by QSub) for each graph. However, clustering from differ-
ent perspectives may yield inconsistent results due to diverse
evaluation criteria, which ultimately affects the consistency
of clustering and leads to suboptimal clustering performance.
To address this challenge, we propose a cluster-perspective
contrast objective ℓc|θ,ϕ for the cluster information alignment
of different perspectives, which is defined as follows:

ℓc|θ,ϕ = − 1

C

C∑
i=1

log
exp(sim(qEu

i|θ,ϕ, q
Sub
j|θ,ϕ)/τ)∑C

j=1,j ̸=i exp(sim(qEu
i|θ,ϕ, q

Sub
j|θ,ϕ)/τ)

, (11)

whereC denotes the number of clusters, and the definitions of
τ and sim(·, ·) are same to Eq. (4). Notably, we also demon-
strate that aligning different cluster perspectives outperforms
solely utilizing a single clustering head with a comprehensive
experiment via an ablation study (in Section 4.2).

3.4 Training Strategy
The two modules in the proposed method are jointly opti-
mized by minimizing the following total objective function:

L = ℓr|θ,ψ + λℓc|θ,ϕ + βℓKL|θ,ϕ + ℓcons, (12)

where λ and β are trade-off parameters that control the con-
tributions of ℓc|θ,ϕ and ℓKL|θ,ϕ to the total loss. Compared to
(1), we not only comprise a well-defined representation learn-
ing module and clustering module, but also incorporate clus-
ter information from different cluster perspectives. The dual
contrastive learning in graph-level feature pairs and multiple
cluster perspectives allows us to obtain more reliable cluster
assignments. More importantly, our approach stands out as
an end-to-end graph-level clustering method that is able to
produce clustering results directly from the network, elimi-
nating the reliance on performing other clustering methods
(e.g., k-means and SC) on the learned graph-level represen-
tations. The clustering results C for each graph can be obtain
from the trained QEu and QSub by:

C = argmax(max(QEu, QSub)). (13)

Algorithm 1 summarizes the detailed training flows of the
proposed DCGLC.

3.5 Complexity Analysis
Here, we further theoretically analyze the time and space
complexity for the proposed DCGLC method. Considering
N graph with average n nodes and |E| edges per graph, the
number of GIN layers and clusters are K and C, and the di-
mensions of nodes and each hidden layer are m and dh. We
analyze the time and space complexity of DCGLC as follows:

• The time complexity of the first layer and the other layers
in GIN are approximate O(Nn|E|mdh) and O(Nn|E|d2h),
where |E| typically can be ignored when the adjacency ma-
trix is sparse. Besides, the time complexity of each cluster
head is O(NKdhC). Therefore, the time complexity of
DCGLC is O(Ndh(nm+ (K − 1)ndh + 2KC)).

• Regarding space complexity, the GIN backbone in DCGLC
needs to store the neighbor list and feature matrices of the
entire graph to represent the graph structure. Thus the space
complexity of these processes is O(Nn+N |E|+Nnm).
Besides, the computation process of the GIN needs to store
the intermediate results of each GIN layer. Thus the space
complexity of this process for the GIN with K layers is
O(Nndh(m + (K − 1)dh)). The space complexity of the
two cluster heads is O(NKdhC). Overall, the space com-
plexity of DCGLC is O(Nn+N |E|+Nnm+Nndh(m+
(K − 1)dh) + 2NKdhC).

From the above discussion, we can observe that the time and
space complexities of DCGLC are mainly associated with the
number of nodes and graphs, i.e., n and N , which is compet-
itive to GCL-based baselines such as GraphCL [You et al.,
2020], JOAO [You et al., 2021], and GLCC [Ju et al., 2023].

3.6 Discussion with Previous Works
Numerous works have paved the way for this work, and we
briefly discuss the connections between our work and them.



Method MUTAG BZR DD IMDB-BINARY

ACC NMI ARI ACC NMI ARI ACC NMI ARI ACC NMI ARI

SP 72.87±0.00 10.24±0.00 15.95±0.00 79.51±0.00 4.13±0.00 3.97±0.00 58.83±0.00 0.43±0.00 0.14±0.00 53.95±1.15 6.52±1.69 0.66±0.36
GK 67.02±0.00 1.74±0.00 1.04±0.00 61.23±3.36 1.06±1.21 3.13±3.74 57.60±1.49 0.28±0.13 -0.05±0.55 50.20±0.00 0.39±0.00 0.00±0.00
RW 77.65±0.00 30.81±0.00 30.26±0.00 64.69±0.00 0.00±0.00 -0.15±0.00 OM OM OM 51.30±0.00 0.16±0.00 0.03±0.00
WL 73.40±0.00 14.50±0.00 21.20±0.00 75.56±0.00 0.50±0.00 3.76±0.00 58.57±0.00 0.13±0.00 -0.05±0.00 51.24±0.53 0.69±0.79 0.06±0.05
LT 56.60±4.88 3.09±1.38 -0.62±0.63 78.35±0.35 0.69±0.28 1.12±1.03 OM OM OM 51.20±0.00 1.61±0.00 0.05±0.00
WL-OA 67.55±0.00 19.64±0.00 11.40±0.00 69.63±0.00 5.60±0.00 -8.67±0.00 OM OM OM 50.86±0.52 0.53±0.84 0.02±0.05

InfoGraph+KM 77.95±1.41 35.22±3.47 30.95±3.03 63.62±2.41 1.59±0.95 2.39±1.44 58.57±0.04 0.64±0.00 -0.02±0.08 54.79±0.84 4.77±0.16 0.92±0.38
InfoGraph+SC 72.58±4.83 28.68±4.93 19.85±5.91 73.53±2.66 3.66±2.52 5.04±3.12 58.83±0.00 0.43±0.00 0.14±0.00 54.90±3.69 4.31±1.91 1.41±2.16
GraphCL+KM 77.07±1.21 35.69±2.83 28.99±2.65 71.43±4.09 1.04±0.77 3.07±1.03 58.02±0.04 0.67±0.00 -0.33±0.03 54.66±0.13 5.16±0.19 0.83±0.02
GraphCL+SC 73.22±2.66 32.19±2.05 23.44±2.45 72.88±1.66 1.90±0.38 3.47±0.59 55.18±2.21 0.19±0.17 0.62±0.67 57.42±1.35 5.01±1.34 2.76±1.56
JOAO+KM 79.20±0.72 36.32±3.03 33.74±1.65 72.64±4.26 1.37±1.14 4.01±3.39 57.95±0.04 1.49±0.00 -0.37±0.00 58.20±1.84 6.76±1.19 2.77±1.13
JOAO+SC 70.72±2.85 27.73±0.23 17.12±2.03 72.98±1.59 2.75±1.30 5.62±3.74 56.28±0.48 0.33±0.00 1.01±0.00 50.20±0.00 0.39±0.00 0.00±0.00

GWF+KM 66.94±7.68 12.46±9.31 13.32±10.53 53.00±0.31 3.42±0.45 -0.76±0.05 53.35±1.91 0.08±0.01 0.24±0.24 56.93±2.65 1.58±0.96 2.07±1.31
GWF+SC 73.92±4.30 18.35±3.85 24.48±4.69 52.76±0.80 3.47±1.16 -0.71±0.32 52.08±0.98 0.04±0.03 -0.12±0.08 51.93±3.58 0.61±0.83 0.58±1.19
GLCC 71.99±3.08 13.18±6.93 16.89±8.28 63.62±9.79 1.18±0.60 1.12±0.97 60.70±0.00 2.40±0.00 2.30±0.00 66.50±0.00 8.10±0.00 10.60±0.00

DCGLC 86.70±0.87 42.55±3.18 53.02±3.10 81.73±0.00 13.57±0.00 18.27±0.00 74.93±1.22 18.44±1.42 24.72±2.32 66.50±2.37 9.16±2.09 11.03±2.72

Table 1: Clustering performance (means ± std) on several graph benchmarks (%). The results highlighted in bold and underlined denote the
best and the runner-up performance respectively, and “OM” denotes out-of-memory.

The GCL methods, e.g., GraphCL [You et al., 2020] and
JOAO [You et al., 2021], can be applied to graph-level clus-
tering by performing k-means [Hartigan and Wong, 1979] or
SC [Ng et al., 2001] on the learned representations. Com-
pared with them, DCGLC allows graph-level representations
for clustering tasks to be learned in an end-to-end manner,
which guides graph representation learning with an explicitly
defined clustering objective.

Some works also delved into end-to-end frameworks for
jointly optimizing representation learning and clustering. For
example, Xie et al. [2016] and Cai et al. [2022a] respec-
tively investigated distance-based and subspace-based end-
to-end clustering models. However, they are not com-
mitted to clustering graph-level data and considered from
a single cluster perspective. Ju et al. [2023] proposed a
graph-level contrastive clustering method for learning clus-
ters through instance-level and cluster-level contrast. How-
ever, the cluster-level contrast in [Ju et al., 2023; Li et
al., 2021] focuses on aligning the logits prediction from the
original and augmented data, which is quite different from
ours. DCGLC introduces two cluster heads to explicitly de-
fine clusters, and focuses on leveraging comprehensive clus-
ter information from different cluster perspectives to learn
more reliable cluster assignments, which is substantiated by
the ablation study results in Section 4.2.

4 Experiment
In this section, we conduct a series of evaluations to demon-
strate the superiority of the proposed DCGLC.

4.1 Experimental Settings
Datasets. We consider three types of graph benchmark
datasets to evaluate the clustering performance, including
seven molecule datasets (MUTAG, BZR, PTC-MR, PTC-
MM, COX2, ER MD, and AIDS), three biological datasets
(DD, PROTEINS and ENZYMES), and two social network
datasets (IMDB-BINARY and REDDIT-MULTI-5K). Details
of these benchmarks refer to Appendix A.

Baseline Methods. We compare the proposed method with
several state-of-the-art baselines, which can be broadly clas-
sified into three categories including: 1) Graph Kernel:
SP [Borgwardt and Kriegel, 2005], GK [Shervashidze et al.,
2009], RW [Vishwanathan et al., 2010], WL [Shervashidze
et al., 2011], LT [Johansson et al., 2014], WL-OA [Kriege et
al., 2016], 2) Unsupervised Graph Representation Learn-
ing: InfoGraph [Sun et al., 2020], GraphCL [You et al.,
2020], JOAO [You et al., 2021], 3) Graph-Level Cluster-
ing: GWF [Xu et al., 2022], GLCC [Ju et al., 2023]. Note
that the network structure of InfoGraph [Sun et al., 2020],
GraphCL [You et al., 2020], JOAO [You et al., 2021], and
GLCC [Ju et al., 2023] are exactly the same as ours to guar-
antee a fair comparison.

Implementation Details. We employ a 4-layer GIN [Xu et
al., 2019] as the backbone network for the proposed DCGLC,
with the aggregated dimension set to 16. We utilize an MLP-
based feature projection head and cluster projection head,
with the dimension of the latent layer and the clustering em-
bedding layer both set to 10. The number of clusters is set to
the number of categories in the dataset, the batch size is fixed
to 64, and the training epoch is set to 300 for all datasets. We
use Adam as the optimizer and follow the setting in [You
et al., 2021] to augment graphs automatically in each epoch.
Other details and the setup of baseline models refer to Ap-
pendix B.

Evaluation Metrics. We use clustering accuracy (ACC),
normalized mutual information (NMI), and adjusted rand in-
dex (ARI) as the evaluation metrics, and report the means and
standard deviations of the three metrics based on 10 indepen-
dent runs for each dataset.

4.2 Experimental Results
Comparison with State-of-the-art Baselines. Tables 1-
2 present the experimental results on eight graph bench-
marks from different data types (more results refer to Ap-
pendix C), where we compare the proposed DCGLC method
with eleven state-of-the-art baselines. From this table, we
have the following observations: 1) The proposed DCGLC



Method PTC-MR PTC-MM COX2 ER MD

ACC NMI ARI ACC NMI ARI ACC NMI ARI ACC NMI ARI

SP 56.69±0.00 1.04±0.00 0.50±0.00 62.20±0.00 1.63±0.00 0.73±0.00 52.03±0.00 0.13±0.00 0.01±0.00 58.07±0.00 1.89±0.00 -0.79±0.00
GK 56.40±0.00 1.32±0.00 0.31±0.00 62.20±0.00 1.63±0.00 0.73±0.00 66.17±0.00 0.02±0.00 0.08±0.17 57.85±0.00 2.18±0.00 -0.91±0.00
RW 56.98±0.00 0.63±0.00 1.25±0.00 60.71±0.00 0.97±0.00 2.91±0.00 51.31±0.00 0.70±0.00 -0.92±0.00 63.68±0.00 15.81±0.00 6.63±0.00
WL 52.91±0.00 0.23±0.00 0.05±0.00 62.20±0.00 1.50±0.00 3.87±0.00 50.54±0.00 0.51±0.00 -0.40±0.00 61.43±0.00 2.35±0.00 2.30±0.00
LT 55.17±1.32 0.40±0.65 0.19±0.52 61.19±0.88 0.73±0.55 1.09±1.06 77.52±0.59 0.26±0.34 0.17±0.71 59.19±0.00 0.34±0.00 -0.14±0.00
WL-OA 59.30±0.00 1.77±0.00 2.95±0.00 63.39±0.00 4.59±0.00 2.26±0.00 50.75±0.00 0.51±0.00 -0.37±0.00 61.43±0.00 2.35±0.00 2.30±0.00

InfoGraph+KM 54.79±0.68 0.49±0.35 0.28±0.21 61.48±1.03 2.35±0.83 3.61±1.45 56.74±3.04 3.30±0.60 0.17±0.10 61.21±0.00 1.59±0.00 2.63±0.00
InfoGraph+SC 56.10±0.33 1.50±0.26 0.20±0.13 61.96±1.53 2.12±0.99 4.55±0.83 70.37±2.01 3.56±0.99 1.92±1.67 59.87±0.00 1.15±0.00 0.42±0.00
GraphCL+KM 54.33±0.76 1.15±0.55 0.16±0.29 58.93±0.74 0.27±0.15 0.60±0.14 68.88±0.59 1.05±0.21 0.44±0.57 60.99±0.00 1.50±0.00 3.35±0.00
GraphCL+SC 56.13±0.42 1.31±0.30 1.17±0.24 62.09±0.56 2.14±0.43 3.36±0.87 75.01±2.12 1.24±0.37 2.39±2.28 59.42±0.00 3.03±0.00 0.44±0.00
JOAO+KM 56.39±0.18 0.53±0.21 0.41±0.01 59.04±0.52 0.21±0.14 0.98±0.41 70.56±2.03 1.19±0.34 0.44±0.43 66.14±0.00 5.77±0.00 9.51±0.00
JOAO+SC 56.16±0.22 1.03±0.33 0.19±0.11 62.41±0.80 2.00±0.78 4.28±1.34 76.46±0.61 1.43±0.77 2.35±2.49 59.42±0.00 2.02±0.64 0.30±0.00

GWF+KM 56.33±3.52 1.09±0.88 1.65±1.50 53.37±3.18 0.30±0.37 0.38±1.09 57.60±4.11 1.50±0.13 2.08±1.80 51.94±1.87 0.27±0.56 -0.07±0.27
GWF+SC 55.32±4.03 0.89±0.84 1.49±1.44 53.02±1.66 0.36±0.28 0.21±0.09 58.83±4.46 1.16±0.41 1.45±1.21 59.12±0.56 0.51±0.53 -0.11±0.36
GLCC 56.10±3.29 1.21±0.63 1.38±1.15 61.61±0.24 0.63±0.41 1.24±1.38 77.37±1.11 0.02±0.03 -0.30±0.42 61.21±1.28 5.24±1.38 4.61±1.16

DCGLC 59.98±1.11 2.60±0.89 3.66±0.92 65.48±0.24 4.32±0.70 7.34±0.15 78.63±0.16 3.05±0.82 5.42±3.15 66.95±0.18 10.12±0.88 11.29±0.25

Table 2: Clustering performance (mean ± std) on PTC-MR/MM, COX2, and ER MD (%). The results highlighted in bold and underlined
denote the best and runner-up performance respectively.
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Figure 2: Visualization of clustering embedding for the proposed DCGLC and four baseline methods on AIDS.

method demonstrates significant superiority over state-of-the-
art graph kernels and graph-level clustering baselines. Partic-
ularly, compared to the GCL-based baselines, e.g., GraphCL,
JOAO, and GLCC, the proposed DCGLC exhibits notable ad-
vantages across three different types of graph data. For ex-
ample, on the molecule dataset MUTAG, DCGLC exceeds
JOAO+KM with an improvement of 7.50%, 6.23%, and
19.28% in terms of ACC, NMI, and ARI. Besides, on the
biology dataset DD, DCGLC also outperforms the runner-
up GLCC by more than 14.00% across all metrics. These
results clearly indicate that the dual contrastive mechanism
in DCGLC can facilitate the learning of clustering-friendly
graph representations. 2) Empirical results show that the
one clustering perspective may not consistently yield su-
perior performance. For instance, GWF+KM outperforms
GWF+SC on PTC-MR and BZR, while the opposite is true
for MUTAG and ER MD. This phenomenon is also observed
in other state-of-the-art baselines, e.g., GraphCL, and JOAO.
These observations suggest that different clustering perspec-
tives reveal distinct information for clustering, which may
exhibit different validity for various graph data. Besides,
this also highlights the rationale for leveraging the cluster in-
formation from multiple clustering perspectives to promote
graph-level clustering.

Visualization of Clustering Embedding. We employ t-
SNE [Van der Maaten and Hinton, 2008] to visualize the clus-
tering embeddings to facilitate a more intuitive comparison.
As shown in Figure 2, it is evident that InfoGraph yields a dis-

organized result with no discernible clusters. While GraphCL
and JOAO demonstrate better performance compared to In-
foGraph, the samples of the same color are still widely dis-
persed. Besides, although GWF shows clearer boundaries
between classes, the gap between the two classes is small,
resulting in blurred clustering boundaries. Compared with
them, the clustering structures of DCGLC are more compact,
with different clusters more separated and samples from the
same cluster being significantly closer in proximity. The im-
proved compactness and separability of the clusters indicate
the effectiveness of DCGLC in capturing and leveraging the
underlying structure and relationships within the graph data
for more accurate clustering.

Impact of λ and β. We evaluate the impact of the variation
of two hyper-parameters, λ, and β, on the clustering perfor-
mance. Specifically, we conduct the parameter analysis by in-
tentionally setting the values of λ and β within a broad range
of [0.001, 100]. The results depicted in Figure 3 show the
performance variations observed on MUTAG (more results
refer to Appendix D). The empirical results reveal that exces-
sively high values of λ generally lead to a negative impact on
clustering performance. For instance, when λ is set to 100,
the performance becomes unsatisfactory. Interestingly, our
method demonstrates a remarkable insensitivity to changes in
the value of β, as evidenced by its consistently stable perfor-
mance across different values. Notably, the ARI tends to be
more sensitive to variations in both λ and β. Overall, these
findings collectively underscore the robustness and stability
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Figure 3: The impact of λ and β to the clustering performance on MUTAG. λ and β changes in the range of [0.001, 100].

of DCGLC across a broad range of λ and β values.

Ablation Study. We conduct an ablation study to demon-
strate the effectiveness of the proposed method and the ra-
tionale of integrating the cluster information from different
perspectives. We construct three degradation variants for the
proposed DCGLC, including:

1) DCGLC v1: Drop out the cluster-perspective contrast
component, and only consider the Euclidian-based clus-
tering head and graph-level features contrast.

2) DCGLC v2: Drop out the cluster-perspective contrast
component, and only consider the subspace-based clus-
tering head and graph-level features contrast.

3) DCGLC v3: Drop out the graph-level features contrast
component and only train under the guidance of cluster-
perspective contrast.

Dataset Metrics DCGLC v1 DCGLC v2 DCGLC v3 DCGLC

MUTAG
ACC 78.94±5.64 78.99±3.11 84.47±1.48 86.70±0.87
NMI 26.04±12.07 23.85±5.42 41.62±2.11 42.55±3.18
ARI 32.85±14.16 32.95±6.86 47.17±5.17 53.02±3.10

BZR
ACC 79.48±1.11 80.74±0.80 79.16±0.79 81.73±0.00
NMI 5.78±4.32 9.31±3.01 8.05±1.62 13.57±0.00
ARI 11.41±5.46 12.35±4.68 15.24±4.66 18.27±0.00

AIDS
ACC 89.96±2.71 80.00±0.00 88.55±0.66 96.77±0.33
NMI 50.19±10.18 12.22±2.04 38.96±2.69 73.51±2.30
ARI 56.00±13.71 7.77±6.57 46.14±3.28 85.74±1.45

Table 3: Experimental results of ablation study on three datasets.

In Table 3, we thoroughly evaluate DCGLC in compari-
son to all degradation variants on three datasets (more re-
sults refer to Appendix E), revealing several key insights:
1) The Euclidean-based and subspace-based cluster perspec-
tives each possess their own set of strengths and weaknesses.
The former demonstrates superior performance on MUTAG,
whereas the latter outperforms on BZR. This highlights the
importance of considering different clustering perspectives,
as their effectiveness can vary depending on the characteris-
tics of graph data. 2) Relying solely on a single cluster per-
spective is insufficient for capturing comprehensive cluster
information, as we observe consistent performance degrada-
tion DCGLC v1 and DCGLC v2. The results provide strong
evidence for the validity of incorporating cluster information

from different cluster perspectives in graph-level clustering.
3) The importance of graph-level features contrast is demon-
strated from the results of DCGLC v3. Notably, removing
this component leads to noticeable performance degradation,
reaffirming its indispensable role in enabling the network to
learn more effective graph representations.

5 Conclusion
In this paper, we proposed dual contrastive graph-level clus-
tering (DCGLC). DCGLC leverages graph contrastive learn-
ing and introduces an explicit clustering objective to learn dis-
criminative graph-level representations that are conducive to
clustering. We highlight the importance of capturing compre-
hensive cluster information from multiple cluster perspectives
to graph-level clustering, and propose a contrastive mecha-
nism to align cluster information from different cluster per-
spectives. DCGLC is an end-to-end framework that integrates
graph contrastive learning and cluster-perspective contrast,
leading to a mutual enhancement during training. Extensive
experiments on several popular graph benchmarks compared
with state-of-the-art methods fully demonstrate the superior-
ity of DCGLC. The main limitation of this work stems from
the exploration of the graph augmentation mechanism ben-
eficial for capturing better clustering structures, which is a
promising research issue for future work.
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Abstract

This appendix includes the following contents:

1. Details of the graph benchmarks used in the ex-
periment.

2. The detailed experimental settings including
the network architecture, trade-off parameters,
training details, baseline settings, etc.

3. More experimental results on the remaining
datasets, e.g., AIDS, PROTEINS, etc.

4. More parameter analysis of λ and β.
5. More ablation study results.

A Appendix A: Details of Graph Benchmarks
The graph benchmarks used in this paper source from TU-
Dataset [Morris et al., 2020] 1, a publicly available database.
Here, we supplement more details for all the graph bench-
marks in Table 1, including the total number of graphs, the
average number of nodes and edges, the classes of nodes and
graphs, and the type of data.

B Appendix B: Experimental Settings
We supplement more details of the experimental settings in
the paper, including the network structure, trade-off parame-
ter settings, training details, baseline settings, etc.

• Network structure: We employ a 4-layer GIN [Xu et al.,
2019] as the backbone network for our method, with the
aggregated dimension set to 16. we utilize an MLP-based
feature projection head and cluster projection head in our
method, with the dimension of the latent layer and the clus-
tering embedding layer both set to 10. The number of clus-
ters is set to be the same as the number of categories in the
dataset. The source code is also included in the supplemen-
tary material for additional details and reproducibility.

∗Co-first author.
†Corresponding author.
1https://chrsmrrs.github.io/datasets/docs/datasets/

• Trade-off parameter settings: There are two trade-off pa-
rameters in our method, i.e., λ, and β. We vary their val-
ues in the range of [0.001, 0.01, 0.1, 1, 10, 100], and adopt
the hyper-parameter grid search strategy to find the optimal
settings. Similar strategy is also applied to other methods
if applicable for fairness.

• Training details: We fix the batch size as 64 to the ex-
periment on each experiment. We train the model for 300
epochs on all datasets with Adam [Kingma and Ba, 2014]
as the optimizer. Note that for the graph augmentation in
each epoch, we follow the setting in [You et al., 2021] to
augment graphs automatically.

• Baseline settings: For graph kernels, we evaluate their
clustering performance by SC [Ng et al., 2001], since they
generally learn similarity between graphs, which can nat-
urally be related to spectral clustering. For unsupervised
graph representation learning approaches, we evaluate their
performance by both k-means [Hartigan and Wong, 1979]
and SC [Ng et al., 2001]. We run experiments for each of
them based on the officially released codes. Particularly, for
the graph-level clustering baseline GLCC [Ju et al., 2023],
we report the performance directly from its original paper
for DD and IMDB-BINARY, and reproduce its code to con-
duct experiments on the remaining benchmarks. Regarding
GWF [Xu et al., 2022], the released code only includes the
k-means evaluation, therefore we reproduce its results on
SC following its default settings.

• Implementation: Our implementation is based on PyTorch
Geometric [Fey and Lenssen, 2019] library, and all exper-
iments are run on NVIDIA Tesla A100 GPU with AMD
EPYC 7532 CPU.

C Appendix C: More Experimental Results
In this section, we supplement additional experimental re-
sults for the remaining datasets in Table 2. From this table,
we can observe that the proposed DCGLC method consis-
tently achieves the best clustering results in terms of ACC,
NMI, and ARI in the majority of graph benchmarks, and
surpasses state-of-the-art baselines such as WL-OA, JOAO,



Dataset name #Graphs #Average nodes #Average edges #Node classes #Graph classes # Data Type

MUTAG 188 17.93 19.79 7 2 Molecule
BZR 405 35.75 38.36 10 2 Molecule
PTC MR 344 14.29 14.69 18 2 Molecule
PTC MM 336 13.97 14.32 20 2 Molecule
COX2 467 41.22 43.45 8 2 Molecule
ER MD 446 21.33 234.85 10 2 Molecule
AIDS 2,000 15.69 16.20 38 2 Molecule
DD 1,178 284.32 715.66 82 2 Biology
PROTEINS 1,113 39.06 72.82 3 2 Biology
ENZYMES 600 32.63 62.14 3 6 Biology
IMDB-Binary 1,000 19.77 96.53 – 2 Social networks
REDDIT-MULTI-5K 4,999 508.52 594.87 – 5 Social networks

Table 1: Detailed information of the datasets used in the experiment.

Method AIDS PROTEINS ENZYMES REDDIT-MULTI-5K

ACC NMI ARI ACC NMI ARI ACC NMI ARI ACC NMI ARI

SP 79.49±0.84 0.39±0.62 -0.71±1.13 64.42±0.00 6.03±0.00 5.87±0.00 22.00±0.00 2.57±0.00 1.69±0.00 20.02±0.00 0.05±0.00 0.00±0.00
GK 79.95±0.00 0.04±0.00 -0.07±0.00 59.61±0.22 0.24±0.18 0.10±0.19 17.07±0.13 0.80±0.25 0.00±0.00 OM OM OM
RW 79.90±0.00 0.09±0.00 -0.15±0.00 OM OM OM 17.00±0.00 0.66±0.00 0.25±0.00 OM OM OM
WL 78.50±0.00 1.17±0.00 -2.09±0.00 60.38±0.00 1.55±0.00 0.81±0.00 21.00±0.00 3.09±0.00 1.48±0.00 20.00±0.00 0.00±0.00 0.00±0.00
LT 79.95±0.00 0.04±0.00 -0.07±0.00 OM OM OM 17.00±0.09 0.42±0.11 0.00±0.00 OM OM OM
WL-OA 80.40±0.00 2.46±0.00 2.38±0.00 60.38±0.00 1.55±0.00 0.81±0.00 20.00±0.00 1.35±0.00 0.32±0.00 OM OM OM

InfoGraph+KM 92.21±0.81 54.49±3.53 63.78±3.84 59.22±0.21 3.22±1.94 0.00±0.00 22.06±0.98 2.40±0.45 1.25±0.52 20.16±0.02 0.30±0.05 0.00±0.00
InfoGraph+SC 95.65±1.55 72.21±9.20 80.17±7.19 64.02±2.31 5.17±1.87 7.06±2.65 23.75±0.50 4.64±0.65 2.23±0.41 20.00±0.00 0.00±0.00 0.00±0.00
GraphCL+KM 90.40±1.06 46.56±4.31 55.29±5.28 59.47±0.01 0.37±0.31 0.00±0.00 21.50±0.22 1.55±0.12 0.90±0.09 20.32±0.00 0.56±0.00 0.00±0.00
GraphCL+SC 96.08±1.96 72.97±10.86 81.65±8.51 59.96±0.10 2.81±0.07 3.88±0.08 25.28±0.28 4.75±0.36 2.03±0.26 20.08±0.00 0.16±0.00 0.00±0.00
JOAO+KM 88.25±0.00 38.02±0.00 44.62±0.00 59.48±0.00 0.64±0.05 -0.06±0.00 21.66±0.37 1.60±0.01 0.94±0.02 20.34±0.00 0.60±0.00 0.00±0.00
JOAO+SC 80.13±0.02 0.84±0.15 0.80±0.14 59.75±0.00 0.47±0.00 0.17±0.00 24.65±0.44 4.85±0.37 2.07±0.18 20.39±0.49 0.08±0.00 0.01±0.01

GWF+KM 96.43±1.71 74.48±9.15 84.71±7.02 66.87±2.36 9.07±1.21 11.43±3.19 28.55±0.20 6.02±0.55 3.16±0.20 OM OM OM
GWF+SC 96.44±2.92 76.01±15.23 83.54±13.61 68.79±2.05 10.17±1.74 13.88±2.72 25.66±1.57 5.24±1.28 1.78±0.61 OM OM OM
GLCC 79.02±0.62 4.18±2.01 5.05±2.13 60.65±2.69 2.08±1.43 4.16±2.28 19.89±1.09 2.42±0.18 0.19±0.12 23.50±0.48 6.57±3.56 4.00±0.80

DCGLC 96.77±0.33 73.51±2.30 85.74±1.45 68.89±2.04 10.90±1.35 14.32±2.88 28.43±1.28 6.57±0.20 3.78±0.47 33.24±2.34 8.81±2.28 7.16±1.67

Table 2: Clustering performance (mean ± std) on AIDS, PROTEINS, ENZYMES, and REDDIT-MULTI-5K (%). The results highlighted in
bold and underlined denote the best and runner-up performance respectively, and “OM” denotes out-of-memory.

GWF, and GLCC. Although DCGLC obtains runner-up per-
formance in very few cases, it still shows competitive re-
sults compared with the best one. More importantly, unlike
other baselines that excel on only certain datasets, DCGLC
demonstrates significant superiority in all datasets. These ob-
servations strongly highlight the exceptional clustering per-
formance and adaptability of the proposed DCGLC method
across various types of graph data.

D Appendix D: More Analysis of λ and β
In this section, we supplement more analysis of the impact of
hyper-parameters λ and β on the graph-level clustering per-
formance. The experimental configurations remain consistent
with those detailed in Appendix A. As illustrated in Figure 1,
we show the experimental results on BZR and PTC-MM,
where we can intuitively evaluate the performance of DCGLC
by observing the shades of colors in the box at the bottom.
The figure demonstrates that DCGLC consistently maintains
robust clustering performance within specific intervals of λ
and β values. It is worth noting that fluctuations in cluster-
ing performance for certain values are a consequence of the
broad spectrum of values tested for these hyper-parameters
(from 0.001 to 100). Importantly, as the values of λ and β are
set to close to zero, a stark clustering performance decline

becomes evident. This phenomenon reveals the essential role
of the clustering objective, which enables the joint optimiza-
tion of clustering and graph representation learning. Further-
more, it also highlights the significance of the cluster perspec-
tives contrast mechanism, which facilitates the integration of
cluster information from diverse perspectives. Overall, the
experiment supports the robustness of the proposed method,
and desirable clustering performance can be achieved within
a relatively wide range of values of λ and β.

E Appendix E: More Ablation Study Results
In this section, we supplement more ablation study results
to further substantiate the effectiveness of each component
within the proposed DCGLC method. Table 3 summarizes
the ablation study results on PTC-MM and PTC-MR. We can
observe that the clustering performance of all three variants
of DCGLC decreases in most cases, which is consistent with
the observations in the main text. For instance, the compari-
son of DCGLC v1 and DCGLC v2 demonstrates the validity
of different cluster perspectives. The performance decline in
DCGLC v3 compared with DCGLC also highlights the im-
portance of graph representation learning. Overall, the abla-
tion study points out that the proposed DCGLC method ad-
vances graph-level clustering by leveraging the cluster infor-



(a) BZR

(b) PTC_MM

Figure 1: Parameter sensitivity analysis on BZR and PTC MM, where λ and β changes in the range of [0.001, 100].

Dataset Metrics DCGLC v1 DCGLC v2 DCGLC v3 DCGLC

PTC-MM
ACC 65.28±0.85 63.54±0.76 60.27±1.34 65.48±0.24
NMI 3.93±0.77 2.58±0.48 1.88±0.33 4.32±0.70
ARI 7.49±1.17 4.55±1.42 2.94±0.34 7.34±0.15

PTC-MR
ACC 57.50±1.34 58.34±1.21 57.27±1.16 59.98±1.11
NMI 1.35±0.77 1.90±0.70 1.23±0.28 2.60±0.89
ARI 1.56±0.81 2.27±0.88 1.78±0.58 3.66±0.92

Table 3: More ablation study results on PTC-MM and PTC-MR.

mation from multiple cluster perspectives and an end-to-end
framework designed for the joint optimization of graph con-
trastive learning and clustering.
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