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Marker or Markerless? Mode-Switchable Optical Tactile Sensing for
Diverse Robot Tasks

Ni Ou1,2,†, Zhuo Chen2 and Shan Luo2

Abstract—Optical tactile sensors play a pivotal role in robot
perception and manipulation tasks. The membrane of these sen-
sors can be painted with markers or remain markerless, enabling
them to function in either marker or markerless mode. However,
this uni-modal selection means the sensor is only suitable for
either manipulation or perception tasks. While markers are vital
for manipulation, they can also obstruct the camera, thereby
impeding perception. The dilemma of selecting between marker
and markerless modes presents a significant obstacle. To address
this issue, we propose a novel mode-switchable optical tactile
sensing approach that facilitates transitions between the two
modes. The marker-to-markerless transition is achieved through
a generative model, whereas its inverse transition is realized using
a sparsely supervised regressive model. Our approach allows a
single-mode optical sensor to operate effectively in both marker
and markerless modes without the need for additional hardware,
making it well-suited for both perception and manipulation tasks.
Extensive experiments validate the effectiveness of our method.
For perception tasks, our approach decreases the number of
categories that include misclassified samples by 2 and improves
contact area segmentation IoU by 3.53%. For manipulation tasks,
our method attains a high success rate of 92.59% in slip detection.
Code, dataset and demo videos are available at the project website
https://gitouni.github.io/Marker-Markerless-Transition/

Index Terms—Force and Tactile Sensing, Generative Models,
Robot Perception, Robot Grasping.

I. INTRODUCTION

Tactile feedback offers valuable contact information for
robot actuators, providing insights into the shape and texture
of touched objects, as well as the contact forces, deformations
and slip information [1]. In recent years, the development of
vision-based tactile sensors, such as GelSight [2], GelSlim [3],
and TacTip [4], has enabled robots to utilize high-resolution
tactile images to facilitate challenging perception and manip-
ulation tasks. During the fabrication of these sensors, markers
are often applied to their elastomer for external force estima-
tion, which is crucial for tasks like robotic manipulation [2],
[3]. Each marker’s displacement is approximately proportional
to the local applied force. The recovered force distribution
from marker motions enables the optical tactile sensors with
capabilities of analyzing shear [5], estimating contact force [6],
and detecting slip [7]. These capabilities are essential for robot
manipulation and closed-loop control [8], [9].
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Fig. 1. Bidirectional transitions between marker and markerless modes.
Marker-markerless transition (top): black markers are replaced with photo-
realistic pixels; markerless-marker transition (bottom): pseudo marker motions
(yellow arrows) are generated from a markerless tactile image.

Nevertheless, the presence of markers decreases the conti-
nuity of the tactile images and reduces the efficient perception
area of the camera, thus inevitably disrupts the performance of
robot perception in tasks like texture classification. Although
these marker-overlaid tactile images can be classified by deep
learning models [10], [11], other downstream tasks that require
dense correspondences across tactile frames such as image
stitching and segmentation [12], remain challenging since
these opaque markers disrupt feature extraction and matching.

Some researchers manage to deal with this conflicting prob-
lem from the perspective of hardware. One popular approach
substitute conventional opaque markers with transparent ul-
traviolet (UV) markers [13], [14]. These markers that are
made of UV ink appear transparent, and become illuminated
when exposed to UV light. This type of sensor can switch
between two modes: LED mode for tactile perception and UV
LED mode for force field estimation. However, the mode-
switch operation is controlled by toggling the UV or white
LED lights, thereby complicating the design of the electrical
circuit. Additionally, the illumination of UV markers is not
instantaneous and the delay potentially introduces temporal
inconsistencies between two modes.

Unlike the aforementioned studies, we propose a novel
mode-switchable method to implement bidirectional transi-
tions between marker and markerless status at the software
level, with the function of our method illustrated in Fig. 1.
On the one hand, we utilize a generative model for marker-

https://gitouni.github.io/Marker-Markerless-Transition/


markerless transition. It transfers tactile images with markers
into pseudo markerless tactile images, in which markers are
replaced with photo-realistic RGB pixels. On the other hand, a
sparsely supervised regressive model is employed to realize the
markerless-marker transition, which involves placing pseudo
markers on a markerless image. As a result, our method
enables a single sensor to possess dual modes, allowing it
to perform both robot perception and manipulation tasks.

The key contributions of this paper are summarized below:

• We propose a mode-switchable optical tactile sensing
method without need of any additional hardware, which
enables bidirectional transitions between marker and
markerless modes and allows a single-mode tactile sensor
to perform diverse robot tasks;

• A novel diffusion-based framework is proposed for the
marker-markerless transition, with a marker-offset strat-
egy devised to make it adaptive to new sensors;

• Extensive experiments are conducted to verify the effec-
tiveness of our method. Results show that our method
exhibits high performance in both marker-markerless and
markerless-marker transitions.

The remainder of this paper are organized as follows:
Section II investigates recent related works to our study; Sec-
tion III describes our mode-switchable tactile sensing method;
Section IV showcases a series of extensive experiments that
validate the effectiveness of our method in various robot tasks;
Section V concludes the paper and presents future research.

II. RELATED WORKS

A. Optical Tactile Sensors

Optical tactile sensors employ vision sensors and auxiliary
light sources to capture detailed tactile information. Over last
decades, researchers have developed a wide range of optical
tactile sensors that can be broadly categorized into two groups:
the TacTip family [4] and the GelSight family [2]. The TacTip
sensors [15] comprise a black hemisphere membrane with
white pins embedded in the tips, along with LED lights and a
CCD camera. By mounting the camera to track the pin array,
these sensors enable the measurement of applied force through
marker movement. The original TacTip design has also been
expanded with variants such as TacCylinder [16] and TacTip-
M2 [17] to cater to specific applications.

On the other hand, GelSight sensors [18] utilize a transpar-
ent gel material covered with a top reflective layer. By utilizing
light sources of different colors, the camera can capture de-
formation and geometry information through colored illumina-
tion, which can also be leveraged for depth reconstruction [2].
Furthermore, when the GelSight’s elastomer is overlaid with
markers, this sensor gains the ability to estimate external
forces [6] and detect slip [7]. Overall, GelSight sensors offer
versatility in both perception and manipulation tasks. In this
paper, we verify the effectiveness of our method on cube-
shaped GelSight sensors, however, it can be adapted to other
optical tactile sensors like GelTip [19] for perception and
manipulation tasks.

B. Generative Models for Optical Tactile Sensing

Deep generative models exhibit high performance in
synthesizing realistic images. They can be classified into
two branches: Generative-Adversarial Networks (GANs) and
likelihood-based methods. GANs have dominated the field of
image generation for several years [20]. Their frameworks
include a generator and a discriminator that are jointly trained
under an adversarial strategy. Comparatively, likelihood-based
methods encompass various sub-branches, such as variational
autoencoders [21], autoregressive models [22], normalizing
flows [23] and diffusion models [24].

Generative models have been employed in tactile image
generation to address the need for a large volume of tactile
images in data-driven approaches. For example, GANs have
been utilized to generate realistic tactile images, which are
labor-intensive to collect in the real world [25]–[27]. GANs
have also been applied to produce tactile outputs with the
prompts of visual images [28] or to produce haptic rendering
from visual inputs [29]. Additionally, some researchers have
leveraged a masked autoencoder for tactile image comple-
tion [30], and demonstrated the effectiveness of generative
models in reconstructing missing tactile signals. In this study,
we leverage a diffusion-based generative model [24] for our
marker-markerless transition, as it has demonstrated superior-
ity over GANs in various image editing tasks [31].

III. METHOD

A. Overview

As illustrated in Fig. 2, the framework of our mode-
switchable method consists of two transitions. The marker-
markerless transition (detailed in Section III-B) starts with a
tactile image Iw of width W and height H with markers,
and markers IM extracted from Iw following the marker
extraction approach in [14]. Subsequently, Iw and IM are used
as the inputs for an inpainting method to generate a pseudo
markerless tactile image Îw/o, wherein the regions of markers
are replaced with RGB pixels to maintain texture and color
continuity of Iw. On the other hand, the markerless-marker
transition (detailed in Section III-C) employs a regressive neu-
ral network to predict a pseudo marker motion field M̂v from
the input markerless image Iw/o. The centers of markers are
predetermined in the image, and their motions are represented
by 2D vectors.

B. Marker-Markerless Transition

The core of our marker-markerless transition is the in-
painting module. Inpainting indicates restoring the missing
pixels in a designated region of an image to maintain the
color and texture consistency, with the pixels outside the
region unchanged. Mathematically, the output of the inpainting
method İw/o is rectified by Iw within the region of IM ,
yielding Îw/o , which can be formulated as:

Îw/o = IM · İw/o + (1− IM ) · Iw (1)

Here, inspired by [24], we propose an iterative inpainting
method called TacDiff based on diffusion models. As outlined
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Fig. 2. Pipelines of the two transitions in our mode-switchable approach. The marker-markerless transition (left) is implemented by an inpainting method,
with the tactile image with markers Iw and the mask of markers IM as inputs. The markerless-marker transition (right) is realized by a encoder-decoder
network that generates pseudo marker motions M̂v from a markerless tactile image Iw/o. The selective output module retrieves features of sparse pixels to
output 2D marker motions. Yellow arrows show the orientation and magnitude of marker motions.

in Algorithm 1, TacDiff predicts Îw/o from Iw and IM based
on (1). It initializes a noisy image Î

(T )
w/o by adding Gaussian

noise ϵ ∼ N (0, 1) to the IM region of Iw. As a result,
the differences between Iw/o and Iw only exist in IM . For
each subsequent iteration t, a denoising function D(Î

(t)
w/o, t)

estimates the noise-free image İ
(t−1)
w/o from Î

(t)
w/o , while a

noise-adding function A(İ
(t−1)
w/o , t−1) adds t−1 level of noise

to the IM region of İ(t−1)
w/o , yielding a less noisy image Î

(t−1)
w/o .

After T iterations, we can obtain Î
(0)
w/o as the final output for

Îw/o.

Algorithm 1: TacDiff
Input: Iw, IM
Output: Îw/o

Sample ϵ ∼ N (0, 1)

Î
(T )
w/o = IM · ϵ+ (1− IM ) · Iw

for t = T, T − 1, ..., 1 do
İ
(t−1)
w/o = D(Î

(t)
w/o, t)

Î
(t−1)
w/o = IM ·A(İ

(t−1)
w/o , t− 1) + (1− IM ) · Iw

end

As introduced in [24], the noise-adding function A is
predetermined while the denoising function D is learned by a
neural network. A U-Net [32] is employed as D̂θ(Î

(t)
w/o, t) to

function as D and trained using the following loss:

Ldif =
∥∥∥IM · [D̂θ(Î

(t)
w/o, t)− Iw/o]

∥∥∥2
2

(2)

where θ is the parameters of the network to be trained.
Patch-based Merging. Due to the resolution limitation of U-
Net, the final output of is synthesized by merging multiple
low-resolution patches predicted by D̂θ using a weighted al-
gorithm. For instance, as demonstrated in Fig. 3, to generate a
640x480 tactile image, the model predicts six 256x256 patches
with overlapping regions. Pixels within the non-overlapping ar-
eas directly retain the values from their corresponding patches,

Patches
Merged Image

Fig. 3. Patch-based Merging. The resulting image is obtained by merging
six small patches that are separately predicted by the inpainting model. The
regions of patches in the merged image are annotated with white dashed
rectangles, which overlap each other.

while those within the overlapping areas achieve the average
values of the patches that cover this area.
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Fig. 4. Training data acquisition for the marker-markerless transition. IM is
extracted from Iw and then placed onto Iw/o to form the new tactile image
with markers Iw/o + IM . Iw/o + IM serves as input while Iw/o serves as
the ground-truth output.

Training Data Acquisition. We fabricate two GelSight sen-
sors with the same tactile resolution and membrane material:
one with markers (Sensor WM) and one without markers



(Sensor WO). The object is pressed onto both Sensor WO
and Sensor WM, respectively, at the same position and depth,
yielding a pair of Iw/o and Iw. Since inpainting methods
require the background of Iw and Iw/o to be the same, we
extract the markers of Iw, i.e., IM , and then place IM onto
Iw/o to satisfy this condition. In the case of the marker-
markerless transition, Iw/o + IM and Iw/o serve as input and
output, respectively.
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Fig. 5. Marker-offset strategy for training TacDiff if Sensor WO is not
available. The TELEA inpainting algorithm [33] is applied to generate Îw/o.
IM is translated by an offset to get I′M . Îw/o and I′M are jointly cropped to
obtain a pair of cropped patches C(Îw/o) and C(I′M ) for training TacDiff.

Marker-offset Strategy. The aforementioned pipeline is only
applicable to the scenarios where paired Iw and Iw/o are
available. When users utilize their own Sensor WM to collect
Iw and do not have a matched Sensor WO to collect Iw/o,
we also develop a marker-offset strategy to train TacDiff. As
illustrated in Fig. 5, this strategy enables users to finetune
our TacDiff in their own dataset, eliminating the need for
fabricating Sensor WO. Initially, IM is extracted from the
original tactile image Iw. Next, a non-data-driven inpainting
algorithm, such as TELEA [33], is employed to generate a
pseudo markerless image Îw/o with Iw and IM as inputs.
Meanwhile, a new mask I ′M is created through translating the
positions of markers by a constant offset (∆x,∆y):

I ′M (i+∆x, j +∆y) = 1, s.t.


IM (i, j) = 1

0 ≤ i+∆x < W

0 ≤ j +∆y < H

(3)

and
I ′M (i, j) = 0, s.t. IM (i, j) = 1, (4)

to ensure that IM∩I ′M = ∅. Empirically, for evenly distributed
markers like those shown in Fig. 5, ∆x and ∆y are set to
half horizontal and vertical distance between markers. Finally,
a joint cropping operation is performed on Îw/o and I ′M to
obtain cropped markerless image C(Îw/o) and corresponding
mask C(I ′M ) for training TacDiff,then the updated loss func-
tion is formulated as:

L∗
dif =

∥∥∥C(I ′M ) · [D̂θ(Î
(t)
w/o, t)− C(Îw/o)]

∥∥∥2
2

(5)

where TacDiff is trained on surrounding RGB pixels rather
than those generated by TELEA. The cropping operation force
the resolution of patches to match the input resolution of U-
Net and augment the positions of markers to avoid overfitting
as well.
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Fig. 6. Training data acquisition for the markerless-marker transition. Iw
and Irw (reference) are collected from Sensor WM, and IM and IrM are
their respective markers. Yellow arrows in Mv represent the marker motions
obtained from IM and IrM .

Baselines. We also include two non-data-driven inpainting
methods in our experiments for comparison, i.e., NS [34] and
TELEA [33]. The NS method draws inspiration from fluid
dynamics and utilizes a vector field defined by the stream
function to transport the Laplacian of the image intensity
into the inpainting region. In contrast, the TELEA method
estimates the smoothness of unknown pixels by computing
a weighted average over neighboring known pixels. In this
approach, the missing regions are treated as level sets, and
image information is propagated for inpainting using a Fast
Marching Method (FMM) [35].

C. Markerless-Marker Transition

As shown in the right half of Fig. 2, the regressive network
predicts displacements of markers M̂v from a markerless
image Iw/o. In terms of implementation, the center coordinates
of these markers Mc are predetermined in IM , allowing
the model to output a 2D vector (δxi, δyi) for each marker
center i. Our regressive network is modified from Encoder-
Decoder network named DeeplabV3 [36]. We substitute its
cross-entropy loss with Mean Squared Error (MSE) loss to
make it applicable to this regression task. In this case, since we
only have ground-truth (δxi, δyi) at Mc (Mv), we exclusively
back-propagate gradients with respect to Mv , meaning that
DeeplabV3 is sparsely supervised.
Marker Motions vs. Marker Generation. There are three
reasons behind our choice to solely output marker motions Mv

instead of generating the binary mask of markers ÎM . First,
in robotic grasping with optical tactile sensors [3], [7], [37],
the motions of markers rather than the markers themselves
are used for force estimation and slip detection. Second,
compared to generating marker shapes directly, predicting
marker center motions is a sparse task that requires fewer
computational resources for training. Third, the artifacts in
ÎM can be incorrectly recognized as markers and result in the
failure of marker tracking, while directly predicting marker
motions can avoid this problem.
Training Data Acquisition. The approach to acquiring train-
ing data for our sparsely supervised marker motion prediction
is presented in Fig. 6. First, a reference tactile image without
any contact Irw and a tactile image with contact Iw are
collected from Sensor WM. Ground-truth Mv is obtained by
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Fig. 7. Qualitative marker-markerless assessment. Some significant differences across tactile images are annotated with red circles. The leftmost circle in the
1st row demonstrates that NS, TELEA, and pix2pix produce inconsistent textures on the ring, whereas TacDiff does not. Similar patterns can be observed in
the three circles annotated in the tactile images in the 2nd row.

subtracting marker positions in IM and IrM , where marker
correspondences are built through nearest neighbor searching.
Slip detection. To apply this markerless-marker transition
to robot manipulation tasks, we also devise a slip detection
algorithm adapted from [7]: if the maximum marker motion
between the current and the first collected tactile image
exceeds a predetermined threshold ϵv , we assume the slip
happens:

max
(xi,yi∈Mc

√(
xi − x

(0)
i

)2

+
(
yi − y

(0)
i

)2

> ϵv (6)

where (xi, yi) and (x
(0)
i , y

(0)
i ) are the locations of the ith

marker in the current and the first collected tactile images,
respectively.

IV. EXPERIMENTS

This section presents a series of experiments to evaluate the
effectiveness of our method. We conduct upstream experiments
to evaluate the image quality of pseudo markerless images and
the precision of pseudo marker motions, as well as downstream
experiments that involve tactile recognition and manipulation
tasks to validate our marker-markerless and markerless-marker
transitions, respectively. We also include a baseline method
pix2pix [38] for comparison, which is designed for image-
to-image translation. For the marker-markerless transition,
the input and output of pix2pix are Iw/o + IM and Îw/o,
respectively. For the markerless-marker transition, Iw/o serves
as its input while the estimated mask of markers ÎM serves as
its output.

A. Dataset Description

Paired Dataset A. To provide ground-truth tactile images in
mode transitions, pairs of Iw/o and Iw are needed. Following
prior works [39], we use indenters to press against the sensors
to obtain tactile images. The indenters used include 21 3D

printed objects from [39] and 4 daily objects with richer
textures compared to primitive geometric shapes in [39]: a
sandpaper, a star-shaped screw driver bit, a hexagon-shaped
screw driver bit, and a screw driver (whose handle was used
for data collection). These objects were vertically pressed onto
Sensor WM and WO at the same position and depth (1mm)
to obtain pairs of Iw and Iw/o. This process is controlled
by a UR5e robot, whose position precision is ±0.03 mm. In
total, there are 128 pairs of tactile images in the dataset, and
the contact area of each sample is manually annotated for
the segmentation task. The dataset was randomly divided into
training and testing sets with a ratio of 85:15.
Paired Dataset B.

The data collection methodology employed for this dataset
is akin to that of Paired Dataset A, differing in marker patterns,
light conditions of sensors, and the inclusion of additional
shear motions of indenters. This dataset contains 2320 pairs of
Iw/o and Iw recorded at the depth of 0.5mm, 1mm and 1.5mm.
Due to significant labor costs, data collection was limited to 8
objects from [39]. Paired Dataset B was partitioned to assess
the generalization capabilities of our approach on unseen
indenters and contact depths. For unseen indenter experiments,
our models are trained on data from 6 indenters and evaluated
on data from the other 2. For unseen depth experiments, the
training data contain depths of 0.5mm and 1.5mm, while the
test data include depth of 1.0mm.
ViTac. ViTac is a visual-tactile dataset [40] of 24 classes of
garments with different textures. We only use its tactile modal-
ity, which contains tactile images with markers of different
textures. Notably, we excluded empty tactile images without
any contact using a imaging high-pass filter, and sampled 720
samples (30 for each class) among the remaining data. The
dataset was randomly divided into training and testing sets
with a ratio of 0.5:0.5.
Slip Dataset. As illustrated in the first row of Fig. 9, we
controlled a robot gripper to hold an object and applied manual



TABLE I
IMAGE QUALITY ASSESSMENT

FID↓ KID↓ MSE↓ SSIM↑ PSNR↑

seen NS 25.98 2.08E-2 4.104 0.982 42.41
TELEA 30.94 2.73E-2 3.469 0.982 42.84
pix2pix 142.4 1.40E-1 30.77 0.914 33.32
TacDiff 2.169 1.12E-4 3.780 0.978 42.48

unseen
depth

NS 20.57 1.54E-2 4.022 0.987 43.18
TELEA 23.37 2.15E-2 2.268 0.986 44.76
pix2pix 62.45 6.12E-2 4.901 0.974 41.42
TacDiff 3.216 2.48E-3 3.147 0.981 43.27

unseen
indenter

NS 20.86 1.73E-2 3.517 0.987 43.96
TELEA 25.41 2.50E-2 1.976 0.986 45.31
pix2pix 59.31 5.78E-2 5.328 0.975 41.23
TacDiff 3.186 2.57E-3 2.387 0.980 44.40

external force to induce slippage. We only collected tactile
images from the Sensor WO used in Paired Dataset A, and
the serially collected tactile images cover the entire process
before and after the sliding occurs. In total, we collected 12
sequences where no slip occurred and 15 sequences where slip
occurred for slip detection.

B. Upstream Experiments

1) Marker-markerless: Regarding the marker-markerless
transition, we conduct experiments on Paired Dataset A &
B to evaluate the similarity between the pseudo markerless
tactile images and the ground truth tactile images. As shown in
Fig. 7, pix2pix generates tactile images with artifacts at marker
positions, due to its attempt to generate the entire image
instead of specific regions. In contrast, TacDiff yields visually
superior results compared to the other methods, particularly
noticeable at the edges of the in-contact object.

In line with previous works [39], we employed five metrics
to quantitatively evaluate the image quality among different
methods: Frechet Inception Distance (FID), Kernel Incep-
tion Distance (KID), Mean Squared Error (MSE), Structural
Similarity Index Measure (SSIM), and Peak Signal-to-Noise
Ratio (PSNR). As demonstrated in Table I, all three inpainting
methods, i.e., TacDiff, NS and TELEA, outperform pix2pix,
showing the efficacy of the inpainting approach in the marker-
markerless transition. Furthermore, TacDiff exhibits superior
performance to NS and TELEA in terms of FID and KID,
despite slightly lower scores in other three metrics. This
phenomenon is also observed in other diffusion-based appli-
cations [41]. FID and KID scores have been widely taken
as more important metrics as they measure the distribution
similarity while the others are pixel-wise metrics that are
susceptible to noise in the tactile images. Furthermore, it is
observed in the last two groups of Table I that TacDiff still
achieves the best FID and KID and performs second only to
TELEA in terms of MSE and PSNR on both unseen datasets,
highlighting its strong generalization ability.

2) Markerless-marker: As the precision of marker motions
reflects the efficacy of our markerless-marker transition, fol-
lowing [42], Root Mean Squared Error (RMSE) ermse and the
magnitude error emag are employed to qualify the discrep-
ancy between the ground-truth and predicted marker motions.

TABLE II
MARKER MOTION ACCURACY

ermse ↓ emag ↓ Nan%↓mean median mean median

seen pix2pix 3.372 2.211 2.079 1.219 5.26
Ours 1.814 0.730 1.369 0.507 0

unseen
depth

pix2pix 5.253 2.566 0.959 0.458 41.85
Ours 2.059 1.278 0.137 0.078 0

unseen
indenter

pix2pix 7.029 4.004 1.537 1.536 80.45
Ours 2.598 1.668 0.214 0.124 0

pix2pix Ours Ground-Truth

seen

unseen

depth

unseen

indenter

Fig. 8. Marker motion prediction. Figures in the 1st row depict normal
indenter motion, while those in the 2nd and 3rd rows illustrate shear indenter
motion
. The orientation and magnitude of marker motions predicted
by our method are visually better than those predicted by
pix2pix. For better visualization, the length of the arrows are
six times the real magnitude of corresponding marker motions
for the 1st row and two times for the 2nd and 3rd rows.

Furthermore, as we discussed in Section III-C, pix2pix can
generate artifacts in ÎM so that the marker tracking process
can fail in some cases. Two failure examples can be found in
the 2nd and 3rd rows of Fig. 8, where the number of reference
markers in ‘pix2pix’ does not equal that in ‘Ground-Truth’.
We only compute the metrics of pix2pix on success cases and
record its proportion of failure with the metric Nan%.

As shown in the first row of Table II, both the average
of ermse and the average of emag of our method are less
than two-thirds of pix2pix’s results while the median of ermse
and the median of emag of our method are less than half of
pix2pix’s results. On unseen datasets, our method achieves
almost 60% lower ermse and emag compared with pix2pix,
showing its generalization capability on contact depth and
indenters. Notably, some results on unseen data are better than
those on seen data because the quantity of training data of our
Paired Dataset B is much larger than that of Paired Dataset
A. In terms of qualitative results, Fig. 8 demonstrates that our
method produces marker motion fields more closely aligned
with ground truth than pix2pix.



TABLE III
PERFORMANCE OF TEXTURE CLASSIFICATION

none NS TELEA pix2pix TacDiff

Acc ↑ 96.7% 96.7% 96.9% 96.7% 97.5%
Num1↓ 7 7 7 6 5
1 Number of classes containing misclassified samples.

TABLE IV
PERFORMANCE OF CONTACT AREA SEGMENTATION

none NS TELEA pix2pix TacDiff

Acc ↑ 98.25% 98.22% 98.42% 98.43% 98.44%
IoU ↑ 83.53% 82.94% 83.53% 83.53% 87.06%

C. Downstream Experiments

We follow prior works [5], [12], [14] to carry out down-
stream experiments that show the significance of our method
in tactile perception and manipulation tasks. The experiments
include texture classification, contact area segmentation, slip
detection and grasping tasks. The classification and segmenta-
tion experiment illustrates how the recovered intricate textures
in our marker-markerless transition help tactile recognition,
while slip detection and grasping tasks verify the effective-
ness of our markerless-marker transition in predicting marker
motions during grasping tasks.

1) Classification and Segmentation: We conduct texture
classification and contact area segmentation experiments on
ViTac Dataset and Paired Dataset A, respectively. With the
marker-markerless transition, tactile images with markers are
transformed into pseudo markerless tactile images for these
two perception tasks. For comparison, we include a control
group wherein tactile images with markers are directly utilized
in perception tasks, designated as ‘none’ in the subsequent
discussion. Since we did not have ground-truth Iw/o, we
trained TacDiff and pix2pix using the marker-offset strategy
introduced in Fig. 5. We employ a ResNet-18 [43] network
for classification and a DeepLabV3 [36] network for segmen-
tation.

Regarding classification results, Table III demonstrates that
TacDiff achieves the best performance in all metrics. Com-
pared with ‘none’, TacDiff improves the classification accu-
racy to by 0.8% and reduces the misclassified classes by 2.
Concerning segmentation segmentation tasks, it is shown in
Table IV that our method improves 3.53% IoU and 0.19%
accuracy compared with ‘none’.

2) Slip detection and grasping: Our slip detection exper-
iment is carried out on Slip Dataset using the slip detection
algorithm detailed in Section III-C. Our method achieves an
accuracy of 92.59% in this task, with only two slip cases
mis-recognized. For grasping experiments, a robotic gripper
is programmed to lift an object. Sensor WO and WM are
positioned on either side of the gripper, where Sensor WM
remains inactive and serves solely as a physical support to
ensure the contact points on the both sides hold at the same
height. The gripping force was set to just the right amount
to make slip happens. The slip detection algorithm serves as

feedback to enable gripper control for promptly halting slip. In
our experiment, the robot gripper ascends at a rate of 6mm/s,
while Sensor WO captures data at 30Hz. A successful trial
requires the accurate slip detection and the stable lifting of
the object by the robot gripper. We used five objects shown in
Fig. 10, and all of them were successfully lifted by the gripper.

A group of qualitative results is showcased in Fig. 9. At
the first frame, the initial motions of markers are recorded as
reference. Next, our algorithm decides if the slip condition (6)
satisfies for each subsequent frame. Afterwards, when slip is
successfully detected (the 2nd column), the robot gripper is
controlled to increase grasping force to halt slip, as shown
in the 2nd and 3rd columns. Finally, the object is successfully
lifted, with the corresponding tactile signal almost unchanged
(the 4th column).

V. CONCLUSION

In this paper, we propose a mode-switchable optical tactile
sensing approach to carry out bidirectional marker-markerless
transitions. Experiments show that our method has the po-
tential to facilitate both perception and manipulation tasks.
In the future study, we plan to eliminate reliance on data
collection and leverage simulation tools [27], [39] to train the
models and investigate the sim2real capability of our method.
Furthermore, we will extend the application of our method to
more dexterous manipulation tasks like in-hand rotation.
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