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Abstract

Snap-through is a striking instability in which an elastic object rapidly jumps from one

state to another. It is seen in the leaves of the Venus flytrap plant and umbrellas flipping

on a windy day among many other examples. Similar structures that snap-through are

used to generate fast motions in soft robotics, switches in micro-scale electronics and

artificial heart valves. Despite the ubiquity of snap-through in nature and engineering,

its dynamics is usually only understood qualitatively. In this thesis we develop analytical

understanding of this dynamics, focussing on how the mathematical structure underlying

the snap-through transition controls the timescale of instability.

We begin by considering the dynamics of ‘pull-in’ instabilities in microelectromechanical

systems (MEMS) — a type of snap-through caused by electrostatic forces in which the

motions are dominated by fluid damping. Using a lumped-parameter model, we show that

the observed time delay near the pull-in transition is a type of critical slowing down — a

so-called ‘bottleneck’ due to the ‘ghost’ of a saddle-node bifurcation. We obtain a scaling

law describing this slowing down, and, in the process, unify a large range of experiments

and simulations that exhibit delay phenomena during pull-in.

We also investigate the pull-in dynamics of MEMS microbeams, extending the lumped-

parameter approach to incorporate the details of the beam geometry. This provides a

model system in which to understand snap-through of a continuous elastic structure due

to external loading. We develop a perturbation method that systematically exploits the

proximity to pull-in to reduce the governing equations to a simpler evolution equation,

with a structure that highlights the saddle-node bifurcation. This allows us to analyse

the bottleneck dynamics in detail, which we compare with previous experimental and

numerical data.

The remainder of the thesis is concerned with the dynamics of snap-through in macro-

scopic systems. In particular, we explore the extent to which dissipation is required to

explain anomalously slow snap-through. Considering an elastic arch as an archetype of a

snapping system, we use the perturbation method developed earlier to show that two bot-

tleneck regimes are possible, depending delicately on the relative importance of external

damping. In particular, we show that critical slowing down occurs even in the absence



of damping, leading to a new scaling law for the snap-through time that is confirmed by

elastica simulations and experiments.

In many real systems material viscoelasticity is present to some degree. Finally, we

examine how this influences the snap-through dynamics of a simple truss-like structure.

We present a regime diagram that characterises when the timescale of snap-through is

controlled by viscous, elastic or viscoelastic effects.
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Chapter 1

Introduction

To the layman buckling is a mysterious,
perhaps even awe-inspiring, phenomenon
that transforms objects originally imbued
with symmetrical beauty into junk.

(David Bushnell)

1.1 Motivation

1.1.1 Elastic instability and buckling

Elastic instabilities are familiar from everyday life: umbrellas suddenly flip upwards on a

windy day, while children’s popper toys resemble rubber spherical caps that rapidly ‘pop’

and jump after being turned inside-out. On much larger scales, similar instabilities have

traditionally been viewed as a type of failure in engineering applications; for example, the

collapse of a water tower due to the weight of liquid inside. For this reason, classical work

has placed an emphasis on predicting the onset of elastic instabilities, the primary aim

being to design structures that avoid such instabilities in reasonable operating conditions

(Bushnell, 1981).

A common type of instability is buckling. This is when slender structures suddenly

deform out of plane in response to in-plane compression. To have a simple picture in

mind, consider compressing an ordinary playing card at its edges: rather than being

crushed, experience tells us that the card will deform out of plane to form an arch shape

(see figures 1.1a–c). This is an example of the classical Euler buckling instability that

1



1 Introduction

Figure 1.1: A strip of card can be used to demonstrate two types of buckling. The first is the
classical Euler buckling of an axially compressed column, which creates bistable arch shapes that
are reflections of each other (a–c). When one of these arches is indented near its midpoint (d,e),
another type of buckling is observed: the arch snaps through to the second stable configuration (f).

has become the paradigm for many structural stability problems (Johnston, 1983). More

generally, buckling is characterised by a bifurcation of the equilibrium shape in which a

structural element deforms. The post-buckled response is usually difficult to predict due

to a high sensitivity to material imperfections, which may lead to a significant reduction

in the load-carrying capacity (Jones, 2006). In traditional applications (such as a water

tower), this type of behaviour can spell catastrophic failure and so is to be avoided at all

costs.

Recently, there has been a shift in perspective to take advantage of elastic instabilities

rather than trying to avoid them (Reis, 2015). Because elastic instabilities generally occur

quickly and cause large changes in shape, they open up the possibility of generating fast

movements with little power (since energy can be stored slowly but released suddenly).

This principle has long been exploited in biology, for example by carnivorous plants to

catch their prey: the leaf of the Venus flytrap resembles a thin shell (i.e. a structure that

is naturally curved in two orthogonal directions) which, upon stimulation of trigger hairs,

rapidly snaps to a closed state in around 100 ms (Forterre et al., 2005). Similarly, the

beak of the hummingbird snaps through to catch insects mid-flight (Smith et al., 2011).

The same idea has widespread potential for technological applications. A major part

of the emerging field of ‘extreme mechanics’ combines elements of mathematics, physics,

materials science, chemistry and biology to harness elastic instabilities for novel functions

(Reis, 2015; Hu & Burgueño, 2015). Recent interest in this area has been partly driven by

2



1.1 Motivation

the availability of soft materials, such as silicone-based elastomers, which can be easily fab-

ricated and undergo large displacements while remaining linearly elastic (Krieger, 2012).

A promising use is in morphing structures — continuous devices that seamlessly change

shape in response to their environment — in which several discrete parts can be replaced

by a flexible component whose instabilities provide the means of shape control. The result

is a substantial saving in weight and energy requirements, as well as the capability to

withstand larger deflections without damage (Brinkmeyer et al., 2012). This technology

is already being used to develop multistable wind turbine blades that change shape to

minimise drag forces (Lachenal et al., 2013), as well as adaptive aerofoil structures (Kuder

et al., 2013; Gano et al., 2003). To make full use of instabilities in this context requires an

understanding of how fast the instability proceeds, i.e. its dynamics, as well as its onset,

and how the system behaves when pushed far beyond the threshold of instability.

1.1.2 Snap-through

This thesis is concerned with ‘snap-through’ buckling or snapping, a type of instability

in which an elastic object rapidly jumps from one state to another. Snap-through is

observed in many elastic systems that are bistable, i.e. systems that can be in equilibrium

in one of two stable configurations. Bistability is often caused by geometric nonlinearity

(for example natural curvature) but may also result from residual stress or some sort

of material anisotropy (Krylov et al., 2008). When one configuration ceases to exist as

a stable equilibrium, for instance due to a change in geometry or external loading, the

system rapidly switches to the alternative configuration.

The strip of card in figure 1.1 demonstrates this. The applied compression has buckled

the card into one of two possible arch shapes, and if we ‘poke’ the arch at its midpoint

(figure 1.1d,e) we find that eventually it becomes unstable and jumps to the alternative

shape (figure 1.1f). The snap-through dynamics is governed by a build up of potential

energy that, without further energetic cost, drives the system to the only remaining stable

configuration. This example also shows that for macroscopic systems, we can generally

expect timescales for snap-through to be on the order of milliseconds for motions over

distances comparable to the initial displacement.

Contrast this behaviour to the buckling event pictured in figure 1.1a–c, the classical Euler

buckling of a straight column. There, a smooth, local progression occurs from the pre-

buckled (flat) shape to the post-buckled (arched) shape as a critical amount of compression

is reached; a small increase beyond the threshold leads to a small amplitude displacement.

Mathematically speaking, this difference exists because the bifurcations causing buckling

in these two examples are qualitatively different. Classical Euler buckling is well known to

3



1 Introduction

(a)

Force

Displacement

Force

(b)

A

B

Displacement

C

Euler-buckling Snap-through

Figure 1.2: The typical response of an elastic system undergoing (a) Euler buckling and (b) snap-
through at a saddle-node bifurcation. In both plots the solid curves correspond to stable equilibrium
modes, while the dashed curves correspond to unstable modes; arrows indicate the direction in which
deformation takes place.

be a supercritical pitchfork bifurcation (Howell et al., 2009): the equilibrium loses stability

to two stable, neighbouring modes, as illustrated by the force-displacement diagram in

figure 1.2a1. This type of buckling has been termed bifurcation buckling (Bushnell, 1981).

To reiterate, snap-through is a bifurcation that causes the sudden disappearance of a

nearby stable mode (known as a catastrophic bifurcation) — the system must undergo

a global re-arrangement to find the remaining stable shape. Generically this is a saddle-

node/fold bifurcation, in which the stable equilibrium meets another (unstable) mode and

disappears. A typical force-displacement diagram for this case is shown in figure 1.2b:

loading the system up to snap-through corresponds to (quasi-statically) traversing the

branch from the point labelled A to the saddle-node bifurcation at B. Any further increase

in the load at this point then causes snap-through to the remote equilibrium at C. Because

this is where failure would occur in many traditional applications, this kind of bifurcation

has also been called a limit point (Bushnell, 1981).

We can also get some intuition by visualising snap-through using the so-called ball-on-

hill analogy (Wiebe, 2012). In this picture we imagine a ball rolling on a hill under the

action of gravity — see figure 1.3. The equilibrium positions of the ball are analogous to

the equilibrium modes of a generic elastic system. Initially, the profile of the hill is chosen

to represent a double-well potential giving rise to bistability: the valleys correspond to

two stable equilibria (any perturbation to a ball placed at this point would cause it to roll

back), and the hilltop corresponds to an unstable equilibrium which separates the two.

If we evolve the profile so that one of the valleys approaches the hilltop, a saddle-node

bifurcation occurs in which the stable and unstable equilibria meet at an inflection point.

1In practice a true pitchfork is never possible, since the presence of geometric imperfections will always
select a particular branch (Bushnell, 1981).

4



1.1 Motivation

Figure 1.3: The ball-on-hill analogy: the mechanics of a generic system exhibiting bistability and
snap-through can be represented by a ball rolling under the action of gravity.

Any further change will cause the ball to ‘snap’ and spontaneously roll down to the only

remaining equilibrium. Note that the points labelled A, B and C here can be directly

identified with the same points on the force-displacement diagram in figure 1.2b. This

analogy is also useful in other ways: for example, it shows that dynamic snap-through is

possible, in which snap-through results from a dynamic load such as an initial impulse.

1.1.3 Applications of snap-through

Snap-through has proved to be particularly useful among other elastic instabilities (e.g. wrin-

kling and crumpling), due to its ability to convert stored energy into fast motions in a

highly reproducible way. Classical structures such as arches and shells naturally provide

the structural prototypes (Hu & Burgueño, 2015), since their well-studied stability and

post-buckled responses can be tuned to the desired application. For example, bistable

arches and plates exhibiting snapping instabilities are becoming increasingly popular in

the design of switches and actuators in microelectromechanical systems (MEMS) (Go

et al., 1996; Krylov & Dick, 2010), for which there is a need to generate large changes

in shape while consuming little power. A number of loading types have been explored

in this context, such as electrostatic (Krylov et al., 2008), transverse point force (Qiu

et al., 2004), piezoelectric (Maurini et al., 2007), electromagnetic (Han et al., 2004), and

photomechanical (Shankar et al., 2013).

Other applications have expanded the scope significantly. Boisseau et al. (2013) have

demonstrated how a bimetallic arch, clamped between a heat source and sink, can act

as a ‘heat engine’ and convert thermal gradients to electrical energy via snap-through.

Gonçalves et al. (2003) have developed a ventricular assist device that consists of a chamber

sealed by a spherical cap, which snaps under a pneumatic load to generate net blood flow.

Holmes & Crosby (2007), inspired by the snapping Venus flytrap, have designed an array

of pre-stressed shells that snap simultaneously upon local expansion of the material; see

figure 1.4a. This expansion can be triggered by a range of environmental factors, thus

creating a responsive surface for potential use in sensors, adhesives and on-demand drug
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Figure 1.4: Applications of snap-through instabilities. (a) A responsive surface fea-
turing bio-inspired shells that snap upon swelling of the substrate (reprinted with permis-
sion from [D. P. Holmes and A. J. Crosby. Advanced Materials. 19 (21), 3589–3593
(2007). DOI: https://doi.org/10.1002/adma.200700584]. Copyright c© 2007 WILEY-VCH
Verlag GmbH & Co. KGaA, Weinheim). (b) A flexible switch composed of a ferromag-
netic arch that snaps under an external magnetic field (reprinted from [V. Ramachandran,
M. D. Bartlett, J. Wissman and C. Majidi. Extreme Mechanics Letters. 9, 282–290
(2016). DOI: https://doi.org/10.1016/j.eml.2016.08.007] under a Creative Commons Attribution-
NonCommercial-No Derivatives License [https://creativecommons.org/licenses/by-nc-nd/4.0/]).
(c) A passive valve to control viscous flow, which uses snap-through of an embedded elastic
arch to rapidly unconstrict a channel and increase its hydraulic conductivity (reprinted from
[M. Gomez, D. E. Moulton and D. Vella. Physical Review Letters. 119, 144502 (2017). DOI:
https://doi.org/10.1103/PhysRevLett.119.144502]. Copyright 2017 by the American Physical So-
ciety).
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delivery. Building on this work, Loukaides et al. (2014) have demonstrated that a magnetic

field may be used to remotely induce snap-through of a spherical cap, which can be readily

scaled down to create micro-scale switches. Figure 1.4b shows a similar design of a switch

in soft electronics, based on a ferromagnetic arch that snaps under an applied magnetic

force (Ramachandran et al., 2016).

Fargette et al. (2014) have shown that snap-through is not restricted to dry systems, but

that capillary forces in a water drop, working against gravity, can trigger snap-through in

an elastic arch. This can arise due to condensation on the lower side of the arch, and so

has been proposed as a passive moisture sensor that snaps at a critical ambient humidity.

Overvelde et al. (2015) have designed a fluidic actuator to generate fast movements in

soft robotics, based on the snap-through of an inflatable segment. Snap-through may also

result from bulk fluid flow, just as an umbrella suddenly inverts in fast winds. Gomez

et al. (2017b) have demonstrated that the pressure gradient in a viscous channel flow may

cause snap-through of an embedded elastic element (figure 1.4c). This gives the channel a

number of properties that are unusual at low Reynolds number, including large and abrupt

changes in the channel conductivity and history dependence; in addition, it is believed that

these features may be scaled down to control flow in micro-fluidic devices without the need

for direct intervention. Snap-through has also been demonstrated in colloidal particles in

response to changes in pH (Epstein et al., 2015), and in micro hydrogel devices upon

solvent-induced swelling (Lee et al., 2010); in both systems, snap-through enables shape

changes that are much faster than changes in external stimulus, which are typically limited

by diffusion. Other advances in harnessing snap-through include scaling down to nanoscale

systems such as graphene membranes, generalising to multistable systems capable of many

different configurations, and developing new structural prototypes such as ribbons and

orthotropic shells; for a review see Hu & Burgueño (2015).

1.1.4 Dynamics of snap-through

The initiation of snap-through is often a loss of stability arising from a local bifurcation.

As a result, snap-through instabilities in basic structural components (e.g. arches, plates,

shells) have been well studied as classical stability problems, with the focus on accurately

predicting the onset of instability (Bazant & Cendolin, 1991; Patric̀ıo et al., 1998; Plaut,

2009; Chen & Hung, 2011). More recent studies address the mathematical problems asso-

ciated with large pre-buckling deformations, material imperfections and inhomogeneities,

as well as the effects of dynamic loading (Krylov & Dick, 2010).

Despite the ubiquity of snap-through in nature and engineering, the dynamics of snap-

through is much less well understood (Pandey et al., 2014). Typically, only a linear
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stability analysis is considered, which analyses small-amplitude oscillations about equi-

librium in the equations of motion (in this context this is also known as the vibration

method; see Chen & Hung, 2011). Mathematically, this yields a linear eigenvalue problem

for the natural frequencies of oscillation (eigenvalues), ω; the corresponding eigenfunctions

are simply the modes of oscillation. If one of these frequencies becomes complex as the

loading proceeds, then the equilibrium mode has become unstable: any perturbation to

its shape will grow exponentially in time. The eigenfunction associated with instability

also reveals how the shape initially evolves; for example, an asymmetric eigenfunction

will lead to asymmetric deformations during snap-through. It is sometimes possible to

go further and use a linear stability analysis to predict the timescale of the snap-through

transition. An example is poking an arch at its midpoint, as in figure 1.1, which has been

studied in detail by Pandey et al. (2014). Here the shape always evolves to an unstable

Euler buckling mode before snap-through occurs. A linear stability analysis of the Euler

buckling mode then yields an eigenvalue characterising the growth rate of the instability.

However, a simple stability analysis is often not applicable or feasible due to the com-

plexity of the system. In such a case, previous approaches have been mainly numerical

or experimental in nature (Santer, 2010; Brinkmeyer et al., 2013; Wiebe, 2012; Loukaides

et al., 2014). An important class of problems of this type involve snap-through at a

saddle-node bifurcation: if we increase the load slightly beyond the fold point (point B

in figure 1.2b), there no longer exists an equilibrium mode to consider the stability of!

In particular, we are unable to obtain an eigenvalue that characterises the growth rate in

the same way. This raises the fundamental question of how we can analyse the timescale

of snap-through in such problems. Do we have to rely on numerically integrating the

equations of motion, or is analytical progress feasible? Analytical insight would be of

interest both from the perspective of fundamental science and also for applications of

snap-through, as it provides a basis to control the dynamic response without relying on

direct numerical simulations.

The dynamics near a saddle-node bifurcation has been well studied in low dimensional

dynamical systems — those that consist of a few ordinary differential equations (ODEs) —

in various physical and biological settings (Strogatz & Westervelt, 1989; Sardanyés & Solé,

2006; Trickey & Virgin, 1998). These studies have shown that, as well as hysteresis, the

nonlinearity underlying bifurcation can lead to delay phenomena. An upcoming saddle-

node bifurcation is often signalled by the so-called ‘critical slowing down’, in which the

system recovers from perturbations over an increasingly long timescale (Scheffer et al.,

2009). Furthermore, the remnant or ‘ghost’ of a saddle-node bifurcation continues to

influence the dynamics in its aftermath: by simply being close to bifurcation in parameter

space, the motions are slowed in what is called a ‘bottleneck’ phase (Strogatz, 2014). For

example, consider the trajectory that is just to the right of the fold point in figure 1.2b
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1.2 Structure of the thesis

(vertical arrow). Because the various forces within the structure are in balance at the fold

point (as this is an equilibrium solution), the net force on the structure is very small as

it passes near the fold during snap-through, and its motions slow down significantly. The

structure therefore appears to feel the attraction of the equilibrium at the fold, even though

this no longer exists as a solution at loads beyond the point B. This ghost phenomenon

is in fact generic for the dynamics near a saddle-node bifurcation, and has been analysed

in various physical settings including first-order phase transitions in condensed matter

physics (Chaikin & Lubensky, 1995). One of the key challenges of this thesis is to extend

this work to an elastic continuum described by partial differential equations (PDEs), which

can be regarded as a dynamical system having infinite degrees of freedom.

1.2 Structure of the thesis

In this thesis we study the dynamics of snap-through. In particular, we determine how the

underlying mathematical structure influences the snapping timescale, and the precise role

played by energy dissipation. Below we provide a more detailed synopsis of each chapter.

We begin in Chapter 2 by reviewing the concept of a saddle-node ghost, before consid-

ering the dynamics of electrostatic ‘pull-in’ — a type of snap-through under the action

of electrostatic forces that is frequently encountered in microelectromechanical systems

(MEMS). This occurs when an elastic structure suddenly collapses onto a nearby elec-

trode as an applied voltage exceeds a threshold value, and so provides a context in which

to understand the dynamics of overdamped snap-through — the motions during pull-in are

dominated by squeeze film damping when the air gap between components becomes very

small. To gain insight we study a parallel-plate capacitor — a single-degree-of-freedom

structure. Despite its simplicity, this model captures the balance between electrostatic

and mechanical restoring forces that underlies pull-in, and provides a first approximation

of more complex structures used in MEMS such as microbeams. We show that the slowing

down observed near the pull-in transition can be attributed to the ghost of a saddle-node

bifurcation, and so is generic for these kind of systems. This allows us to obtain an ana-

lytical expression for the time taken to pull-in, unifying a large range of experiments and

numerical simulations of pull-in that exhibit delay phenomena.

Continuing our work on pull-in dynamics, in Chapter 3 we analyse the behaviour of

MEMS microbeams. We address the problem of how to analyse snap-through of continu-

ous elastic structures due to external loading: rather than using a single-degree-of-freedom

model, we now consider the explicit geometry of the device, modelled using beam theory.

As the governing equation is now a PDE in space and time, we develop a perturbation

method that systematically reduces the dynamics to a much simpler ODE, resembling the
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normal form for a saddle-node bifurcation. The method we present depends on the under-

lying mathematical structure, rather than the precise physical details, and so provides a

framework for analysing the snap-through dynamics in later chapters. For the microbeam

we are then able to obtain an asymptotic prediction for the pull-in time, which we com-

pare to numerical simulations and experimental data reported in the literature. In light of

these results, we also discuss the validity of other approaches used to analyse the pull-in

dynamics of microbeams.

In Chapter 4 we explore whether energy dissipation is needed to obtain bottleneck

behaviour during snap-through: what happens in elastic systems where damping is neg-

ligible? This is motivated by the anomalously slow dynamics shown by spherical caps

which, when turned ‘inside-out’, may take several seconds to snap back to their natural

shape. Rather than dealing with the complications that come with the shell equations,

we instead consider an elastic arch as a simpler model system that possesses similar phe-

nomenology. We show that the perturbation method developed in Chapter 3 carries over

to this scenario, so that anomalously slow dynamics are still generic when the system

is near the snap-through transition — there is no need for dissipation of energy. This

has far reaching consequences for applications of snap-through, as it explains what limits

the speed of snapping. We also quantify the regimes in which the system is effectively

underdamped and overdamped during a bottleneck phase, and confirm our results using

numerical simulations of an elastica model and experiments.

In many real systems, internal damping due to material viscosity is present to some

degree. In Chapter 5, we consider the dynamics of snap-through when such viscoelastic

effects are present. In particular, we analyse how the relaxation timescale of the material

interacts with the critical slowing down we have previously studied. Considering a single-

degree-of-freedom structure as a model system, we identify the regimes in which each effect

dominates. We also show that even a small amount of viscoelasticity can significantly

modify the snap-through dynamics. In the process, we uncover an intricate asymptotic

structure of the different dynamical regimes, featuring new scaling laws for the snap-

through time.

Finally, in Chapter 6, we summarise our findings and highlight some areas that make

for interesting further study. We discuss how we might adapt our perturbation method

to study the dynamics of other snap-through problems, incorporating the effects of noise

and material imperfections, and similar delay phenomena that have been reported in other

kinds of mechanical instabilities.
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Chapter 2

A simple example of snap-through: pull-in

Synopsis

We consider the dynamics of electrostatic MEMS devices undergoing the

pull-in instability — an example of snap-through in which the motions are

dominated by fluid damping. Numerous experiments and numerical simu-

lations have shown that the time taken to pull-in increases significantly near

the pull-in transition, where the transient dynamics slow down during a ‘meta-

stable’ or ‘bottleneck’ phase. However, this phenomenon is not well understood

quantitatively. Using a lumped parallel-plate capacitor model, we perform a

detailed asymptotic analysis of the pull-in dynamics in this regime. We show

that the bottleneck phenomenon is a type of critical slowing down arising from

the pull-in bifurcation. This allows us to obtain a simple analytical expres-

sion for the pull-in time, which obeys an inverse square-root scaling law as the

transition is approached. We then compare our prediction to a wide range of

pull-in time data reported in the literature, showing that the observed slowing

down is well captured by our scaling law. The scaling law therefore appears

to be generic for overdamped pull-in. This realisation unifies a large number

of previous observations of bottleneck behaviour during pull-in, and provides

a useful design rule to tune dynamic response in sensing applications, includ-

ing high-resolution accelerometers and pressure sensors. We also propose a

method to estimate the pull-in voltage based only on data of the pull-in times.

A paper based on the work described in this chapter has been published in the

Journal of Micromechanics and Microengineering (Gomez et al., 2018a).
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2 A simple example of snap-through: pull-in

2.1 Introduction

Local bifurcations play a key role in the behaviour of physical and biological systems, due

to their ability to change the system in an abrupt and dramatic way. This is particularly

true of saddle-node (fold) bifurcations, which are the generic mechanism by which equi-

librium solutions are created and destroyed (Strogatz, 2014). In this way, a saddle-node

bifurcation naturally describes a transition from bistability to monostability: there is a

sudden collapse of the possible configurations the system can adopt. For example, in cli-

mate systems, saddle-node bifurcations are encountered as ‘tipping points’ where a small

change in conditions can cause abrupt shifts (Scheffer et al., 2009). These are of great

concern because the sudden collapse is prone to hysteresis, meaning the shift is extremely

difficult to reverse.

Saddle-node bifurcations also frequently arise in microelectromechanical systems (MEMS)

via the so-called ‘pull-in’ instability. Pull-in occurs when an elastic structure, under the

action of electrostatic forces, suddenly collapses towards a nearby electrode when a criti-

cal voltage is exceeded (Pelesko & Bernstein, 2002). While pull-in may seem qualitatively

different to traditional snap-through instabilities (such as those discussed in Chapter 1),

the instability has a similar mathematical structure: at the critical voltage, the stable

equilibrium away from collapse ceases to exist as an equilibrium solution, so that the sys-

tem abruptly moves to the collapsed state to remain in equilibrium. Nevertheless, unlike

traditional snap-through instabilities, the nonlinearity underlying the saddle-node bifur-

cation stems from the electrostatic force (via Coulomb’s law) rather than from geometry.

In addition, for devices operating in atmospheric conditions, the motions during pull-in

are dominated by fluid damping, arising in the squeeze film when the air gap between

components becomes very small (Missoffe et al., 2008). We will therefore study pull-in as

a model system in which to understand the dynamics of overdamped snap-through.

Because pull-in can result in failure via short circuit or stiction between components,

studies have traditionally focussed on the stability of devices under a combination of

electrostatic and mechanical restoring forces, with a view to developing methods that

extend the operating range of a device prior to pull-in (Zhang et al., 2014). More recently,

pull-in has been identified as a useful instability for smart applications, in a similar way

to macroscopic snap-through instabilities. For example, the critical voltage required to

pull-in is commonly used in mass sensing applications (Younis & Alsaleem, 2009) and to

estimate material parameters such as the elastic modulus (Osterberg & Senturia, 1997).

The dynamics of the pull-in transition is also becoming the basis of many MEMS devices.

In these scenarios pull-in is allowed to proceed safely (e.g. by limiting the displacement

of the structure to prevent contact between components), enabling fast motions and large
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Figure 2.1: A MEMS cantilever beam that undergoes a pull-in instability when a critical voltage is
exceeded, corresponding to a saddle-node bifurcation. This causes the beam to rapidly switch from
an ‘off’ state to an ‘on’ state as it adheres to the electrode. (Reprinted from [D. Bouyge, A. Crun-
teanu, M. Durán-Sindreu, A. Pothier, P. Blondy, J. Bonache, J. C. Orlianges and F. Mart́ın.
Reconfigurable split rings based on MEMS switches and their application to tunable filters. Jour-
nal of Optics. 14 (11), 114001 (2012). DOI: https://doi.org/10.1088/2040-8978/14/11/114001].
Copyright c© IOP Publishing. Reproduced with permission. All rights reserved.)

relative displacements to be generated in a reproducible way. For example, microvalves

make use of the collapsed state to block off fluid flow in microchannels (Desai et al., 2012),

and microswitches harness pull-in to rapidly switch between two remote configurations,

corresponding to distinct ‘off’ and ‘on’ states (Nguyen et al., 1998; LaRose & Murphy,

2010; Deng et al., 2017). An example of a microcantilever switch is shown in figure 2.1. In

these applications, an understanding of the pull-in dynamics is essential since it determines

the switching time of the device.

The time taken to pull-in can itself be used as a sensing mechanism: the relationship

between the pull-in time of a microbeam and the ambient air pressure has been proposed

as a pressure sensor (Gupta & Senturia, 1997), while high-resolution accelerometers make

use of the sensitivity of parallel-plate actuators to external acceleration (Rocha et al.,

2004a; Dias et al., 2011; 2015). In these applications, unlike microswitches and other

actuators, it is not desirable to simply minimise the pull-in time. Instead, the device is

operated at voltages very close to the pull-in transition, where the transient dynamics are

observed to slow down significantly. Crucially, this slowing down is highly sensitive to

ambient conditions, including external forces, and so has widespread potential to enable

high-resolution, low-noise measurements to be made. Using pull-in time as a sensing

mechanism also offers the advantage that the device may be integrated in standard circuit

technology, so that commercially available micromachining processes can be used (Dias

et al., 2011).

The slowing down observed in parallel-plate actuators has been attributed to a ‘meta-

stable’ or ‘bottleneck’ phase that dominates the dynamics during pull-in, characterised by

a temporary balance between electrostatic and mechanical restoring forces (Rocha et al.,

2004a): as the net force on the structure is very small, it evolves slowly and the pull-in

time is large. However, a quantitative understanding of this phenomenon is still lacking,
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despite the obvious importance of this regime in the operation of many MEMS devices.

In particular, it is not clear how the length of the delay (and hence the pull-in time) scales

with the applied voltage, the external acceleration, and the material parameters of the

system.

2.1.1 Models of pull-in dynamics

Because a standard linear stability analysis cannot be used to study the dynamics of pull-

in — beyond the saddle-node bifurcation there is no unstable equilibrium base state from

which the system evolves — most studies adopt a purely numerical or experimental ap-

proach. A large number of studies have focussed on generating macromodels, i.e. reduced-

order models that couple deformations of the structure to realistic models of the squeeze

film damping, incorporating compressibility and rarefaction effects. These macromodels

are then used to reduce the computational cost of simulating MEMS devices during pull-in

(see Batra et al., 2007; Nayfeh et al., 2005, and references therein). Bottleneck phenom-

ena have been described in a number of macromodel simulations of microbeams (Grétillat

et al., 1997; Hung & Senturia, 1999; Younis et al., 2003; Nayfeh et al., 2007) as well as

parallel-plate actuators (Rocha et al., 2004a); slowing down appears to be a generic feature

when the system is near the pull-in transition, though this has not been explored further.

More recent studies instead address the dynamic stability of MEMS resonators under a

combination of AC and DC loads (Nayfeh et al., 2007; Zaitsev et al., 2012), the effects

of geometric nonlinearities due to large displacements (Chaterjee & Pohit, 2009), contact

bouncing (McCarthy et al., 2002; LaRose & Murphy, 2010), and modelling structures that

possess natural curvature where traditional snap-through buckling can occur alongside

pull-in (Krylov et al., 2008; Das & Batra, 2009; Krylov & Dick, 2010); for a review see

Zhang et al. (2014).

Few analytical results concerning pull-in dynamics are available. While general bounds

on the pull-in time have been obtained (Flores et al., 2003), these bounds are not very

tight and do not give insight into anomalously slow behaviour close to pull-in. In the

case of underdamped, inertia-driven systems, some progress has been made. For devices

operating at very low ambient pressures, inertial effects can cause the critical voltage at

pull-in (known as the dynamic pull-in voltage in this case) to decrease compared to that

obtained when the voltage is quasi-statically varied (the static pull-in voltage) (Nielson &

Barbastathis, 2006). Using energy methods, scaling laws for the pull-in time have been

derived for parallel-plate actuators (Leus & Elata, 2008) and extracted for more complex

devices such as microbeams using lumped-parameter models (Joglekar & Pawaskar, 2011).

The key result is that the pull-in time, tPI, scales logarithmically with the difference
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between the applied voltage and the pull-in voltage, ∆V > 0: we have that

tPI ∝ log(1/∆V ), (2.1)

as ∆V → 0. As ∆V decreases, the pull-in time therefore increases rapidly, until eventually

mechanical noise limits the response.

Due to its simplicity, the scaling law (2.1) offers a useful design rule to tune dynamic

response in applications: only a small number of runs are needed to extract the appropriate

pre-factor in the scaling law to make further predictions. The need to perform parameter

sweeps that at each stage involve detailed simulations can then be eliminated. However,

no corresponding scaling law has been found for overdamped systems, despite the fact that

(i) many MEMS devices operate in this regime (Rocha et al., 2004a) and (ii) there is a

clear need for such a design rule as devices continue to scale down and grow in complexity

(Loh & Espinosa, 2012). Obtaining such a scaling law analytically is the primary objective

of this chapter.

2.1.2 A scaling law for overdamped pull-in

To explore the possibility of a scaling law analogous to (2.1) but applicable to overdamped

devices, we have assembled a large range of data for pull-in times reported in the litera-

ture. We focus on results for devices operating at (or near) atmospheric pressure only; we

do not consider data for pull-in times in vacuum where inertial effects are important. We

consider parallel-plate and microbeam devices, incorporating data from both experiments

and dynamic simulations. This includes data where the actuation voltage is varying while

the external acceleration is zero, as well as data from pull-in time accelerometers where

the actuation voltage is fixed but the external acceleration is varied. A summary of the

conditions for each data set is provided later in tables 2.1–2.2. In all cases examined, the

pull-in times are measured from the point of application of a step DC voltage (stepped

from zero), one of the most common types of electrostatic actuation. Where data is

only available graphically, we have extracted the values using the WebPlotDigitizer (aro-

hatgi.info/WebPlotDigitizer).

For each measurement, we use the reported values of the pull-in voltage to compute the

normalised distance to the pull-in transition, which we denote by ε. In particular, in the

case of zero external acceleration, we have ε = (V/VSPI)
2 − 1 with V the applied voltage

and VSPI the static pull-in voltage. (When the external acceleration is non-zero, we define

ε later in §2.4.) The results are shown on logarithmic axes in figure 2.2, where different

symbols are used to indicate different data sets (i.e. where the properties of the actuator

are varied), and data from different references are distinguished using different colours.
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Figure 2.2: Pull-in times of parallel-plate and microbeam devices under step DC loads reported
in the literature. In total, 27 sets of data from 9 different references are included, indicated by
different symbol shape and colour; details and legend are provided later in tables 2.1–2.2. (Reprinted
from Gomez et al. (2018a), DOI: https://doi.org/10.1088/1361-6439/aa9a70. Copyright c© IOP
Publishing. Reproduced with permission. All rights reserved.)

We observe that the pull-in time increases as ε decreases in a systematic way. Very close

to the pull-in transition, the dynamics become highly sensitive to the precise value of ε:

the pull-in time may increase by over an order of magnitude within a very narrow range of

ε. This is the bottleneck regime in which the dynamics of pull-in are dramatically slowed

down.

This delay behaviour is reminiscent of the critical slowing down observed near saddle-

node bifurcations in a range of physical systems, such as phase transitions (Chaikin &

Lubensky, 1995) and the switching of charge density waves (Strogatz & Westervelt, 1989).

In these systems, the remnant or ‘ghost’ of the saddle-node bifurcation continues to attract

trajectories that are nearby in parameter space, producing a bottleneck whose duration

generically increases with decreasing distance from the bifurcation (Strogatz, 2014). The

detailed scaling of the bottleneck duration depends on the importance of inertia: a scaling

∝ ε−1/2 is characteristic of overdamped motion (reviewed in §2.2 below) while the scaling

∝ ε−1/4 is characteristic of underdamped motion (we will study this regime in Chapter 4).

The key observation here is that most of the data in figure 2.2 appears to be consistent

with the same overdamped scaling law, namely tPI ∝ ε−1/2 as ε → 0. More precisely,

we have fitted each data set (using least-squares) to a power law of the form tPI = αε−β

where β > 0; over all 27 data sets considered in figure 2.2, we find a mean value β ≈ 0.56

with a standard deviation of 0.14 in the fitted values. While an ε−1/2 scaling law has been
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identified as the source of anomalously slow dynamics in microbeam resonators (Zaitsev

et al., 2012), we believe this has not yet been properly appreciated as a generic feature of

overdamped pull-in under DC loads.

The slowing down observed in figure 2.2 motivates a more careful analysis of the dynam-

ics of overdamped pull-in. In this chapter we focus on the simplest possible electrostatic

device: a parallel-plate actuator under a DC load. This single-degree-of-freedom structure

captures the balance between electrostatic and mechanical restoring forces that underlies

the pull-in instability, without requiring details of the geometry of the device. It has been

successfully used as a lumped-parameter model for more complex structures such as mi-

crobeams and microplates (Castaner & Senturia, 1999). Our analysis of the parallel-plate

actuator therefore allows us to consider a generic MEMS device, upon taking appropri-

ate values of the lumped parameters. Our central result is that the bottleneck behaviour

observed near the pull-in transition is a type of saddle-node ghost, and so inherits the

expected scaling law, with the pull-in time tPI ∝ ε−1/2 as ε→ 0. While some data sets in

figure 2.2 do not appear to follow this scaling, we suggest that the discrepancy is due to

sensitivity to the precise value of the reported pull-in voltage, and propose a method to

obtain a more accurate value of the pull-in voltage based only on measured pull-in times.

The remainder of this chapter is organised as follows. We begin in §2.2 by reviewing the

concept of a saddle-node ghost, and the origin of the ε−1/2 scaling law for the bottleneck

duration. We also discuss how the tools of dynamical systems generalises this to higher-

order systems of ODEs and PDEs; this material will form the basis behind how we later

analyse the dynamics near the pull-in bifurcation. In §2.3 we derive the equations govern-

ing the motion of the parallel-plate actuator. In §2.4, we solve the equations numerically

when the system is perturbed just beyond the static pull-in transition. In the overdamped

limit, we recover the bottleneck phenomenon reported previously (Rocha et al., 2004a).

We then perform a detailed asymptotic analysis of the solution structure in this regime,

allowing us to derive an approximate expression for the pull-in time. In §2.5, we compare

our asymptotic prediction to the experimental and numerical data given in figure 2.2. We

show that the observed slowing down is well explained by our scaling law, and use our

theory to collapse the data presented in figure 2.2 onto a master curve (see figure 2.9).

Finally, in §2.6, we summarise and conclude our findings.

2.2 Ghosts and bottlenecks

2.2.1 A simple example

(The notation used in this review section is independent of that used in the rest of the

chapter.)
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2 A simple example of snap-through: pull-in
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Figure 2.3: Response diagram for the fixed points x± (solid and dashed curves) of equation (2.2).
This exhibits a saddle-node bifurcation at the point A where λ = 0 and x± = 0. A trajectory at
fixed λ beyond the bifurcation point is also shown (red arrow).

To better understand the dynamics near a saddle-node bifurcation, and why a linear

stability analysis does not apply, we begin with a simple example. Consider the ODE:

dx

dt
= λ+ x2. (2.2)

Here x(t) is a (real valued) continuous variable and λ ∈ R is regarded as a control param-

eter, i.e. we consider the effect on fixed points of (2.2) upon varying λ. This equation is

in fact the normal form for a saddle-node bifurcation: we can think of (2.2) as describ-

ing the local behaviour near a generic saddle-node bifurcation, after ‘zooming in’ on the

region near the fold in the bifurcation diagram where it resembles a parabola (Strogatz,

2014). Because of the single time derivative in (2.2), we are also assuming the dynamics

are overdamped.

Suppose that λ < 0. Setting dx/dt = 0 in (2.2), we see that the equation has the distinct

fixed points

x± = ±(−λ)1/2.

To determine their linear stability, we let x(t) = x± + εX(t), where ε � 1 is some small

perturbation and X(t) is to be determined. Substituting into (2.2) and linearising in ε,

we obtain
dX

dt
= 2x±X.

Solving gives X(t) = X(0)e2x±t. We deduce that for λ < 0, the point x− is linearly

stable: x− < 0, so perturbations decay exponentially in time. Similarly, x+ is linearly

unstable (perturbations grow exponentially in time). The timescale of this exponential

decay/growth is ∼ (−λ)−1/2.

Now suppose that the system is at the stable point x−, and we quasi-statically increase

λ towards zero. Initially, the two equilibria only approach each other and the system lies
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Figure 2.4: The typical behaviour of (2.2) for values of λ just beyond the saddle-node bifurcation
at λ = 0. (a) The phase plane and a close-up near x = 0 (inset). (b) A typical trajectory x(t),
displaying a distinctive bottleneck phase as it passes the ghost of the fixed point x± = 0. Here we
have taken ε = 10−3.

happily at x− for each value of λ; see figure 2.3, which displays the points as branches on a

bifurcation diagram as λ is varied. Eventually, as λ reaches zero, the equilibria merge and

disappear at a saddle-node bifurcation with x± = 0 (point A on figure 2.3). For values

λ > 0, there are no longer any fixed points of (2.2). It follows that the system must now

move away from x−.

How does the system evolve for values of λ just beyond the fold? Notice that if we try to

repeat the linear stability analysis, setting x(t) = x± + εX(t) etc. with x± = 0, we obtain

dX

dt
= 0,

which tells us nothing useful. In the language of dynamical systems, the fold at λ = 0 is

a non-hyperbolic fixed point: the associated Jacobian matrix has a simple zero eigenvalue

when evaluated at the fixed point x± = 0, which does not specify whether perturbations

grow or decay in time. In other words, a linear stability analysis gives us no information

about the local dynamics.

To explore the local behaviour, we set λ = ε in (2.2), where 0 < ε � 1 is again some

small quantity. The dependence of the velocity dx/dt on x is shown by the phase plane

in figure 2.4a: we see that while x is near zero the velocity is very small. The result is a

slow phase in trajectories — a dynamical bottleneck — as x(t) passes near zero, before

the trajectories rapidly blow up due to the quadratic nonlinearity (in fact, they blow up

in finite time). A typical trajectory, taking x(0) = 0 (which is where we lost x− at the

saddle-node bifurcation), is displayed in figure 2.4b. The trajectory and bottleneck phase

are also illustrated schematically on the response diagram in figure 2.3.
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2 A simple example of snap-through: pull-in

This delay is purely a remnant of the saddle-node bifurcation, and relies on no extra

physics than that contained in (2.2). Generally, whenever a saddle-node bifurcation con-

tinues to influence a region in the phase space by slowing trajectories, we say that the

dynamics is influenced by the ‘ghost’ of the saddle-node bifurcation (Strogatz, 2014). Fig-

ure 2.4a makes the mechanism underlying a ghost clear: we see that the fold point just

misses the line dx/dt = 0, so that the velocity is very small but non-zero there. Thus,

the system appears to ‘feel’ the attraction of the fixed points, even though they no longer

exist!

In this example, it is a simple matter to evaluate the time taken for a trajectory to pass

through the bottleneck (Kuehn, 2008). Since equation (2.2) is separable, we use standard

techniques to find the solution in implicit form:

t = ε−1/2
{

tan−1[ε−1/2x(t)]− tan−1(ε−1/2x0)
}
, (2.3)

where we have specified the initial data x(0) = x0. Notice that while x is small, its growth

is only linear in time; contrast this to the exponential growth/decay we saw away from the

fixed points before bifurcation, when a linear stability analysis was applicable. Using the

implicit solution above, the time taken to pass through the fixed interval [−δ, δ], centered

around zero, is

tb = 2ε−1/2 tan−1(ε−1/2δ) ∼ πε−1/2 as ε↘ 0.

We could also define the bottleneck duration tb as the time taken for the solution to blow-

up at infinity, starting from zero: if we think of (2.2) as a local rescaling in space, having

neglected higher-order terms, then blow-up corresponds to leaving the neighbourhood of

the fold as this scaling breaks down. Letting x0 = 0 and x(t)→∞ in (2.3) yields

tb =
π

2
ε−1/2 = O(ε−1/2) as ε↘ 0. (2.4)

In either case, the bottleneck duration scales with the distance ε from the bifurcation point

as an inverse square-root law. The robustness of this scaling is because the time taken to

pass through zero dominates any other timescale; only the pre-factor of ε−1/2 varies.

2.2.2 Ghosts in higher dimensions

The bottleneck associated with a saddle-node ghost is a very general phenomenon. In fact,

it is found generically in dynamical systems near saddle-node bifurcations, regardless of

whether the phase space has a very high dimension. For such systems, it is inherently more

tricky to analyse the dynamics near a bifurcation compared to equation (2.2). However,

we might expect that not all of the dimensions in phase space have equal influence on

20



2.2 Ghosts and bottlenecks

the behaviour, and that particular subspaces (or more precisely manifolds) — such as

those associated with the bifurcation — play a key role. This means that the asymptotic

behaviour can still be extracted from a lower order system. The methods of dimension

reduction or reduced-order modelling rigorously justify this expectation, and are based on

systematically reducing the order of the system while still capturing its salient features

(Rega & Troger, 2005). In this way we can make use of the well-developed theory of

low-dimensional systems and their normal forms.

Using these tools, it can be shown that the dynamics in a neighbourhood of a generic

saddle-node bifurcation quantitatively resembles the normal form (2.2) (for the precise

conditions of one-dimensionality and genericity combined into a compact theorem, see

Guckenheimer & Holmes, 2013). As a consequence, the bottleneck duration tb generically

obeys the same inverse square-root scaling law. If λ is the bifurcation parameter, with

stability lost as λ increases to λc, this becomes

tb = O
(

[λ− λc]−1/2
)

as λ↘ λc.

The square-root scaling law of a ghost has been applied in various physical and biological

systems that lose stability at a fold. It occurs in the hypercycle model of self-replicating

molecular species (such as RNA), where the bottleneck has been suggested as a favourable

— and possibly naturally selected — ‘memory effect’ in pre-biotic evolution that delays

the transition to extinction (Sardanyés & Solé, 2006). In condensed matter physics, mod-

els of the delayed switching of charge density waves also exhibit the inverse square-root

law (Strogatz & Westervelt, 1989). Other instances include discrete and continuous popu-

lation models in ecology near extinction points (Fontich & Sardanyés, 2007); the transient

dynamics of a Duffing oscillator realised experimentally in an electronic circuit (Trickey

& Virgin, 1998); the dynamics of the membrane potential in neurons at the transition to

firing (Roa et al., 2007); the slow evolution of a solar flare during magnetic reconnection

near the loss of stability (Cassak, 2006); and the evolution of random networks undergoing

a pruning process near the threshold of complete collapse (Baxter et al., 2015).

Other scaling laws arise for non-generic bifurcations. This includes bifurcations where

certain genericity, transversality or smoothness conditions fail; see Kuehn (2008) for more

details. These have been described in other models of the switching of charge density

waves (Strogatz & Westervelt, 1989), hypercycle models incorporating a higher number

of molecular species (Sardanyés & Solé, 2007), and pendulums whose lengths have a non-

smooth angular dependence (Kuehn, 2008). Moreover, in underdamped systems where

inertial forces dominate damping, the normal form (2.2) instead has a second-order time

derivative. A similar analysis then shows that the bottleneck duration obeys the scaling
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2 A simple example of snap-through: pull-in

Figure 2.5: Schematic of the mass-spring parallel-plate capacitor. Fluid between the plates is
represented by a linear dashpot of constant damping coefficient b. (Reprinted from Gomez et al.
(2018a), DOI: https://doi.org/10.1088/1361-6439/aa9a70. Copyright c© IOP Publishing. Repro-
duced with permission. All rights reserved.)

law

tb = O
(

[λ− λc]−1/4
)

as λ↘ λc,

i.e. the exponent of slowing down is 1/4 rather than 1/2. Later, in Chapter 4, we will

show that this modified scaling law applies to underdamped snap-through instabilities.

2.3 Theoretical formulation

2.3.1 Governing equations

With the above discussion in mind, we now wish to understand the bottleneck dynamics of

a generic MEMS device near the pull-in bifurcation. As the bottleneck is characterised by

slow motions, and occurs well before the device comes into close contact with the actuating

electrode (Rocha et al., 2004a), we neglect compressibility and rarefaction effects in the

squeeze film — the fluid damping is assumed to be purely viscous (Veijola et al., 1995).

This is justified by numerical simulations (Missoffe et al., 2008) that show compressibility

has very little effect on the pull-in time very close to the transition. Moreover, we assume a

constant damping coefficient, denoted by b, taken to be the effective value of the damping

coefficient in the bottleneck. Here b is regarded as a lumped parameter that characterises

the properties of the squeeze film, including the thickness of the air gap, the ambient

pressure, the fluid viscosity, and finite-width (border) effects, as well as any additional

material damping that may be present.

As the geometry of the device is also slowly varying when its motions are slow, the

elastic restoring forces can be approximated to leading order as a linear spring with con-

stant stiffness (LaRose & Murphy, 2010). We denote the effective spring constant by k,
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2.3 Theoretical formulation

which combines properties of the mechanical restoring force, such as the dimensions of

the actuator, the material stiffness and any residual stress built into the elastic structure.

In addition, we use a parallel-plate approximation of the electrostatic force; this is valid

provided the aspect ratio of the air gap and the slopes of deformation are small (Batra

et al., 2007). In this way, our model becomes a single-degree-of-freedom mass-spring model

(Pelesko & Bernstein, 2002). Physically, it is equivalent to a parallel-plate capacitor, in

which one plate is fixed while the other is attached to a linear spring and damper; see

figure 2.5.

The assumptions made above are not valid outside of the bottleneck phase, where the

speed of the device is increased and the details of its geometry may become important.

However, by choosing suitable values for the lumped parameters b and k, we expect to

correctly account for the length of the slow phase and hence approximate the total pull-in

time, which is dominated by the time spent passing through the bottleneck. In particular,

we discuss how a variable damping coefficient should be accounted for at the end of §2.4

and in Appendix 2.A.

As shown in figure 2.5, the properties of the moving plate are its mass m, area A and

displacement x. The applied DC voltage is V , and d0 is the gap thickness in the absence of

any displacement (x = 0). We also account for an external acceleration aext of the whole

device, which we assume is constant. This approximation is valid provided that aext varies

over a timescale much longer than the timescale of pull-in (typically 1− 10 ms).

Under these assumptions, the displacement of the moving plate, x(t), obeys the equation

of motion

m
d2x

dt2
+ b

dx

dt
+ kx =

1

2

ε0AV
2

(d0 − x)2
+maext. (2.5)

Here the first term on the right-hand side is the electrostatic force in the parallel-plate

approximation (ε0 is the permittivity of air), neglecting corrections due to fringing fields

(Pelesko & Bernstein, 2002). As initial conditions, we consider the case of a suddenly

applied (step function) voltage with the plate initially at rest at the zero voltage state,

i.e. x(0) = maext/k and ẋ(0) = 0 (here and throughout ˙ denotes d/dt). These initial

conditions are commonly used in applications of pull-in time in pressure sensors and ac-

celerometers (Gupta et al., 1996; Rocha et al., 2004a; Dias et al., 2011; 2015).

2.3.2 Non-dimensionalisation

To make the problem dimensionless, we note that a balance between viscous and spring

forces in equation (2.5) leads to the timescale [t] = b/k. It is natural to scale the displace-

ment away from the zero voltage state with the maximum allowed displacement before
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2 A simple example of snap-through: pull-in

contact occurs. This motivates introducing the dimensionless variables

T =
t

[t]
, X =

x−maext/k

d0 −maext/k
, Aext =

maext

kd0
.

Equation (2.5) can then be written as

Q2 d2X

dT 2
+

dX

dT
+X =

λ

(1−X)2
, (2.6)

where the importance of inertia is measured by the quality factor Q =
√
mk/b, and we

have introduced the normalised voltage

λ =
1

2

ε0AV
2

kd3
0(1−Aext)3

. (2.7)

The initial conditions become

X(0) = Ẋ(0) = 0, (2.8)

and we note that, with this non-dimensionalisation, contact between the electrodes occurs

at X = 1, with physical solutions requiring X < 1.

The dimensionless parameter λ is the key control parameter and may be interpreted as

the ratio of the typical electrostatic force (∼ ε0AV
2/[2d2

0]) to the spring force (∼ kd0)

(Pelesko & Bernstein, 2002), together with an additional factor that depends on the ac-

celeration of the device. For realistic MEMS devices we have |Aext| � 1, owing mainly

to the small value of the mass m; for example, in the accelerometer reported by Rocha

et al. (2004a), the range of accelerations encountered is aext ≤ 80 mg, corresponding to

Aext = O(10−3) for their experimental parameters. We therefore consider only the case

λ ≥ 0 here.

2.3.3 Steady solutions

The behaviour of the steady-state solutions of equation (2.6) is well-known (see Pelesko

& Bernstein, 2002, for example). Here we only summarise the main results. For 0 ≤ λ <

λfold = 4/27, there are two real solutions with 0 < X < 1, one of which is linearly stable

and the other linearly unstable. At λ = λfold, these two solutions coincide and disappear

at a saddle-node (fold) bifurcation with X = Xfold = 1/3. For λ > λfold, no physical

solutions exist. This is illustrated by the response diagram shown in figure 2.6a.

Under quasi-static conditions, the fold point corresponds to where pull-in is observed

experimentally (no equilibrium solution away from collapse exists for λ > λfold), giving
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Figure 2.6: (a) Response diagram for the steady-state solutions of (2.6) (blue curves), which
satisfy X = λ/(1−X)2, as the dimensionless voltage λ varies. At λ = 4/27 the stable equilibrium
away from pull-in (lower solid curve) intersects an unstable solution (dashed curve) and disappears
at a saddle-node bifurcation. A typical trajectory at fixed λ beyond the pull-in transition is also
shown (red arrow). (b) Dimensionless trajectories X(T ) satisfying (2.6) and (2.8) for ε = 10−3

and different quality factor Q (coloured curves; see legend). For later comparison, the asymp-
totic trajectory predicted by (2.16) is also shown (black dotted curve). (Reprinted from Gomez
et al. (2018a), DOI: https://doi.org/10.1088/1361-6439/aa9a70. Copyright c© IOP Publishing.
Reproduced with permission. All rights reserved.)

the static pull-in voltage and pull-in displacement in terms of the external acceleration as

VPI =

√
8kd3

0(1−Aext)3

27ε0A
, xPI =

d0

3
(1 + 2Aext) .

In the case of zero external acceleration, this reduces to the classic (static) pull-in voltage

and pull-in displacement of a parallel-plate capacitor, widely reported in the literature

(Zhang et al., 2014); we label these as VSPI and xSPI respectively.

2.4 Pull-in dynamics

We now consider the case when the system is perturbed just beyond the static pull-in

transition, i.e. we set

λ = λfold(1 + ε),

where 0 < ε� 1 is a small parameter capturing the distance beyond the pull-in transition

(ε is shown schematically in figure 2.6a). Using the expression (2.7) and the fact that

λfold =
1

2

ε0AV
2

SPI

kd3
0

,
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2 A simple example of snap-through: pull-in

we may write ε as

ε =
λ

λfold
− 1 =

(V/VSPI)
2

(1−Aext)
3 − 1. (2.9)

We see that for a fixed actuation voltage V > VSPI, the external acceleration changes the

effective perturbation ε, with ε increasing as Aext increases. The result will be an associated

change in the pull-in time. This is the basis on which pull-in time accelerometers operate:

by repeatedly inducing pull-in and measuring the resulting pull-in times, the external

acceleration can be determined after a suitable calibration is performed (Dias et al., 2011).

In practice, pull-in times can be measured extremely accurately and with low noise by

sensing large changes in capacitance using a high frequency clock. The sensitivity of the

pull-in time to changes in ε is therefore the primary factor that limits the sensitivity of

the accelerometer.

The key observation, first reported by Rocha et al. (2004a), is that for quality factors

Q smaller than unity (i.e. overdamped devices) the motion of the plate is slowed in a

bottleneck as it passes the static pull-in displacement, Xfold = 1/3. This behaviour is

confirmed in figure 2.6b, which displays the dimensionless trajectories X(T ) during pull-

in for different values of Q. We have obtained these trajectories by integrating equation

(2.6) numerically with initial conditions (2.8) in matlab. As the ODE is singular in the

limit Q→ 0 (the second-order derivative needed to satisfy the initial conditions disappears

when Q = 0, but remains important at early times for small, but finite, Q), we use the

matlab routine ode15s, which employs a stiff solver to capture transients in which the

inertia of the plate cannot be neglected.

We see from figure 2.6b that for Q � 1, the bottleneck phase dominates the transient

dynamics, and hence the total time taken to pull-in. The phase becomes highly dependent

on the damping as Q is increased past unity, with virtually no bottleneck present for

Q ≥ 2. The duration of the bottleneck is also sensitive to the perturbation ε, and appears

to increase without bound as ε → 0. We now perform a detailed asymptotic analysis of

equation (2.6) in the limit Q� 1, showing that the bottleneck phenomenon is an instance

of a saddle-node ghost whose duration scales as ε−1/2 as ε→ 0.

2.4.1 Solution structure for Q� 1

We begin by considering the different leading order balances the solution passes through

during pull-in. This analysis will confirm that the bottleneck phase does indeed dominate

the pull-in dynamics, as expected from figure 2.6b: the bottleneck duration is much longer

than any other timescale in the problem, including any intervals for which plate inertia is

important. This will enable us to approximate the total pull-in time based on the duration

of the bottleneck alone.
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Early times

At early times, the initial conditions (2.8) imply that the displacement X is small. Lin-

earising equation (2.6) then gives

Q2 d2X

dT 2
+

dX

dT
+X ∼ λ(1 + 2X).

The solution satisfying X(0) = Ẋ(0) = 0 is

X =
λ

1− 2λ

(
1 +

α−
α+ − α−

eα+T − α+

α+ − α−
eα−T

)
, (2.10)

where

α± =
−1±

√
1− 4Q2(1− 2λ)

2Q2
.

When Q� 1, we expand to find

α+ = −(1− 2λ) +O(Q2), α− = − 1

Q2
+O(1).

This shows that inertia may only be neglected for T � Q2, when eα−T is exponentially

small and the leading order terms in (2.10) become independent of Q. In this case the

solution simplifies to

X =
λ

1− 2λ

[
1− e−(1−2λ)T

]
.

It follows that the terms we neglected in linearising equation (2.6), of size O(X2), only

remain small provided T � 1 (as λ ≈ λfold = 4/27 is order unity). As T reaches O(1),

this solution therefore breaks down and a different leading order balance emerges.

Later times, T & 1

Using the previous solution to evaluate the size of terms for T = O(1) yields the updated

balance
dX

dT
+X ∼ λ

(1−X)2
, (2.11)

with inertia now negligible. This equation can be solved to give the displacement implicitly

in terms of time (e.g. Gupta & Senturia, 1997):

T =

∫ X

0

(1− ξ)2

λ− ξ(1− ξ)2
dξ. (2.12)

(Here matching into T � 1 requires the constant of integration to be zero.)
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2 A simple example of snap-through: pull-in

This solution is not uniformly valid during pull-in: close to contact the electrostatic

force will grow very large, leading to fast motions where inertia becomes important again.

We can use equation (2.11) directly to determine when this first occurs. Differentiating,

we obtain
d2X

dT 2
+

dX

dT
∼ 2λ

(1−X)3

dX

dT
.

The ratio of the neglected inertia term to the damping term can then be evaluated as

Q2Ẍ

Ẋ
∼ Q2

[
2λ

(1−X)3
− 1

]
.

Away from X = 1, the term in square brackets is O(1) and so inertia is unimportant

when Q � 1. This first breaks down when X = 1 − O(Q2/3), at which point we have

Ẋ = O(Q−4/3) (using (2.11)) and Q2Ẍ = O(Q−4/3). Note that these updated scalings

must hold close to the pull-in time, which we denote T = TPI, as X is close to 1. Setting

T = TPI −O(Qγ) and seeking a balance between these terms shows that γ = 2, i.e. these

scalings hold inside the interval T = TPI −O(Q2).

In summary, for Q� 1 we have shown that inertia of the plate remains negligible for

Q2 � T � TPI −O(Q2), Q2 � X � 1−O(Q2/3).

In particular, we conclude that the dynamics are first order when X passes the static

pull-in displacement Xfold = 1/3. Because λ is close to its value at the fold, where the

spring force exactly balances the electrostatic force, it follows that the difference between

these two forces will be very small around Xfold. This explains the previous observation

that the bottleneck is a type of meta-stable interval characterised by a balance of forces

(Rocha et al., 2004a). In fact, when X = Xfold we have

dX

dT

∣∣∣∣
X=Xfold

∼
[

λ

(1−X)2
−X

] ∣∣∣∣
X=Xfold

=
ε

3
.

As the velocity is very small but non-zero in the bottleneck, the system appears to ‘feel’

the attraction of the equilibrium at the saddle-node bifurcation, similar to the example

discussed in §2.2.

Note that for larger quality factors, Q = O(1), this conclusion is not valid: as the

dynamics are no longer first order, a small net force does not imply slow dynamics. The

inertia of the plate ‘carries’ it through the bottleneck without significant slow down, as

is evident from the trajectories in figure 2.6b for Q ≥ 2. It can also be observed that

the pull-in time does not simply decrease monotonically in this regime as Q is increased

(e.g. the pull-in for Q = 2 is faster than that for Q = 5 in figure 2.6b). While high inertia
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2.4 Pull-in dynamics

carries the plate quickly through the bottleneck, it also slows down the initial dynamics,

as the plate must be accelerated from its rest position.

Bottleneck analysis

We now consider the solution inside the bottleneck phase. While we can make progress

using the implicit solution (2.12), we instead analyse equation (2.11) directly. The method

we present is more general as it can be applied to systems for which no analytical solution

is available.

When the solution is close to the static pull-in displacement we have

X = Xfold

[
1 + X̃(T )

]
,

where |X̃| � 1. Using λ = λfold(1 + ε), the electrostatic force can then be expanded as

λ

(1−X)2
= Xfold

[
1 + ε+ X̃ +

3

4
X̃2

]
+O(εX̃, X̃3).

Substituting into (2.11) and neglecting terms of O(εX̃, X̃3), we obtain

dX̃

dT
∼ ε+

3

4
X̃2. (2.13)

Equation (2.13) is valid in the regime ε� |X̃| � 1, i.e. the neglected terms of O(εX̃, X̃3)

are smaller than the retained terms. In particular, we note the importance of retaining

the quadratic term. This term is neglected in the approach taken by Rocha et al. (2004b);

an analysis of their solution shows that it incorrectly predicts the pull-in time scales as

ε−1 as ε→ 0.

Up to numerical pre-factors, equation (2.13) is the normal form (2.2) for a saddle-node

bifurcation discussed in §2.2. This reflects the bifurcation structure underlying the pull-in

transition: the first term on the right-hand side of (2.13) is the normalised perturbation

to the bifurcation parameter (either due to a change in voltage or external acceleration),

and the quadratic term is the nonlinearity that characterises the bifurcation as being of

saddle-node type (locally parabolic near the fold). In this way, equation (2.13) is generic

for the dynamics of overdamped MEMS devices close to the pull-in transition. Similar

evolution equations have been obtained using a single-degree-of-freedom approximation for

a microbeam (Krylov & Maimon, 2004), and in a MEMS resonator modelled as a Duffing-

like oscillator (Zaitsev et al., 2012). However, our approach here offers new insight into

why this equation should apply more generally.
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The solution of (2.13) is

X̃ ∼ 2

3

√
3ε tan

[
1

2

√
3ε(T − T0)

]
, (2.14)

for some constant T0. In the immediate vicinity of the static pull-in displacement, where

|X̃| � ε1/2, the term in square brackets in (2.14) is much smaller than unity. Here the

solution simplifies to

X̃ ∼ ε(T − T0),

so that the displacement evolves linearly in time in the middle of the bottleneck. Outside

of this interval, the tangent function captures how the plate begins to accelerate away

from the static pull-in displacement. We note that as this linear behaviour is precisely

the solution of equation (2.13) upon neglecting the quadratic term in favour of the term

in ε, we deduce that (2.14) is asymptotically valid for all |X̃| � 1 (rather than just for

ε� |X̃| � 1).

The solution (2.14) appears to undergo finite-time blow-up as the term in square brack-

ets approaches ±π/2. However, as soon as X̃ grows comparable to O(1), our original

assumption |X̃| � 1 is no longer valid and the solution breaks down. In terms of the

diagram in figure 2.6a, this means that the displacement has left the vicinity of the fold

point and a local analysis can no longer be applied. Upon making use of the expansion

tanx ∼ ±(π/2 ∓ x)−1 as x → ±π/2, it follows that the solution accelerates according to

the power law

X̃ ∼ ±4/3

π/
√

3ε∓ (T − T0)
.

Here the minus sign corresponds to initially entering the bottleneck (X̃ < 0), while the

plus sign corresponds to leaving the bottleneck towards pull-in (X̃ > 0). We deduce that

X̃ = O(1) when

T − T0 = ± π√
3ε

+O(1).

The duration of the bottleneck, denoted Tbot, is simply the difference between these two

values and so we have Tbot = 2π/
√

3ε+O(1).

The bottleneck dominates the time spent in the regime where the dynamics are first

order. Moreover, we showed that inertia is only important in intervals of duration O(Q2)

(� 1) around T = 0 and T = TPI. It follows that the total pull-in time is equal to the

bottleneck duration to leading-order:

TPI =
2π√
3ε

+O(1). (2.15)
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2.4 Pull-in dynamics

10-3 10-2 10-1 100 101 102 103

10-2

10-1

100

101

102

Figure 2.7: Pull-in times TPI determined from the numerical solution of (2.6) with initial con-
ditions (2.8). (a) Numerical results for fixed Q and variable ε (symbols, see legend), together with
the asymptotic prediction TPI ∼ 2π/

√
3ε valid for ε � 1 and Q � 1 (dotted line), and the pre-

diction TPI ∼ 9/(4ε) valid for ε � 1 and Q � 1 (dashed-dotted line) (Gupta & Senturia, 1997).
(b) Surface plot of TPI as a function of ε and Q. Also shown are slices through the surface at
values ε ∈ {10−3, 5 × 10−3, 10−2, 5 × 10−2, 10−1} (red dotted curves). (Reprinted from Gomez
et al. (2018a), DOI: https://doi.org/10.1088/1361-6439/aa9a70. Copyright c© IOP Publishing.
Reproduced with permission. All rights reserved.)

To validate the prediction (2.15), we numerically determine the pull-in time by integrat-

ing the full ODE (2.6) with initial conditions (2.8). As equation (2.6) is singular at X = 1,

we use event location to stop integration as soon as (1−X) < tol for some tolerance tol,

and the corresponding time at this point then gives the pull-in time. The accuracy of this

method can be justified by analysing the behaviour of (2.6) very close to pull-in, where a

power law solution can be extracted; we use tol = 10−5, which guarantees an accuracy of

O(10−6) in the computed pull-in time when we restrict to Q ≤ 10. In figure 2.7a we plot

the computed times as a function of the normalised perturbation ε. We conclude that the

asymptotic prediction (2.15) approximates the pull-in time extremely well for moderately

small quality factors Q . 1 and perturbations ε . 10−1.

Figure 2.7b shows a surface plot of the computed pull-in times for a range of values of

ε and Q. As well as showing that the dynamics become very slow as ε→ 0 with Q fixed,

we observe that, with ε fixed, the dependence of the pull-in time on the quality factor Q

is non-monotonic. In particular, when we fix ε . 10−2, a minimum in TPI is obtained at

Q ≈ 2; within a narrow range of Q close to this value, TPI varies significantly. While this

minimum may seem surprising at first, it is the result of inertia being small enough for

the plate to be rapidly accelerated from its rest position but large enough that it passes

the pull-in displacement without significant slowing down in a bottleneck. If we imagine

fixing the actuation voltage V near VSPI and varying the plate mass m, so that Q is varied

while all other parameters are fixed, then this corresponds to a value of m that minimises

the pull-in time. This may be relevant to switching applications where the pull-in time
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2 A simple example of snap-through: pull-in

needs to be minimised without increasing the voltage significantly (Castaner & Senturia,

1999) (since increasing the voltage would increase the total energy consumed).

Currently, the constant T0 appearing in the bottleneck solution (2.14) remains undeter-

mined. This corresponds to the time at which X̃ = 0 (when the displacement is equal to

the static pull-in displacement Xfold). However, we can find the value of T0 by a symmetry

argument. From the solution (2.14), we see that the displacement about the static pull-in

displacement is antisymmetric, i.e. we have X̃ → −X̃ as (T − T0) → −(T − T0). (This

is a consequence of the dynamics being first order, and the symmetry of the quadratic

nonlinearity in equation (2.13).) As the bottleneck phase dominates the entire motion in

the limit ε� 1, it follows that, to leading order in ε, the value of T0 is simply half of the

bottleneck time: T0 ∼ π/
√

3ε. The rescaled displacement in the bottleneck, (2.14), can

then be written as

X̃ ∼ 2
√

3ε

3
tan

[√
3ε

2
T − π

2

]
.

The unscaled displacement, X, then becomes

X ∼ 1

3
+

2
√

3ε

9
tan

[√
3ε

2
T − π

2

]
. (2.16)

This compares well to the trajectories obtained by numerical integration of the full system;

see figure 2.6b, where the analytical prediction is almost indistinguishable from numerical

results with Q� 1. As the motions are so fast outside the bottleneck, we see that (2.16)

also provides a good description of the global dynamics (restricting X to the interval [0, 1]),

despite the fact that the assumptions made in deriving (2.16) are only strictly valid in the

bottleneck phase.

We note that some caution is needed when using a constant damping coefficient, as in

our approach here: in reality the damping coefficient may itself depend on the current gap

thickness. Indeed, simulations that use a constant damping coefficient corresponding to the

initial gap thickness have been shown to give large errors (Rocha et al., 2004a). However,

using the damping coefficient appropriate in the bottleneck phase of the motion correctly

accounts for the duration of the bottleneck, and hence provides a good approximation of

the total time taken to pull-in (see Appendix 2.A).
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2.5 Data comparison

2.5 Data comparison

In §2.4 we derived a scaling law for the slowing down of a parallel-plate actuator close to

the pull-in transition. In dimensional form, this predicts that the pull-in time increases as

tPI ∼
b

k

2π√
3ε

where ε =
(V/VSPI)

2

(1−Aext)
3 − 1. (2.17)

This result is valid for 0 < ε � 1 and small quality factor, Q � 1. As discussed at the

start of §2.3, we expect that this result also describes the dynamics of a generic MEMS

device operating in overdamped conditions; here we regard the damping coefficient b and

spring constant k as lumped parameters that encapsulate the properties of the squeeze

film and the mechanical restoring force during the bottleneck phase, respectively.

We now compare our prediction to pull-in data reported in the literature, both from

experiments and numerical simulations. The details of each data set are summarised

in table 2.1 for parallel-plate devices, and in table 2.2 for microbeam devices. These

provide the relevant parameter values in each study, and the type of model used (for

numerical simulations). We have separated the data so that only the actuation voltage or

the acceleration is varying within each data set, corresponding to a particular row in the

tables. Where the properties of the actuator or the squeeze film have changed within a

single reference, the data have therefore been separated into different rows in the tables.

For data on parallel-plate actuators (table 2.1), the relevant parameters are the ratio

of the actuation voltage to the pull-in voltage V/VSPI, external acceleration aext, initial

gap thickness d0, plate mass m, spring constant k, pull-in voltage VSPI, and the damping

coefficient in the bottleneck phase, b. For the data on microbeams (table 2.2), the pa-

rameters are the initial gap thickness d0, beam length L, beam thickness h, beam width

w, Young’s modulus E, and pull-in voltage VSPI. (In both tables, blank entries indicate

that no value is provided in the reference.) A wide range of values are exhibited in these

parameters across the studies. We also report any additional effects that may be present in

experiments and simulations; these include residual stress, rarefaction effects, partial field

screening, varying ambient pressures, and different boundary conditions for microbeams.

The reported pull-in times were shown on logarithmic axes in figure 2.2 (as a function

of the corresponding values of ε). As well as generally confirming the expected scaling law

that tPI ∝ ε−1/2 as ε → 0, we see that this rescaling collapses data from accelerometers,

where the acceleration is variable and the actuation voltage varies between each data set

(all other parameters fixed); see the data of Rocha et al. (2004a), orange symbols. We also

see a collapse in data over a single experimental system where the actuation mechanism

changes, between varying the voltage (with zero acceleration) or varying the acceleration
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Figure 2.8: Re-scaling the pull-in times according to the scaling law tPI = O(ε−1/2) as ε → 0
for (a) the data of Grétillat et al. (1997) and (b) all accelerometer data. (Reprinted from Gomez
et al. (2018a), DOI: https://doi.org/10.1088/1361-6439/aa9a70. Copyright c© IOP Publishing.
Reproduced with permission. All rights reserved.)

(with fixed voltage); see the data of Dias et al. (2011), magenta symbols. This verifies

that ε is the correct dimensionless parameter to capture both variations in the voltage and

external acceleration near the pull-in transition.

Some data sets plotted in figure 2.2 do not appear to follow the expected ε−1/2 scaling,

curving downward slightly for small ε. These include the experiments/simulations of

Grétillat et al. (1997) (blue symbols) and the experiments of Dias et al. (2015) (cyan

symbols). However, we believe that this may be due to sensitivity to the reported value of

the pull-in voltage: a small error introduces shifts in the computed values of ε, which can

cause large variations when plotted on logarithmic axes. Another way to test the scaling

law, which eliminates this sensitivity, is to plot t−2
PI as a function of voltage/external

acceleration on linear axes. This is shown in figure 2.8a for the data of Grétillat et al.

(1997) (blue symbols), and in figure 2.8b for all accelerometer data. (Due to the large

range of pull-in times under varying voltage, figure 2.8a shows only a subset of the data,

for clarity.) In all cases a linear relationship is observed close to the pull-in transition,

i.e. as t−2
PI → 0. A linear relationship here implies the expected ε−1/2 scaling, because ε is

linear in the voltage/acceleration close to the pull-in transition. For example, in the case

of zero external acceleration, we have from (2.17):

ε =

(
V

VSPI

)2

− 1 ≈ 2

VSPI
(V − VSPI) ,

when V ≈ VSPI, and similarly in the case when the acceleration is varied.
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2.5 Data comparison

2.5.1 Estimating the pull-in voltage

The above analysis highlights the sensitivity of the pull-in time to the actual pull-in voltage,

which can be quite difficult to measure precisely — for instance, quasi-statically increasing

the voltage until pull-in occurs is subject to mechanical noise as well as imprecision in

voltage measurements. There may also be rounding error in the reported pull-in voltage.

Hence, we suggest an alternative approach. For the data of Grétillat et al. (1997), we

have determined the best-fit (least-squares) line over the five data points that are closest

to the pull-in transition (dotted lines on figure 2.8a). By finding the intercept of each

best-fit line with the horizontal axis, we are able to compute ‘corrected’ values of the

pull-in voltage. These are {48.615, 48.697, 48.477} V, which are in good agreement with

the reported values of {48.7, 48.7, 48.5} V respectively. This procedure may be applied

more generally as a way to estimate the pull-in voltage based only on data for the pull-in

times, rather than using the static behaviour of the system prior to pull-in.

2.5.2 Estimating the pre-factor

Finally, we show that it is possible to obtain good quantitative agreement with the pre-

dicted pre-factor in the scaling of (2.17), when we use realistic values of the lumped

parameters b and k. We make the pull-in times shown in figure 2.2 dimensionless using

the timescale [t] = b/k. We can then use [t] as a single fitting parameter to fit each data

set to the dimensionless prediction TPI ∼ 2π/
√

3ε. This is consistent with the way we have

separated each data set: as the properties of the squeeze film (e.g. plate area, ambient

pressure) and the mechanical restoring force (e.g. material stiffness, beam length) entering

b and k do not vary in each data set, the timescale [t] is fixed. Many of the references

in tables 2.1–2.2 have multiple data sets with the same timescale [t]; for example, when

the actuation mechanism changes over a single experimental system (e.g. the data of Dias

et al., 2011, magenta symbols), and when numerical simulations use the same parameter

values as experiments (e.g. the data of Rocha et al., 2004a, orange symbols). In these cases

we fit [t] to only one set of experimental data and use this value to non-dimensionalise all

of the data sets.

The best-fit (least-squares) timescales [t] are given in table 2.2 for the data on mi-

crobeams. For the data on parallel-plate actuators, the spring constant k is usually a

known design parameter, and so we use the reported value of k to give the corresponding

best-fit damping coefficient b. These compare reasonably well to approximate values ob-

tained in numerical simulations of squeeze film damping (table 2.1). The corresponding

quality factors Q =
√
mk/b are all smaller than unity, so that the fitting performed here

is consistent with our assumption that the devices are overdamped.
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Figure 2.9: Main plot: Dimensionless pull-in times obtained by fitting the overdamped timescale

[t] = b/k. Plotted for comparison is the prediction TPI ∼ 2π/
√

3ε valid for ε� 1 (black dotted line),
as well as the large-ε prediction TPI ∼ 9/(4ε) (black dashed-dotted line) (Gupta & Senturia, 1997).
Inset: The same data, re-scaled according to the scaling law TPI = O(ε−1/2) as ε→ 0. (Reprinted
from Gomez et al. (2018a), DOI: https://doi.org/10.1088/1361-6439/aa9a70. Copyright c© IOP
Publishing. Reproduced with permission. All rights reserved.)
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2.6 Summary and discussion

With the fitted values of [t], we obtain excellent collapse over all data sets considered, up

to the sensitivity to the value of the pull-in voltage used; see the main panel of figure 2.9.

In the inset of figure 2.9 we plot T−2
PI as a function of ε on linear axes, which demonstrates

the collapse for small ε without this sensitivity.

2.6 Summary and discussion

In this chapter we have considered the pull-in dynamics of MEMS devices, an example of

overdamped snap-through. When the system is near the static pull-in voltage/acceleration,

the motion is known to slow down considerably during a meta-stable or bottleneck phase.

By considering a lumped parallel-plate model, we have shown that the bottleneck be-

haviour is an instance of a saddle-node ghost; the duration of the bottleneck increases

∝ ε−1/2, where ε is the normalised distance of the system beyond the pull-in transition

(defined in equation (2.9)). A detailed asymptotic analysis then allowed us to evaluate

the pre-factor in this scaling law. The result is a simple analytical prediction for the total

pull-in time: tPI ∼ (b/k)2π/
√

3ε, in which b is the effective damping coefficient and k is the

lumped mechanical stiffness applicable to the bottleneck phase. This result complements

previous studies that have calculated a similar asymptotic pull-in time for underdamped

devices (Leus & Elata, 2008; Joglekar & Pawaskar, 2011).

The ε−1/2 scaling law explains the high sensitivity of the pull-in time observed in pre-

vious experiments and numerical simulations. Moreover, because the bottleneck phase

dominates the dynamics during pull-in, the resulting pull-in time is relatively insensitive

to what happens outside of the bottleneck region; this includes the precise geometry of the

device, the effects of compressibility and air rarefaction, and the way in which stoppers

limit the displacement before contact occurs. The implication is that a simple parallel-

plate model, using lumped values for the damping coefficient and spring constant, is an

effective means of capturing the behaviour of a complex MEMS device. Indeed, the wide

range of available data collapsed onto a single master curve (figure 2.9), despite the number

of additional effects that are present in the range of experiments and simulations analysed

(summarised in tables 2.1–2.2). Moreover, while the assumption of a constant damping

coefficient is often stated to give large errors (Hung & Senturia, 1999; Rocha et al., 2004a),

we have shown that, in the bottleneck regime, this assumption is sufficient to correctly

predict the pull-in time.

The sensitivity of the bottleneck to external perturbations is the basis of using pull-in

time as a sensing mechanism, as in some pressure sensors (Gupta et al., 1996; Gupta &

Senturia, 1997) and accelerometers (Rocha et al., 2004a; Dias et al., 2011; 2015). Cur-

rently, the lack of linearity in the response is considered to be the main disadvantage of
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2 A simple example of snap-through: pull-in

these devices, and it has been suggested that the voltage/pull-in time curve might be

linearised by the introduction of extra forces (Dias et al., 2011). Our expression for the

pull-in time partly resolves the issue, as it provides a simple power law that can be used

to calibrate a device. In addition, our introduction of the dimensionless parameter ε,

equation (2.9), captures both variations in the voltage and external acceleration near the

pull-in transition. When plotted in terms of this parameter, we observe a collapse of data

over experiments where either the voltage or the acceleration was varied.

Finally, we discuss the conditions under which our analysis holds. We have considered

only devices with low quality factors, so that inertia of the moving electrode can be ne-

glected during the bottleneck phase. We also focussed on DC loads that are stepped from

zero, since this loading type is commonly used in applications of the pull-in time. Nev-

ertheless, our analysis may be adapted to other types of loading, provided the behaviour

before pull-in remains quasi-static; for example, if the voltage is instead stepped from a

positive value. However, in the case of a voltage sweep (e.g. triangular wave), the quasi-

static condition is not met and the ε−1/2 scaling law will not apply. Similarly, extremely

close to the pull-in transition, mechanical noise will eventually become important and

limit the system response. Nevertheless, we hope that the unifying perspective we have

presented here will lead to new insights in the application of dynamic pull-in instabilities.
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2.A Assumption of a constant damping coefficient

Appendix 2.A Assumption of a constant damping coefficient

The assumption of a constant damping coefficient has often been reported to give large

errors compared to simulations that incorporate a variable damping coefficient (Rocha

et al., 2004a; Hung & Senturia, 1999); based on this, it is argued that a variable damping

coefficient should always be used when predicting the pull-in time for MEMS applications.

For example, Rocha et al. (2004a) consider the pull-in dynamics of a parallel-plate actu-

ator, showing that a constant damping coefficient approximation leads to errors of up to

40%. However, Rocha et al. (2004a) use the value of the damping coefficient when the

plate is in the zero voltage state, which we denote binit. This damping is much smaller than

the value when the plate is near the static pull-in displacement, labelled bPI (where the

thickness of the air gap is around 2/3 of the zero-voltage thickness). Because the pull-in

timescale [t] depends linearly on the damping coefficient (for overdamped devices), and

the system spends most of its time close to the pull-in displacement during the bottleneck

phase, using binit will significantly underpredict the pull-in time. Here, we show that using

bPI (our approach throughout this chapter) is sufficient to correctly predict the pull-in

time.

We modify our spring-mass model to consider a variable damping coefficient b(x):

m
d2x

dt2
+ b(x)

dx

dt
+ kx =

1

2

ε0AV
2

(d0 − x)2
+maext. (2.18)

Ignoring compressibility and rarefaction effects, the incompressible Reynolds equation may

be solved approximately in the parallel-plate geometry to give (Veijola et al., 1995)

b(x) =
µC

(d0 − x)3
,

where µ is the air viscosity and C is a constant that depends on the dimensions of the

moving plate. The damping coefficient corresponding to the zero voltage state, x =

maext/k, is then

binit =
µC

d3
0(1−Aext)3

.

Since a variable damping coefficient does not change the steady solutions, the static pull-in

displacement is xPI = (d0/3) (1 + 2Aext), as before. The damping coefficient during the

bottleneck phase is then

bPI =
27

8

µC

d3
0(1−Aext)3

,

so that
binit

bPI
=

8

27
.
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2 A simple example of snap-through: pull-in

We non-dimensionalise in a similar way to §2.3, though now we set

T =
t

binit/k
, Q =

√
mk

binit
.

Equation (2.18) then becomes

Q2 d2X

dT 2
+

1

(1−X)3

dX

dT
+X =

λ

(1−X)2
, (2.19)

and the initial conditions remain X(0) = Ẋ(0) = 0. We may then perform a local analysis

of equation (2.19) when the solution is in the bottleneck phase, along similar lines to §2.4.1

(where now we Taylor expand the (1 −X)−3 term about X = Xfold = 1/3). This shows

that the dimensional pull-in time, tPI, is given by

tPI ∼
bPI

k

2π√
3ε
,

valid for 0 < ε� 1. We conclude that setting b = bPI in our constant damping model (as

done in the main text) yields the correct asymptotic expression for the pull-in time (see

equation 2.17), while setting b = binit will lead to a prediction of tPI that is a fraction 8/27

(approximately 30%) of the true value.

This is illustrated in figure 2.10, which compares the numerical solution of the full

equation (2.19) with two approximate approaches: (i) the solution in which we instead

assume a constant damping coefficient b(x) = bPI (corresponding to setting X = Xfold in

the (1 −X)−3 term) and (ii) the solution with a constant coefficient b(x) = binit (setting

X = 0 in the (1 − X)−3 term). We see that the constant coefficient bPI successfully

captures the duration of the bottleneck phase, and hence the total time taken to pull-in,

while using binit leads to large errors.

Rocha et al. (2004a) report that using a constant coefficient binit yields a pull-in time

that is 60% of that obtained using a variable damping coefficient. This is larger than the

≈ 30% that we predict here. However, the simulations reported by Rocha et al. (2004a)

also incorporate compressibility and rarefaction effects in the squeeze film, which may

account for this discrepancy.
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Figure 2.10: Trajectories obtained by numerical integration of equation (2.18) with different
damping models b(x) (see legend). Here dimensionless quantities are defined as in §2.3, but
now we set T = t/(binit/k) and Q =

√
mk/binit. (Reprinted from Gomez et al. (2018a), DOI:

https://doi.org/10.1088/1361-6439/aa9a70. Copyright c© IOP Publishing. Reproduced with per-
mission. All rights reserved.)
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Chapter 3

Overdamped snap-through: pull-in of
microbeams

Synopsis

We study the pull-in dynamics of MEMS microbeams — a model of a contin-

uous elastic structure that snaps in response to an externally applied field. We

extend the parallel-plate model of Chapter 2 to now incorporate the beam ge-

ometry. Starting from the dynamic beam equation, we develop a perturbation

method that systematically reduces the dynamics near the pull-in transition to

the normal form for a saddle-node bifurcation. Focussing on the overdamped

limit, this allows us to attribute bottleneck behaviour observed in microbeams

to a saddle-node ghost, and we obtain a simple expression for the pull-in time

in terms of the beam parameters and external damping coefficient. This ex-

pression is found to agree well with experiments and numerical simulations

that incorporate more realistic models of squeeze film damping, and so will

be useful in applications that use pull-in time as a sensing mechanism. We

also consider the accuracy of a single-mode approximation of the microbeam

equations — an approach that is commonly used to make analytical progress,

though no systematic investigation of its accuracy has been attempted. By

comparing to our bottleneck analysis, we identify the factors that control the

error of this approach, and we demonstrate that this error can be very small.

A paper based on the work described in this chapter has been published in the

Journal of Micromechanics and Microengineering (Gomez et al., 2018c).
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3 Overdamped snap-through: pull-in of microbeams

Figure 3.1: Schematic of a microbeam in its undeformed state (light blue) and deforming under
a DC load (dark blue). Here the ends of the beam are assumed to be clamped parallel to the lower
electrode (shown as a thick black line), so that stretching effects are important during deformation.
(Reprinted from Gomez et al. (2018c), DOI: https://doi.org/10.1088/1361-6439/aad72f. Copyright
c© IOP Publishing. Reproduced with permission. All rights reserved.)

3.1 Introduction

Microbeams are a widely used element of microelectromechanical systems (MEMS) (Pe-

lesko & Bernstein, 2002): they are a basic structural prototype that forms the building

blocks for more complex devices (Lin & Wang, 2006). In these applications they are sub-

ject to a range of loading types including magnetic, thermal and piezoelectric, though

electrostatic forcing is the most commonly used (Das & Batra, 2009). In a typical electro-

static device, the microbeam acts as a deformable electrode that is separated from a fixed

electrode by a thin air gap; an example is shown schematically in figure 3.1. A potential

difference is then applied between the electrodes. When the applied voltage exceeds a crit-

ical value, the microbeam abruptly collapses onto the fixed electrode — another example

of a snap-through instability referred to as ‘pull-in’ (Batra et al., 2007).

Microbeams are commonly used as microresonators in radio frequency (RF) applications,

where a combination of AC and DC voltages drive the beam near its natural frequencies.

In this context pull-in generally corresponds to failure of the device (Nayfeh et al., 2007).

In switching applications, pull-in is instead exploited to generate large changes in shape

between ‘off’ and ‘on’ states. Here it is important to understand the transient dynamics

upon pull-in, as this governs the switching time of the device and hence the energy con-

sumed during each cycle (Castaner & Senturia, 1999). At voltages just beyond the pull-in

voltage, a number of experiments and numerical simulations have also reported bottleneck

behaviour in microbeams, specifically when the dynamics are dominated by squeeze film

damping in the air gap (Gupta et al., 1996; Gupta & Senturia, 1997; Grétillat et al., 1997;

Hung & Senturia, 1999; Younis et al., 2003; Missoffe et al., 2008). In this regime, the time

taken to pull-in may increase by over an order of magnitude within a very narrow range

of the applied voltage, and its sensitivity to ambient conditions is exploited in sensing

applications (Gupta & Senturia, 1997). However, a detailed analysis of this slowing down

has only been attempted for parallel-plate devices (Rocha et al., 2004a;b) so that many

features of the bottleneck remain poorly understood.
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3.1 Introduction

In Chapter 2, using a lumped mass-spring model similar to Rocha et al. (2004a), we

showed that the bottleneck phenomenon is a type of critical slowing down near the pull-in

transition — the ‘ghost’ of the saddle-node bifurcation. Accordingly, the pull-in time, tPI,

increases according to an inverse square-root scaling law, i.e. we have tPI ∝ ε−1/2 as ε→ 0,

where ε is the normalised difference between the applied voltage and the pull-in voltage. In

addition, we determined an analytical expression for this pull-in time in terms of a lumped

mechanical stiffness and effective damping coefficient appropriate to the bottleneck phase,

which can then be used as fitting parameters to obtain good agreement with experiments

and simulations of microbeams reported in the literature. However, this lumped-parameter

approach does not show how the pull-in time depends on the various physical parameters

of the beam (e.g. its thickness and Young’s modulus); such information will be useful

when using the scaling law as a design rule in applications, as it eliminates the need for

further simulations to predict the dynamic response if these parameters change. While

it is possible to obtain equivalent stiffnesses under simple loading types (see LaRose &

Murphy, 2010, for example), these do not account for effects such as a variable residual

stress and different boundary conditions applied to the beam. We would therefore like to

extend the lumped-parameter approach of Chapter 2 to incorporate the beam geometry.

The key challenge we address in this chapter is how to analyse the timescale of snap-

through for continuous elastic structures. Unlike lumped mass-spring models, it is much

more difficult to make analytical progress with the equations governing structures such as

beams and shells, which typically consist of partial differential equations (PDEs) in space

and time. For this reason, previous studies mainly rely on detailed numerical simulations

or ad hoc single-mode approximations, such as those discussed below. In this chapter we

show that the underlying bifurcation structure governs the bottleneck dynamics, rather

than the precise physical details of the system, and we obtain analytical results in the

process. This work then provides a framework for analysing snap-through of continuous

structures, which we adapt later in Chapter 4 when we consider systems that may be

underdamped and in which snap-through is caused by geometric nonlinearity (rather than

an external field).

3.1.1 Models of pull-in dynamics

A variety of numerical methods have been developed to study the pull-in dynamics of mi-

crobeams, including finite difference methods (Gupta et al., 1996; McCarthy et al., 2002),

finite element methods (Rochus et al., 2005) and reduced-order models (macromodels)

(Nayfeh et al., 2005). Macromodels typically apply a Galerkin procedure: the solution is

expanded as a truncated series of known functions of the spatial variables (the basis func-

tions), whose coefficients are unknown and depend on time. Commonly, the undamped
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3 Overdamped snap-through: pull-in of microbeams

vibrational modes about the undeformed beam are used as basis functions (Younis et al.,

2003). This yields a finite set of ordinary differential equations (ODEs) that can be inte-

grated efficiently using pre-existing ODE solvers.

When only the first term in the Galerkin expansion is kept, this procedure results in a

single-mode or single-degree-of-freedom (SDOF) approximation of the microbeam equa-

tions. Despite its simplicity, this approximation is often effective at capturing the leading-

order dynamic phenomena — for example the pull-in transition, the phase-plane portrait,

and the influence of different parameter values and loading types have all been qualita-

tively explained using the SDOF method (Krylov & Maimon, 2004; Krylov, 2007; Krylov

& Dick, 2010). Moreover, Joglekar & Pawaskar (2011) have used the SDOF approxima-

tion to obtain an analytical expression for the pull-in time of an undamped microbeam.

They found that using two different basis functions gives very similar results, suggesting

that such approximations are reasonable. However, a comparison with numerical solutions

indicated that the error in this approach grows larger near the pull-in transition. Based

on this, Joglekar & Pawaskar (2011) conclude that a SDOF approximation is insufficient

to model the dynamics near the pull-in transition, and that it is necessary to retain higher

modes in a macromodel. However, no systematic investigation of this error is provided.

Elsewhere, the accuracy of the SDOF method has only been validated by computing the

natural frequencies of the beam and the equilibrium shapes (Ijntema & Tilmans, 1992;

Kacem et al., 2009; Batra et al., 2008). It therefore remains unclear how valid the SDOF

method is when analysing the transient dynamics of pull-in.

This motivates a more careful analysis of the pull-in dynamics of a microbeam. In this

chapter we model the beam geometry using the dynamic beam equation, accounting for

the effects of midplane stretching, residual stress and strain-stiffening. However, similar to

Chapter 2, we will use a lumped damping coefficient to model the squeeze film damping.

While we could use a more complex damping model, this assumption enables us to make

significant analytical progress. (The assumption of a constant damping coefficient can

also be justified during the bottleneck phase, for reasons we discuss in §3.2.) In particular,

we develop a perturbation method that reduces the governing PDE to a simpler ODE

resembling the normal form for a saddle-node bifurcation. The key feature of this method

is that the reduction is systematic and results in a SDOF-like approximation, but in which

the appropriate basis function naturally emerges as part of the analysis. In light of this, we

are then able to check the validity of a SDOF approximation in which the basis function

is chosen a priori, as is standard in the literature.

The rest of this chapter is organised as follows. We begin in §3.2 by describing the

equations governing the microbeam dynamics and their non-dimensionalisation. In §3.3,

we consider the equilibrium behaviour as the voltage is quasi-statically varied. In §3.4, we
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3.2 Theoretical formulation

analyse the dynamics when the voltage is just beyond the static pull-in transition. Using

direct numerical solutions, we demonstrate bottleneck behaviour in the overdamped limit.

We then perform a detailed asymptotic analysis of the bottleneck phase. We confirm the

expected scaling tPI ∝ ε−1/2 as ε→ 0, and we calculate the pre-factor in this relationship in

terms of the beam parameters. This is compared to experiments and numerical simulations

that incorporate more realistic models of squeeze film damping. In §3.5 we consider the

accuracy of a standard SDOF approximation. We demonstrate that the error of this

approach can be small and we derive criteria that a ‘good’ choice of basis function should

satisfy. Finally, we summarise our findings and conclude in §3.6.

3.2 Theoretical formulation

3.2.1 Governing equations

A schematic of the microbeam is shown in figure 3.1. The properties of the beam are its

density ρs, thickness h, width b and bending stiffness B = Ebh3/12, with E the Young’s

modulus. (Note that we are using the bending stiffness appropriate for a narrow strip

of material rather than an infinite plate, so that the Poisson ratio does not appear in

the expression for B; see Audoly & Pomeau, 2010, for example.) We suppose that the

ends of the beam are clamped parallel to the lower electrode a distance L apart (also

called fixed–fixed ends). These boundary conditions are commonly used in applications

of microbeams in pressure sensors and microswitches (Joglekar & Pawaskar, 2011), and

have been widely studied as a ‘benchmark problem’ (Krylov et al., 2008). Because the

natural length of the fabricated beam may differ slightly from L (Lin & Wang, 2006), we

also account for a possible (constant) residual tension P0 when the beam is flat (P0 may

also be negative, corresponding to residual compression). We choose coordinates so that

x measures the horizontal distance from the left end of the beam, and y = w(x, t) is the

transverse displacement (with t denoting time). The applied DC voltage is V , and d0 is

the thickness of the air gap between the beam and the lower electrode in the absence of

any displacement, w = 0 (figure 3.1).

When the microbeam passes through a bottleneck phase, the motions are dramatically

slowed and so we can neglect compressibility and rarefaction effects in the squeeze film —

the damping is purely viscous (Missoffe et al., 2008). As the geometry of the microbeam is

also slowly varying in the bottleneck, we assume a constant damping coefficient, η. While

it is possible to obtain an approximate expression for the damping coefficient, starting

from the incompressible Reynolds equation (Blech, 1983; Veijola et al., 1995; Krylov &

Maimon, 2004), we do not consider the precise form of the damping coefficient η here, and
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3 Overdamped snap-through: pull-in of microbeams

instead treat η as a lumped parameter for simplicity. This also means that we are able to

parameterise additional effects such as material damping and different venting conditions

at the beam edges. This approach is similar to Chapter 2 except now we no longer lump

the beam elasticity into a spring constant.

We assume the beam thickness is small compared to its length (i.e. h � L) and its

shape remains shallow; if the beam does not contact the lower electrode (w < d0), this

assumption is valid provided the aspect ratio of the air gap is also small, d0 � L. Under

the above assumptions, a vertical force balance on the beam yields the dynamic beam

equation (Pelesko & Bernstein, 2002)

ρsbh
∂2w

∂t2
+ η

∂w

∂t
+B

∂4w

∂x4
− P ∂

2w

∂x2
=

1

2

ε0bV
2

(d0 − w)2
, 0 < x < L, (3.1)

where P is the (unknown) tension in the beam and ε0 is the permittivity of air. Here

we are using a parallel-plate approximation of the electrostatic force, consistent with our

assumption d0 � L; for simplicity we neglect the effects of fringing fields (this requires

d0 � b) and we do not consider partial field screening between the beam and lower

electrode.

As the beam deforms, Hooke’s law implies the compressive strain is given by εxx =

(P −P0)/(Ebh). Incorporating the lowest-order geometric nonlinearity in the beam slope,

the compressive strain is given in terms of the horizontal displacement u and transverse

displacement w by the von Kármán strain (see for example Howell et al., 2009):

εxx =
∂u

∂x
+

1

2

(
∂w

∂x

)2

.

Integrating from x = 0 to x = L, and using the clamped boundary conditions u(0, t) =

u(L, t) = 0, we eliminate the horizontal displacement to obtain

(P − P0)L

Ebh
=

1

2

∫ L

0

(
∂w

∂x

)2

dx. (3.2)

Physically, this equation states that the tension changes in response to changes in the

length of the centreline (i.e. midplane stretching). We refer to (3.2) as the Hooke’s law

constraint.

The remaining boundary conditions at the clamped ends are (subscripts here and through-

out denoting partial differentiation)

w(0, t) = wx(0, t) = w(L, t) = wx(L, t) = 0.
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3.2 Theoretical formulation

As in Chapter 2, for initial conditions we suppose the beam is at rest when the voltage

is suddenly stepped from zero, i.e. w(x, 0) = wt(x, 0) = 0. With these initial conditions,

our model is equivalent to that used by Younis et al. (2003), who focus on solving the

equations numerically using a reduced-order model based on a Galerkin procedure. Here

we will instead use the system to gain analytical understanding of the pull-in dynamics,

including the bottleneck phenomenon. We will then use our own numerical solutions,

together with those of Younis et al. (2003), to validate our results.

3.2.2 Non-dimensionalisation

It is convenient to scale the horizontal coordinate with the length L between the two

clamps, and to scale the vertical displacement with the initial gap thickness d0. As we are

interested in overdamped devices, a natural timescale [t] comes from balancing damping

and bending forces in the beam equation (3.1), giving [t] = L4η/B. We therefore introduce

the dimensionless variables

X =
x

L
, W =

w

d0
, T =

t

[t]
.

With these re-scalings, the beam equation (3.1) becomes

Q2∂
2W

∂T 2
+
∂W

∂T
+
∂4W

∂X4
− τ ∂

2W

∂X2
=

λ

(1−W )2
, 0 < X < 1, (3.3)

where we have introduced the dimensionless parameters

Q =

√
ρsbhB/L4

η
, τ =

PL2

B
, λ =

1

2

ε0bL
4V 2

Bd3
0

. (3.4)

These correspond to the quality factor (measuring the importance of inertia compared to

damping forces), the dimensionless tension in the beam, and the dimensionless voltage,

respectively. We may interpret λ as the ratio of the typical electrostatic force per unit

length (∼ ε0bV
2/[2d2

0]) to the typical force per unit length required to bend the beam by

an amount comparable to d0 (∼ Bd0/L
4).

Re-scaling the Hooke’s law constraint (3.2), the dimensionless tension τ is given by

S(τ − τ0) =
1

2

∫ 1

0

(
∂W

∂X

)2

dX, (3.5)

where

τ0 =
P0L

2

B
, S =

h2

12d2
0

,
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3 Overdamped snap-through: pull-in of microbeams

are the dimensionless residual tension and ‘stretchability’ of the beam (Pandey et al.,

2014). Here S acts as a dimensionless membrane stiffness. In real devices the beam

thickness h is often comparable to the initial gap thickness d0 (Gupta et al., 1996; Gupta

& Senturia, 1997), so that S typically lies in the range (10−2, 10−1). Finally, the boundary

conditions at the clamped ends become

W (0, T ) = WX(0, T ) = W (1, T ) = WX(1, T ) = 0, (3.6)

and the initial conditions are

W (X, 0) = WT (X, 0) = 0. (3.7)

3.3 Equilibrium behaviour

We briefly review the equilibrium behaviour as the dimensionless voltage λ is quasi-

statically varied. We solve the steady version of the beam equation (3.3) together with

the Hooke’s law constraint (3.5) and clamped boundary conditions (3.6) numerically in

matlab using the routine bvp4c. We write the beam equation as a first-order system

in W and its derivatives, and we impose (3.5) by introducing the additional variable

I(X) = 1
2

∫ X
0 [W ′(ξ)]2 dξ with boundary conditions I(0) = 0 and I(1) = S(τ − τ0) (writ-

ing ′ for d/dX). Because pull-in corresponds to a saddle-node bifurcation, near which the

system becomes highly sensitive to λ, we avoid convergence issues (Younis et al., 2003) by

instead controlling the tension τ and solving for λ as part of the solution (such unknown

parameters are easily incorporated into the bvp4c solver). For each stretchability S and

residual tension τ0, we implement a simple continuation algorithm that follows equilibrium

branches as τ is increased in small steps. The fold point then simply corresponds to a

local maximum in the value of λ, which we can numerically continue past without any

convergence issues. To begin the continuation, we use an asymptotic solution valid at

small voltages, when the beam is nearly flat and τ ≈ τ0 (for details see Appendix 3.A).

When plotted back in terms of λ, the resulting bifurcation diagram confirms that for

small λ, two distinct equilibrium branches exist that are physical (i.e. W < 1). As λ

increases, both branches approach each other, before they eventually meet at a saddle-node

bifurcation when λ = λfold: no equilibrium shape exists away from collapse for λ > λfold

(we are unable to numerically find further solutions). This is shown in figure 3.2a, where

we plot the midpoint displacement, W (1/2), as a function of λ. The critical value λfold

evidently increases as S decreases (corresponding to a larger membrane stiffness), growing

rapidly for values S . 10−1. At small stretchabilities typical of realistic devices, the

dependence of λfold on the residual tension τ0 is much weaker; see figure 3.2b. (In both
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Figure 3.2: Response diagram for steady solutions of the beam equation (3.3) subject to (3.5)–
(3.6) as the dimensionless voltage λ varies. Numerical results are shown for (a) zero residual
tension (τ0 = 0) and varying stretchability S and (b) fixed stretchability S = 10−2 and varying
residual tension τ0 (coloured curves; see legends). For later comparison, predictions from the SDOF
approximation computed using (3.30) are shown (black dashed curves), as well as the asymptotic
behaviour valid for λ � 1 derived in Appendix 3.A (black dotted lines). (Reprinted from Gomez
et al. (2018c), DOI: https://doi.org/10.1088/1361-6439/aad72f. Copyright c© IOP Publishing.
Reproduced with permission. All rights reserved.)

plots we have also shown the asymptotic behaviour when λ� 1, derived in Appendix 3.A,

and, for later reference, the predictions of the SDOF approximation computed in §3.5.)

Using a standard linear stability analysis, it has been shown (Younis et al., 2003) that

the equilibrium branches below the fold point in figures 3.2a–b (i.e. with W (1/2) → 0 as

λ → 0) are linearly stable and correspond to the shapes observed experimentally. The

upper branches are linearly unstable, so the fold point corresponds to a standard ‘exchange

of stability’ (Maddocks, 1987) in which both branches become neutrally stable as they

meet. For later reference, we note that only the fundamental natural frequency of the

beam equals zero at the fold. More specifically, suppose we set W = Wb(X)+δWp(X)eiωT

where Wb(X) is an equilibrium shape and δ � 1 is a fixed perturbation (and similarly

for the tension τ). Inserting into (3.3), (3.5)–(3.6) and considering terms of O(δ), we

obtain a linear eigenvalue problem for the unknown natural frequency (eigenvalue) ω and

eigenfunction Wp; at the saddle-node bifurcation, there is then a simple zero eigenvalue

ω = 0 (i.e. the associated eigenspace is of dimension one).

We deduce that the critical value λfold corresponds to where pull-in first occurs if λ is

increased quasi-statically. In dimensional terms, this gives the static pull-in voltage, VSPI,

and the pull-in displacement, wSPI(x), as

VSPI =

√
2Bd3

0λfold

ε0bL4
, wSPI(x) = d0Wfold(X),
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3 Overdamped snap-through: pull-in of microbeams

where we write Wfold(X) for the dimensionless equilibrium shape at the fold point (with

associated tension τfold).

3.4 Pull-in dynamics

We now explore the dynamics at voltages just beyond the static pull-in transition, setting

λ = λfold(1 + ε),

where 0 < ε � 1 is a small perturbation. If all parameters except the voltage are fixed,

combining the definition of λ in (3.4) with the fact that

λfold =
1

2

ε0bL
4V 2

SPI

Bd3
0

,

shows that ε is simply the normalised voltage difference:

ε =
λ

λfold
− 1 =

(
V

VSPI

)2

− 1 ≈ 2

VSPI
(V − VSPI) .

3.4.1 Numerical solution

We solve the dynamic beam equation (3.3) subject to (3.5)–(3.7) numerically using the

method of lines. This involves discretising the equations in space so that the system reduces

to a finite set of ODEs in time. We obtain second-order accuracy in the convergence of our

scheme; for details see Appendix 3.B. For each combination of Q, λ, S and τ0, we integrate

the ODEs numerically in matlab (routine ode23t) to compute the trajectory of each grid

point in the discretisation. To avoid the singularity at W = 1, we use event location to

stop integration as soon as (1 −W ) < tol at any grid point, for some specified tolerance

tol. The corresponding time at this event is then the reported pull-in time, labelled TPI.

For all simulations reported in this chapter we use N = 100 grid points and tol = 10−4;

we also specify relative and absolute error tolerances of 10−8 in ode23t and we limit the

maximum time step of the solver to 10−6. We have checked that our results are insensitive

to further increasing N and decreasing these tolerances/maximum time step.

Numerical trajectories of the beam midpoint, W (1/2, T ), are plotted in figure 3.3 for

various values of ε (here Q = 10−2 corresponding to an overdamped beam). We observe

that the microbeam slows down significantly in a bottleneck phase. This is similar to the

bottleneck behaviour of a parallel-plate capacitor (Chapter 2), in that (i) the bottleneck

dominates the total time taken to pull-in; (ii) the duration of the bottleneck is highly
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Figure 3.3: Bottleneck behaviour at voltages close to the pull-in transition (Q = 10−2, S =
10−2, τ0 = 0, N = 100). (a) Dimensionless midpoint trajectories obtained by integrating the
dynamic beam equation (3.3) subject to (3.5)–(3.7) numerically (coloured curves; see legends).
These exhibit a bottleneck as W (1/2, T ) passes Wfold(1/2) ≈ 0.6036, which increases in duration as
ε decreases. For later comparison, also shown are the predictions (3.22) of the bottleneck analysis
(black dotted curves) and the predictions (3.35) of the SDOF approximation (black dashed curves).
(b) A close up of the trajectories in (a) at early times. (Reprinted from Gomez et al. (2018c),
DOI: https://doi.org/10.1088/1361-6439/aad72f. Copyright c© IOP Publishing. Reproduced with
permission. All rights reserved.)

sensitive to the value of ε, increasing apparently without bound as ε → 0; and (iii) the

bottleneck always seems to occur close to a well-defined displacement. Indeed, this dis-

placement is precisely the static pull-in displacement; see figure 3.4, which shows that the

beam ‘waits’ near the fold shape, Wfold(X) (black dotted curve), before rapidly accelerat-

ing towards the lower electrode, as seen by the shapes (plotted at equally spaced times)

becoming closely packed together.

These similarities suggest that the bottleneck here is also a saddle-node ghost: as the

beam passes the static pull-in displacement, the net force becomes very small (since ε� 1

and the forces balance exactly at the pull-in displacement with ε = 0), so that the motions

slow down considerably. Hence, we expect that inertia of the beam does not play a role.

We now perform a detailed analysis of the solution during the bottleneck phase. We use

a similar method to Chapter 2: we expand the solution about the pull-in displacement,

and solve the governing equations asymptotically. However, the system here is infinite

dimensional and the pull-in displacement is the function Wfold(X) rather than a lumped

scalar value. It turns out that the ‘extra’ degrees of freedom mean we need to proceed

to higher order to obtain a simple equation that characterises the bottleneck dynamics.

This will allow us to obtain the expected ε−1/2 scaling for the bottleneck duration, and to

calculate the corresponding pre-factor.
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3 Overdamped snap-through: pull-in of microbeams
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Figure 3.4: Sequence of beam shapes during pull-in (ε = 10−3, Q = 10−2, S = 10−2, τ0 = 0, N =
100). In total, 212 profiles at equally spaced time steps between T = 0 and contact with the lower
electrode (shown as a black line) at T = TPI are displayed (coloured curves; see colourbar), as well
as the pull-in displacement Wfold(X) (black dotted curve). (Reprinted from Gomez et al. (2018c),
DOI: https://doi.org/10.1088/1361-6439/aad72f. Copyright c© IOP Publishing. Reproduced with
permission. All rights reserved.)

3.4.2 Bottleneck analysis

When the solution is close to the static pull-in displacement, we have

W (X,T ) = Wfold(X) + W̃ (X,T ),

τ(T ) = τfold + τ̃(T ), (3.8)

where |W̃ | � 1 and |τ̃ | � 1. It follows that the electrostatic force can be expanded as

λ

(1−W )2
=

λfold

(1−Wfold)2
(1 + ε)+

2λfold

(1−Wfold)3
W̃ +

3λfold

(1−Wfold)4
W̃ 2 +O(εW̃ , W̃ 3). (3.9)

(The reason why we retain the O(W̃ 2) term but neglect the O(εW̃ , W̃ 3) terms will be

discussed below.) Inserting these expansions into the dynamic beam equation (3.3), and

neglecting the inertia term (which from the above discussion is not expected to be impor-

tant in the bottleneck), we obtain

L(W̃ , τ̃) = −∂W̃
∂T

+ τ̃
∂2W̃

∂X2
+

λfold

(1−Wfold)2
ε+

3λfold

(1−Wfold)4
W̃ 2 +O(εW̃ , W̃ 3), (3.10)

where we have introduced the linear operator

L(U, V ) ≡ ∂4U

∂X4
− τfold

∂2U

∂X2
− V d2Wfold

dX2
− 2λfold

(1−Wfold)3
U. (3.11)
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3.4 Pull-in dynamics

The Hooke’s law constraint (3.5) becomes

S τ̃ =

∫ 1

0

dWfold

dX

∂W̃

∂X
dX +

1

2

∫ 1

0

(
∂W̃

∂X

)2

dX, (3.12)

and the boundary conditions (3.6) imply that

W̃ (0, T ) = W̃X(0, T ) = W̃ (1, T ) = W̃X(1, T ) = 0. (3.13)

We now make two important assumptions that we will check at the end of our analysis:

(i) For small perturbations ε� 1 the bottleneck timescale satisfies T � 1.

(ii) In the bottleneck, we must account for changes in the solution that are much larger

than ε but remain small compared to unity, i.e. we have ε� |W̃ | � 1 and ε� |τ̃ | �
1.

These assumptions are partly justified by the analysis in Chapter 2, which showed that (i)

and (ii) hold for a parallel-plate capacitor. The idea is that while W̃ is O(ε) on smaller,

inner, timescales, these assumptions will allow us to correctly predict the total bottleneck

duration, when we later compare the results to numerics. In particular, these assumptions

imply that the right-hand side of (3.10) remains small: the time derivative is small by

virtue of the slow bottleneck timescale, while the remaining terms are either quadratic

in the small quantities (W̃ , τ̃), or are O(ε). The left-hand side is linear in (W̃ , τ̃) and

hence dominates these terms (from assumption (ii)). We now use this property to solve

the problem asymptotically.

Leading order

We expand

W̃ (X,T ) ∼ W̃0(X,T ) + W̃1(X,T ),

τ̃(T ) ∼ τ̃0(T ) + τ̃1(T ), (3.14)

where |W̃1| � |W̃0| and |τ̃1| � |τ̃0| are first-order corrections. From the above discussion,

at leading order we then have the homogeneous problem

L(W̃0, τ̃0) = 0.

The constraint (3.12) at leading order is

S τ̃0 =

∫ 1

0

dWfold

dX

∂W̃0

∂X
dX,
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3 Overdamped snap-through: pull-in of microbeams

while the clamped conditions (3.13) remain unchanged in terms of W̃0. These leading order

equations are precisely the homogeneous, linearised versions of the full system (3.10)–

(3.13) in (W̃ , τ̃). Hence, the leading order equations are equivalent to the equations

governing linear stability of the fold shape (Wfold, τfold), but — crucially — restricted to

neutrally-stable modes (eigenfunctions) whose natural frequency (eigenvalue) is zero: we

would have obtained similar equations upon setting W = Wfold(X) + δWp(X)eiωT and

τ = τfold + δτpe
iωT in the original beam equations, after considering terms of O(δ) and

setting ω = 0. We note these modes are also referred to as ‘slow’ modes (Rega & Troger,

2005)

Recall from our earlier discussion in §3.3 that there is a single eigenvalue that equals

zero at the fold bifurcation. The homogeneous problem in L(·, ·) therefore has a one-

dimensional solution space, spanned by the pair (Wp, τp) satisfying

L(Wp, τp) = 0, Sτp =

∫ 1

0

dWfold

dX

dWp

dX
dX,

Wp(0) = W ′p(0) = Wp(1) = W ′p(1) = 0,

∫ 1

0
W 2
p dX = 1. (3.15)

(The final equation here is a normalisation condition required to uniquely specify Wp,

since the other equations are linear and homogeneous in (Wp, τp)). While this seems to

over-determine the eigenfunction Wp (notice that L(·, ·) is fourth order and τp is unknown,

but we have six constraints), we can be confident we are guaranteed a solution when Wfold

is specifically the equilibrium shape evaluated at the fold.

From the above discussion, we deduce that the solution for (W̃0, τ̃0) must be a multiple

of the pair (Wp, τp):

(W̃0, τ̃0) = A(T )(Wp, τp),

for some variable A(T ). The variable A(T ) plays a key role in the pull-in dynamics:

re-arranging the original series expansion in (3.8) shows that

A(T ) =
W̃0(X,T )

Wp(X)
∼ W (X,T )−Wfold(X)

Wp(X)
, (3.16)

so that A(T ) characterises how the beam evolves away from the pull-in displacement

during the bottleneck. Equation (3.16) also shows how we have performed a SDOF-

type approximation: the solution is projected onto the neutrally-stable eigenfunction Wp

associated with the loss of stability. The behaviour on this eigenspace is what limits the

dynamics and hence the duration of the bottleneck: as all other eigenfunctions are linearly

stable, the component of the solution in these directions decays exponentially fast.

We have arrived at this solution by assuming that ε � |W̃0| � 1 and ε � |τ̃0| � 1.

It appears that this leading-order part does not directly ‘feel’ the perturbation ε — how,
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3.4 Pull-in dynamics

then, does the system know that it is beyond the fold and has to pull-in? Notice that we

have not yet determined the amplitude A(T ). As with other problems in elasticity, such

as Euler buckling of a straight beam (Howell et al., 2009), we expect to determine A(T )

using a solvability condition on a higher order problem. It is here that the dependence on

ε enters.

First order

To obtain the first-order problem, we substitute the expansions (3.14) into (3.10) and

neglect higher-order terms in favour of those involving the leading-order terms (W̃0, τ̃0).

The result is the same operator L(·, ·) as in the leading-order problem, though now applied

to (W̃1, τ̃1), together with an inhomogeneous right-hand side forced by the leading-order

terms. To obtain dynamics at leading order that aren’t trivial, i.e. A(T ) 6= constant,

it is also necessary to include both the time derivative and O(ε) terms at this order.

Substituting (W̃0, τ̃0) = A(T )(Wp, τp) then gives

L(W̃1, τ̃1) = −Wp
dA

dT
+

λfold

(1−Wfold)2
ε+

[
τp

d2Wp

dX2
+

3λfold

(1−Wfold)4
W 2
p

]
A2. (3.17)

(Assumption (ii) above guarantees that the neglected terms of O(εW̃0, W̃
3
0 ) in (3.9) are

small compared to the terms retained here.) Similarly, the Hooke’s law constraint (3.12)

at first order can be written as

S τ̃1 −
∫ 1

0

dWfold

dX

∂W̃1

∂X
dX =

A2

2

∫ 1

0

(
dWp

dX

)2

dX,

while the clamped boundary conditions (3.13) remain unchanged in terms of W̃1.

The first-order problem is of the form Ly = f , where y ≡ (W̃1, τ̃1), with linear boundary

conditions/constraints in the components of y. Because the homogeneous problem Ly = 0

has the non-trivial solution (Wp, τp), the Fredholm Alternative Theorem (Keener, 1988)

states that solutions to the inhomogeneous problem can only exist for a certain function

f (specifically we need f ∈ Im L). This yields a solvability condition that takes the form

of an ODE for A(T ). We formulate this condition in the usual way: we multiply (3.17)

by a solution of the homogeneous adjoint problem, integrate over the domain, and use

integration by parts to shift the operator onto the adjoint solution. Here, the operator

L(·, ·) is self-adjoint (it contains only even-order derivatives), and so a solution of the

homogeneous adjoint problem is simply (Wp, τp). Performing the above steps in (3.17)

and simplifying using L(Wp, τp) = 0, the clamped boundary conditions and Hooke’s law
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3 Overdamped snap-through: pull-in of microbeams

constraints satisfied by W̃1, Wp, Wfold, and the normalisation
∫ 1

0 W
2
p dX = 1, we arrive at

dA

dT
= c1ε+ c2A

2, (3.18)

where

c1 = λfold

∫ 1

0

Wp

(1−Wfold)2
dX,

c2 = 3λfold

∫ 1

0

W 3
p

(1−Wfold)4
dX − 3

2S

[∫ 1

0

dWfold

dX

dWp

dX
dX

][∫ 1

0

(
dWp

dX

)2

dX

]
.

(3.19)

We have therefore reduced the leading-order dynamics in the bottleneck to the normal

form for a saddle-node bifurcation (up to numerical constants). This represents a great

simplification: the dynamic beam equation we started with — a PDE in space and time —

has been reduced to a single family of ODEs parameterised by ε. Note that if we had not

included the time derivative and the O(ε) term in (3.17), but left these to a higher-order

problem, we would have obtained trivial dynamics at this stage with (3.18) instead giving

A = 0. We also note that ε can be scaled out of the normal form by setting A = ε1/2A
and T = ε−1/2T . Retracing our steps above, this implies that the leading-order and

first-order problems are obtained at O(ε1/2) and O(ε) respectively. With much less effort,

we could have obtained the same equations by simply posing a regular expansion of the

solution in powers of ε1/2. This is essentially the approach taken by Aranson et al. (2000)

in their analysis of the Swift-Hohenberg equation (a PDE that describes the dynamics

of localised structures just beyond the threshold of a pattern forming instability, which

also corresponds to a saddle-node bifurcation). Our analysis here explains why this is the

correct expansion sequence to use.

The normal form (3.18) also resembles the equation we derived in our analysis of the

parallel-plate capacitor — we identify A with the change in the lumped displacement away

from the pull-in displacement. This provides further evidence that (3.18) is generic for the

dynamics of pull-in in overdamped devices. We see that the precise form of the boundary

conditions applied to the microbeam enters only through the constants c1 and c2 (as the

boundary conditions determine the eigenfunction Wp and fold shape Wfold). For each

stretchability S and residual tension τ0, we evaluate these by solving the neutral stability

problem (3.15) numerically (using bvp4c) and using quadrature to evaluate the integrals

appearing in c1 and c2.
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3.4 Pull-in dynamics

Solution for A(T )

The solution of (3.18) is

A =

√
c1ε

c2
tan

[√
c1c2ε(T − T0)

]
, (3.20)

for some constant T0. At this stage, we can check when our original assumption (ii) holds,

i.e. when the leading-order solution satisfies ε � |W̃0| � 1 and ε � |τ̃0| � 1. From

the expression W̃ ∼ W̃0 = Wp(X)A(T ), this requires ε � |A| � 1 (since Wp is O(1)).

However, further analysis (given in Appendix 3.C) shows that the solution (3.20) also

applies when A = O(ε). We therefore only require |A| � 1, i.e.∣∣∣tan
[√

c1c2ε(T − T0)
]∣∣∣� ε−1/2.

This breaks down when the tan function is very large; the expansion tanx ∼ ±(π/2∓x)−1

as x→ ±π/2 implies that this occurs when

T − T0 ∼ ±
π

2
√
c1c2ε

.

At this point, the amplitude A reaches O(1) and our asymptotic analysis breaks down.

Because A is growing rapidly by this stage (according to the tan function), the beam is

no longer in the bottleneck phase. The minus sign here therefore corresponds to initially

entering the bottleneck, while the plus sign corresponds to exiting the bottleneck towards

pull-in. The duration of the bottleneck is thus

Tbot ∼
π

√
c1c2ε

.

(This validates our earlier assumption (i) that the bottleneck timescale satisfies T � 1

when ε� 1.) The trajectories shown in figure 3.3 suggest that the bottleneck dominates

all other timescales in the problem; this includes transients around T = 0 and just before

contact where inertia is important. The dimensionless pull-in time, TPI, to leading order

is then the bottleneck duration,

TPI ∼
π

√
c1c2ε

. (3.21)

Because the solution for A is antisymmetric about T0, it also follows that T0 is simply half

of the bottleneck duration: T0 ∼ π/(2
√
c1c2ε). The solution (3.20) can then be written as

A ∼
√
c1ε

c2
tan

[√
c1c2ε T −

π

2

]
.
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3 Overdamped snap-through: pull-in of microbeams

Writing this back in terms of the dimensionless displacement W (see (3.16)), we therefore

have

W (X,T ) ∼Wfold(X) +

√
c1ε

c2
Wp(X) tan

[√
c1c2ε T −

π

2

]
. (3.22)

3.4.3 Comparison with numerical results

To compare our predictions to direct numerical solutions, we consider the case S = 10−2

and zero residual tension, τ0 = 0. We compute

λfold ≈ 174.0343, Wfold(1/2) ≈ 0.6036, Wp(1/2) ≈ 1.571, c1 ≈ 601.2, c2 ≈ 9985.

(3.23)

Using these values, for a specified ε we determine the midpoint displacement in the bottle-

neck using (3.22). The predicted behaviour is superimposed (as black dotted curves) onto

numerical trajectories in figures 3.3a–b. We see that for ε . 10−3 the agreement is excellent

during the bottleneck phase, i.e. while W (1/2, T ) remains close to Wfold(1/2) ≈ 0.6036;

outside of this interval, the agreement breaks down as the bottleneck analysis is no longer

asymptotically valid. In particular, very close to T = 0 and T = TPI, the asymptotic

predictions become unbounded and diverge from the numerics.

In figure 3.5a we compare the simulated pull-in times to the asymptotic prediction (3.21),

evaluated using the above values of c1 and c2. The asymptotic prediction provides an excel-

lent approximation provided Q . 10−2 and ε . 1, with the numerics clearly following the

predicted ε−1/2 scaling law. The accuracy of the asymptotics is remarkable: even though

the result (3.21) is based on our earlier assumption that TPI � 1, the computed times for

ε . 1 lie in the range (10−3, 10−1). For values Q & 10−1, inertial effects are important

when the beam reaches the pull-in displacement, and a bottleneck phase evidently does

not occur (figure 3.5a). Unfortunately, without an analytical solution of the dynamic beam

equation (3.3), we are unable to predict a threshold value of Q below which bottleneck

behaviour occurs, since this requires knowledge of the solution before it reaches the fold

shape. We also note that the requirement Q . 10−2 needed to obtain good agreement is

more restrictive than what we saw in Chapter 2, where the asymptotic prediction was in

good agreement for moderately small Q . 1. However, because the beam equation (3.3)

is phrased per unit length (as opposed to the parallel-plate model), it is not meaningful

to make a direct comparison between the quality factors.

When we fix ε . 10−2, the pull-in time is a non-monotonic function of Q (figure 3.5a):

pull-in occurs more quickly when Q = 10−1 (green circles) compared to Q = 10−2 (red

diamonds), but is slower when Q = 1 (magenta triangles). This feature is illustrated

more clearly in figure 3.5b, which shows a surface plot of the computed pull-in times as
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3.4 Pull-in dynamics

10-4 10-3 10-2 10-1 100 101 102

10-4

10-3

10-2

10-1

Figure 3.5: Pull-in times at voltages close to the pull-in transition (S = 10−2, τ0 = 0, N = 100).
(a) Numerical results for fixed Q and variable ε (symbols; see legend). Also shown is the asymp-
totic prediction (3.21) from the bottleneck analysis (black dotted line), and, for later comparison,
the prediction (3.34) from the SDOF approximation (black dashed line) which is almost indistin-
guishable. (b) Surface plot of the numerical pull-in times. Slices through the surface (red dotted
curves) are shown at ε ∈

{
10−4, 10−3, 10−2, 10−1

}
. (Reprinted from Gomez et al. (2018c), DOI:

https://doi.org/10.1088/1361-6439/aad72f. Copyright c© IOP Publishing. Reproduced with per-
mission. All rights reserved.)

a function of ε and Q. In particular, when ε . 10−2 a minimum pull-in time is obtained

when Q ≈ 0.04. This minimum corresponds to a delicate balance between beam inertia

and critical slowing down: inertia is large enough to prevent much slowing down in a

bottleneck, but still small enough for the beam to be rapidly accelerated from its rest

position. We observed very similar behaviour for a parallel-plate capacitor: compare

figure 3.5 to figure 2.7 in Chapter 2.

To validate our numerics, we compare our results to numerical solutions reported by

Younis et al. (2003), who solve the dynamic beam equation (3.3) subject to (3.5)–(3.7)

using a reduced-order model constructed by a Galerkin procedure (with the undamped

eigenfunctions about the flat beam as basis functions). The parameter values in their

study are

d0 = 2.3 µm, L = 610 µm, h = 2.015 µm, b = 40 µm, E = 149 GPa,

ρs = 2.33 g cm−3,
P0

bh
= −3.7 MPa, VSPI = 8.76 V,

η√
ρsbhB/L4

= Q−1 = 260,

which correspond to

[t] ≈ 20.80 ms, S ≈ 0.06396, τ0 ≈ −27.31, Q ≈ 0.003846.

We have extracted the pull-in times reported by Younis et al. (2003), as a function of

the applied voltage V , using the WebPlotDigitizer (arohatgi.info/WebPlotDigitizer). We
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3 Overdamped snap-through: pull-in of microbeams

10-4 10-2 100 102
ϵ
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100
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P
I

Figure 3.6: Pull-in times simulated by Younis et al. (2003) using a reduced-order model (red trian-
gles), and here using the method of lines with N = 100 grid points (blue circles) (S ≈ 0.06396, τ0 ≈
−27.31, Q ≈ 0.003846). Also shown is the asymptotic prediction (3.21) from the bottleneck analysis
(black dotted line), and, for later comparison, the prediction (3.34) from the SDOF approximation
(black dashed line). (Reprinted from Gomez et al. (2018c), DOI: https://doi.org/10.1088/1361-
6439/aad72f. Copyright c© IOP Publishing. Reproduced with permission. All rights reserved.)

then use the reported pull-in voltage VSPI to determine the corresponding values of ε =

(V/VSPI)
2 − 1, and non-dimensionalise the pull-in times using the overdamped timescale

[t]. The results are in excellent agreement with our numerical simulations; see figure 3.6.

(The discrepancy at the smallest value of ε is likely due to the error in extracting the point

graphically using WebPlotDigitizer, or a possible rounding error in the reported pull-in

voltage; either introduces a slight shift in the computed values of ε, which is exaggerated

for small values on log–log axes.) For the above parameter values we also compute

λfold ≈ 38.0173, c1 ≈ 111.5, c2 ≈ 1601. (3.24)

The predicted pull-in time (3.21) is also plotted in figure 3.6 (black dotted line) and fits

well the numerical data without any adjustable parameters.

3.4.4 Comparison with other data

We have shown that near the static pull-in transition, the dimensional pull-in time is

tPI ∼
L4η

B

π
√
c1c2ε

where ε =

(
V

VSPI

)2

− 1. (3.25)
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10-2 10-1 100

10-4

10-3

10-2

10-2 10-1 100

10-2

10-1

Figure 3.7: (a) Experimental and numerical pull-in times of overdamped microbeams reported
in the literature, plotted as a function of the normalised voltage difference ε. For a legend and
the parameter values used in each data set, see table 3.1. (b) The data from (a), made di-
mensionless using the overdamped timescale [t] = L4η/B; here η is fitted to match the values
with the asymptotic prediction (3.25) (dotted lines). (Reprinted from Gomez et al. (2018c), DOI:
https://doi.org/10.1088/1361-6439/aad72f. Copyright c© IOP Publishing. Reproduced with per-
mission. All rights reserved.)

This result is valid for 0 < ε� 1 and Q� 1. We note that the beam length L and bending

stiffness B are quantities that are measurable in experiments. However, as discussed at

the start of §3.2, the damping coefficient η is a lumped constant that parameterises the

properties of the squeeze film, specifically during the bottleneck phase. We now show that

this damping model, despite its simplicity, is able to approximate well experiments and

numerical simulations of microbeams that incorporate compressible squeeze film damping.

We consider experiments performed by Gupta et al. (1996) in air at atmospheric pressure.

As in our model, the beams have clamped ends and are subject to step DC voltages.

We also consider numerical simulations that model these experiments, which couple the

dynamic beam equation to the compressible Reynolds equation in the squeeze film. The

parameter values used in each study are summarised in table 3.1. We have separated

the data into rows so that within each data set only the actuation voltage changes: the

properties of the beam and the squeeze film do not vary. We also report any additional

effects that are incorporated in the simulations. The dimensional pull-in times are plotted

as a function of ε = (V/VSPI)
2 − 1 in figure 3.7a. Here symbols are used to indicate

different data sets, and colours are used to distinguish references, as specified by the

‘Legend’ column in table 3.1. In all cases the slowing down near the pull-in transition

approximately obeys an ε−1/2 scaling law.

We make the pull-in times dimensionless using the following procedure. For each data

set, we calculate the stretchability S and residual tension τ0. By solving the corresponding
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3.4 Pull-in dynamics

neutral stability problem (3.15) at the saddle-node bifurcation, we numerically compute

the dimensionless constants c1 and c2. We then compare the dimensional pull-in times

with the prediction (3.25), and determine η using a least-squares fit. The resulting pull-

in times, made dimensionless using the overdamped timescale [t] = L4η/B, are shown in

figure 3.7b. In all cases we obtain good agreement with the dimensionless prediction (3.21)

(dotted lines). Moreover, because the values of S and τ0 are so similar between the data

sets, the non-dimensionalisation also collapses the data well.

We note that this fitting is very similar to that performed in Chapter 2, when we col-

lapsed a large range of data by fitting the overdamped timescale [t] (recall figure 2.9).

However, the approach here has the advantage that the parameters of the beam are ex-

plicitly accounted for in the timescale [t] and constants c1 and c2. Hence, once the damping

coefficient has been fitted for one data set, it is possible to use equation (3.25) to make

further predictions if the parameters of the beam then change. For example, if the residual

tension is varied, it is only necessary to compute the updated values of c1 and c2.

We also check that the fitted values of η are realistic by comparing to an approximate

analytical solution. Because the beam is shallow, when viewed on the length scale of the

squeeze film, it approximately acts as an infinitely long and flat rectangular plate that

moves in the perpendicular direction only. The incompressible Reynolds equation may

be solved approximately in this geometry (Krylov & Maimon, 2004) to give the damping

coefficient η ≈ µb3/d3, where µ is the air viscosity and d is the local gap width. For the

microbeam considered here, the dimensionless displacement during the bottleneck phase

is W ≈ Wfold. In dimensional terms, the gap width is therefore d0[1 −Wfold(X)], giving

the damping coefficient

η(X) ≈ µb3

d3
0[1−Wfold(X)]3

.

This varies along the length of the beam so we cannot compare it directly to our fitted

values. As the minimum gap width is attained at X = 1/2 (see the shapes in figure 3.4),

an upper bound on the damping coefficient is

η .
µb3

d3
0[1−Wfold(1/2)]3

. (3.26)

(Averaging η(X) over the beam length instead does not give a useful estimate.) In table

3.1 we compare this prediction to the values obtained by fitting the pull-in times (for all

data sets the air viscosity µ = 18.2 µPa s). The values are of comparable size for all data

sets, with (3.26) indeed providing an upper bound. The fitting here is therefore consistent

with the damping being dominated by viscous dissipation rather than air compressibility.

The discrepancy between the values may also be due to additional effects present in the

experiments and numerical simulations, which are not captured by the expression (3.26).
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3 Overdamped snap-through: pull-in of microbeams

These include finite-length effects (i.e. venting conditions at the clamped boundaries) and

rarefaction effects. (This explains why the discrepancy is largest for the data of Missoffe

et al., 2008, at reduced ambient pressure 0.1013 bar, i.e. the final two rows in table 3.1; here

we expect rarefaction effects to be more significant.) In experiments, material damping

may also be present. Finally, we also note that with the fitted values of η, the corresponding

quality factors Q are all small compared to unity, consistent with our assumption that the

microbeams are overdamped.

3.5 Single-mode approximation

In this final section, we consider the error in the pull-in time calculated using a standard

SDOF approximation. We assume a priori that the displacement can be written in the

separable form

W (X,T ) = U(T )Φ(X), (3.27)

where U(T ) is an unknown amplitude and Φ(X) is a known spatial function. We focus

on the commonly used choice of Φ(X) as the first eigenfunction about the flat beam,

i.e. the fundamental vibrational mode when the applied voltage is zero; this is computed

in Appendix 3.D. In this way, equation (3.27) may be interpreted as keeping only the first

term in a standard Galerkin expansion that uses these eigenfunctions as basis functions

(Younis et al., 2003; Krylov, 2007; Joglekar & Pawaskar, 2011).

We insert the separated ansatz (3.27) into the dynamic beam equation (3.3) to obtain

Φ

(
Q2 d2U

dT 2
+

dU

dT

)
+

(
d4Φ

dX4
− τ d2Φ

dX2

)
U =

λ

(1− ΦU)2 . (3.28)

The Hooke’s law constraint (3.5) becomes

τ = τ0 +
U2

2S

∫ 1

0

(
dΦ

dX

)2

dX.

Combining this with the ODE satisfied by Φ(X) (equation (3.44) in Appendix 3.D), the

spatial derivatives appearing in the beam equation (3.28) can be written as

d4Φ

dX4
− τ d2Φ

dX2
= Ω2Φ− U2

2S
d2Φ

dX2

∫ 1

0

(
dΦ

dX

)2

dX,

where Ω is related to the natural frequency of the beam. Multiplying (3.28) by Φ and

integrating from X = 0 to X = 1 (simplifying using integration by parts and the boundary
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3.5 Single-mode approximation

conditions/normalisation satisfied by Φ; see Appendix 3.D), we obtain an ODE for U :

Q2 d2U

dT 2
+

dU

dT
+ Ω2U +

1

2S

[∫ 1

0

(
dΦ

dX

)2

dX

]2

U3 = λ

∫ 1

0

Φ

(1− ΦU)2 dX. (3.29)

It is not clear how to write the integral on the right-hand side as a simple function of U .

While this could be avoided by multiplying equation (3.28) by (1−ΦU)2 before integrating,

the form here is more convenient and makes the physical nature of each term apparent.

In particular, the linear term on the left-hand side represents the effective spring force

due to the bending stiffness of the beam, while the cubic correction represents additional

stiffening due to stretching (known as strain-stiffening).

3.5.1 Steady solutions

Steady solutions of (3.29) satisfy

λ =
Ω2U +

[∫ 1
0 (dΦ/dX)2 dX

]2
U3/(2S)∫ 1

0 Φ (1− ΦU)−2 dX
. (3.30)

For given S and τ0, the above relation allows us to compute the corresponding values of

λ as U varies (using quadrature to evaluate the integrals). At each stage, the midpoint

displacement is given in terms of U by

W (1/2) = Φ(1/2)U.

Response diagrams of W (1/2) as a function of λ obtained in this way are superimposed

(as black dashed curves) on figures 3.2a–b. These show that the SDOF method provides a

remarkably good approximation of the numerically computed bifurcation diagrams. The

disagreement is largest in the neighbourhood of the fold point, where the solution becomes

highly sensitive to changes in λ; similar behaviour has been reported by Younis et al. (2003)

and Krylov et al. (2008).

We write λSDOF
fold for the value of λ at the fold, which corresponds to U = Ufold in this

approximation; the SDOF superscript on λ is to distinguish its value to that obtained in

§3.3, when we solved the full beam equation using bvp4c. We now obtain two identities

that will be useful in the dynamic analysis. Because the fold point is a steady solution,

we have from (3.30)

λSDOF
fold =

Ω2Ufold +
[∫ 1

0 (dΦ/dX)2 dX
]2
U3

fold/(2S)∫ 1
0 Φ (1− ΦUfold)−2 dX

. (3.31)
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3 Overdamped snap-through: pull-in of microbeams

In addition, the fact that this is a fold gives that

∂λ

∂U

∣∣∣
U=Ufold, λ=λSDOF

fold

= 0,

which, using (3.31), can be simplified to

2λSDOF
fold

∫ 1

0

Φ2

(1− ΦUfold)3 dX = Ω2 +
3U2

fold

2S

[∫ 1

0

(
dΦ

dX

)2

dX

]2

. (3.32)

3.5.2 Pull-in dynamics

Using the SDOF approximation, we would like to calculate the pull-in time when

λ = λSDOF
fold (1 + ε),

for 0 < ε� 1. From §3.4, we know that the dynamics are highly sensitive in this regime,

with a small change in ε producing a large change in pull-in time. Because of the error

between λSDOF
fold and the ‘true’ bifurcation value λfold (i.e. from solving the full beam model

without making a SDOF approximation), replacing λSDOF
fold by λfold above will lead to

large errors in the pull-in time: any difference in estimates of λfold changes the effective

value of ε. (We also discuss this sensitivity in Appendix 3.B in the context of solving

the PDE numerically.) A similar issue has been described by Joglekar & Pawaskar (2011)

in their analysis of an underdamped microbeam, who found that the error in the SDOF

approximation is very large at voltages near the dynamic pull-in voltage. We now show

that it is possible to obtain excellent agreement when using a SDOF approach, provided

one uses the bifurcation value λSDOF
fold , i.e. the value consistent with the SDOF equations.

When the solution is close to the pull-in displacement we have

U(T ) = Ufold + Ũ(T ),

where |Ũ | � 1. We expand the electrostatic force in (3.29) as

λ

∫ 1

0

Φ

(1− ΦU)2 dX = λSDOF
fold (1 + ε)I1 + 2λSDOF

fold I2Ũ + 3λSDOF
fold I3Ũ

2 +O(εŨ , Ũ3),

where we define

Im(Φ, Ufold) =

∫ 1

0

Φm

(1− ΦUfold)m+1
dX.
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3.5 Single-mode approximation

We substitute into (3.29) and simplify using the identities (3.31)–(3.32). Neglecting the

inertia term and terms of O(εŨ , Ũ3), we obtain at leading order

dŨ

dT
= d1ε+ d2Ũ

2,

where

d1 = λSDOF
fold I1,

d2 = 3λSDOF
fold I3 −

3Ufold

2S

[∫ 1

0

(
dΦ

dX

)2

dX

]2

.

These equations are precisely equations (3.18)–(3.19), derived in the bottleneck analysis

of the full PDE in §3.4, provided that we identify

A→ Ũ , (c1, c2)→ (d1, d2), λfold → λSDOF
fold , Wp → Φ, Wfold → UfoldΦ. (3.33)

The pull-in time to leading order is then similarly found to be

TPI ∼
π√
d1d2ε

, (3.34)

and the displacement in the bottleneck is

W (X,T ) = UfoldΦ(X) +

√
d1ε

d2
Φ(X) tan

[√
d1d2ε T −

π

2

]
. (3.35)

This analogy with our analysis of the PDE model may not be so unexpected. In §3.4 we

first expanded the solution about the equilibrium shape at the fold, before performing a

SDOF-like approximation (using the neutrally-stable eigenfunctionWp as a basis function).

In this section we essentially performed these steps in the reverse order: we first used a

SDOF approximation to reduce the beam equation to an ODE, and then expanded about

the fold solution. It is perhaps not so surprising that these operations ‘commute’. The

analogy in (3.33) also allows us to deduce that the error in the second approach is governed

by three quantities. These are (i) the error between λfold and λSDOF
fold ; (ii) the error between

Wp and the basis function Φ, here chosen as the eigenfunction about the flat beam; and

(iii) the error between the fold shape Wfold and the approximation UfoldΦ. Together,

these errors govern the difference between the constants (c1, c2) and (d1, d2) and hence the

discrepancy in the predicted pull-in time and bottleneck displacement.

To quantify these errors, we again consider the case S = 10−2 and τ0 = 0. For the SDOF
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3 Overdamped snap-through: pull-in of microbeams

system we calculate

λSDOF
fold ≈ 179.9184, UfoldΦ(1/2) ≈ 0.6123, Φ(1/2) ≈ 1.588, d1 ≈ 626.6, d2 ≈ 11135.

These values agree well with the corresponding quantities obtained in §3.4; compare to

equation (3.23). In figures 3.3a–b, we have superimposed the midpoint displacement

predicted by equation (3.35) (as black dashed curves), which consistently under-predicts

the duration of the bottleneck phase compared to the bottleneck analysis of the PDE

model. Nevertheless, the SDOF approximation closely captures the dependence of the pull-

in time on ε — the relative error in the pre-factor of ε−1/2 between the two approaches is

around 7%. This is evident in figure 3.5a, where the predictions of the bottleneck analysis

and SDOF approximation are almost indistinguishable.

A similar picture is seen for the parameter values used by Younis et al. (2003). We now

calculate for the SDOF system

λSDOF
fold ≈ 38.3153, UfoldΦ(1/2) ≈ 0.5720, Φ(1/2) ≈ 1.6165, d1 ≈ 112.9, d2 ≈ 1664,

which closely match the quantities (3.24) obtained in §3.4. Again, we find that the pre-

factors are in very good agreement between the two approaches, with a relative error of

around 3% in this case (figure 3.6).

3.6 Summary and discussion

In this chapter, we have analysed the pull-in dynamics of overdamped microbeams. Rather

than using a one-dimensional parallel-plate model, we explicitly considered the beam ge-

ometry, modelled using the dynamic beam equation. Using direct numerical solutions, we

demonstrated that at voltages just beyond the static pull-in transition, the dynamics slow

down considerably in a bottleneck phase. This phase is similar to the metastable interval

first described by Rocha et al. (2004a) for a parallel-plate actuator, which we analysed in

detail in Chapter 2: the bottleneck depends sensitively on the applied voltage, it domi-

nates the total time taken to pull-in, and occurs when the solution passes the static pull-in

displacement.

We analysed the bottleneck dynamics using two approaches. In the first approach we

worked with the dynamic beam equation directly. Because a linear stability analysis is

not applicable (there is no unstable base state from which the system evolves), we used

a perturbation method based on two small quantities: the proximity of the solution to

the pull-in displacement, and the small time derivative resulting from the slow bottleneck
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3.6 Summary and discussion

timescale. This allowed us to systematically reduce the leading-order dynamics to a simple

amplitude equation — the normal form for a saddle-node bifurcation. As a result, the

microbeam dynamics inherit the critical slowing down due to the ‘ghost’ of the saddle-node

bifurcation and the displacement grows linearly rather than exponentially. We obtained a

simple approximation to the total pull-in time:

tPI ∼
L4η

B

π
√
c1c2ε

,

where L is the beam length, η is the effective damping coefficient during the bottleneck

phase, B is the bending stiffness, c1 and c2 are dimensionless constants, and ε is the

normalised difference between the applied voltage and the pull-in voltage. To compute c1

and c2 requires some effort: it is necessary to solve for the equilibrium shape at the fold,

Wfold(X) (e.g. using a continuation algorithm), as well as the neutrally-stable eigenfunction

about the fold shape, Wp(X). These problems depend on the beam stretchability, residual

stress and the boundary conditions applied to the beam.

At its heart, this approach shows how the bottleneck dynamics are driven by the neu-

trally stable or ‘slow’ eigenfunction (the small-amplitude vibrational mode) associated

with the loss of stability. Since its eigenvalue equals zero at the saddle-node bifurcation,

this naturally leads to a separation of timescales that we were able to exploit in our asymp-

totic analysis. All other eigenfunctions are ‘fast’, associated with linearly stable modes of

oscillation, so that trajectories in phase space quickly decay in these directions. In fact,

this is a very general feature of dynamical systems near non-hyperbolic fixed points. The

theory of centre manifold reduction is based on systematically representing or ‘slaving’ the

fast modes by the slow modes. Generically, the result is a set of evolution equations for

the amplitude of the slow modes, resembling a finite system of ODEs in time. For more

details of the theory, see Wiggins (2003) (for finite-dimensional systems) or Carr (2012)

(for infinite-dimensional systems). This theory could potentially be used to provide a more

rigorous grounding for our perturbation approach.

In the second approach, we first applied a SDOF approximation, assuming that the

solution can be written in the separable form W (X,T ) = U(T )Φ(X). By reducing the

dynamic beam equation to an ODE, we were able to analyse the behaviour near the pull-

in transition in a similar way to Chapter 2. Comparing this approach to the bottleneck

analysis of the PDE model revealed that three factors control the error of the SDOF

approximation:

(i) The error in the computed pull-in voltage.

(ii) The error between the basis function Φ(X) and the neutrally-stable eigenfunction

Wp(X).
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3 Overdamped snap-through: pull-in of microbeams

(iii) The error in the computed pull-in displacement.

We found that choosing Φ(X) to be the fundamental vibrational mode about the un-

deformed beam closely matches Wp(X) (the same eigenfunction when evaluated at the

pull-in voltage), so that the error (ii) is small. Moreover, it may be verified that Φ(X)

is left-right symmetric about the beam midpoint X = 1/2. Because the pull-in displace-

ment is also left-right symmetric, it turns out that the errors (i) and (iii) above are also

small. As a consequence, we could obtain accurate predictions for the pull-in time with

much less effort. This result is in direct contrast to previous studies, which conclude that

the error in the SDOF approximation grows unacceptably large near pull-in (Joglekar &

Pawaskar, 2011) – the apparent discrepancy is because our approach accounts for the shift

in the pull-in voltage when using the SDOF system, and so is consistent with its bifurca-

tion behaviour (recall the discussion at the start of §3.5.2). However, in other scenarios

(e.g. different boundary conditions) it is possible that the errors (i)–(iii) could be large,

meaning the SDOF approximation is no longer valid. In such cases Wp should instead be

used as the basis function, provided that the error in the pull-in displacement is verified

to be small.

Finally, we discuss the various assumptions we have made in our analysis. We assumed

that the quality factor Q is small, so that inertial effects can be neglected. This is nec-

essary to obtain bottleneck behaviour near the static pull-in transition. We focussed on

the case of a clamped-clamped beam under step DC loads, though our analysis may be

adapted to other boundary conditions and loading types. In addition, we neglected spatial

variations in the damping coefficient, and used a lumped constant in our study. Because

the bottleneck dominates the transient dynamics, and the beam geometry is roughly con-

stant in the bottleneck, we found that this is sufficient to accurately predict the pull-in

time — we were able to collapse data from experiments and simulations that incorpo-

rate compressible squeeze film damping (figure 3.7). Nevertheless, the framework we have

presented here shows that it is the underlying bifurcation structure that governs the bot-

tleneck dynamics, so that more realistic damping models could also be incorporated. This

framework will also guide our analysis in the next chapter, when we consider the dynamics

of snap-through in systems such as spherical caps and arches; unlike electrostatic pull-in,

these systems snap-through in response to a change in geometrical confinement rather

than an externally applied load.
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3.A Equilibrium behaviour for small voltages, λ� 1

Appendix 3.A Equilibrium behaviour for small voltages, λ� 1

In this appendix we determine the equilibrium shape in the limit of small voltages, λ� 1.

Focussing on the solution in which the beam is nearly flat (W � 1) and the tension is close

to the residual value (τ ≈ τ0), the steady version of the beam equation (3.3) at leading

order becomes
d4W

dX4
− τ0

d2W

dX2
∼ λ.

The solution of this equation subject to the clamped boundary conditions (3.6) is

W ∼


λ

2τ
3/2
0

[√
τ0X(1−X) + (coshX

√
τ0 − 1) coth

√
τ0
2 − sinhX

√
τ0

]
τ0 > 0,

λ
24X

2(1−X)2 τ0 = 0,

λ
2(−τ0)3/2

[√
−τ0X(X − 1) + (cosX

√
−τ0 − 1) cot

√
−τ0
2 + sinX

√
−τ0

]
τ0 < 0.

Setting X = 1/2, the corresponding midpoint displacement simplifies to

W (1/2) ∼


λ

8τ
3/2
0

(√
τ0 − 4 tanh

√
τ0
4

)
τ0 > 0,

λ
384 τ0 = 0,

− λ
8(−τ0)3/2

(√
−τ0 − 4 tan

√
−τ0
4

)
τ0 < 0.

These expressions compare well with numerical solutions of the original system; see fig-

ures 3.2a–b, where the asymptotic predictions are shown as black dotted lines. These

provide a good approximation for λ . 50, well beyond the interval where they are strictly

asymptotically valid.

The relationship between λ and the tension τ is found from the Hooke’s law constraint

(3.5), which gives

S(τ−τ0) ∼


λ2cosech2

√
τ0
2

48τ30

[
−4(τ0 + 6) + (24 + τ0) cosh

√
τ0 − 9

√
τ0 sinh

√
τ0

]
τ0 > 0,

λ2

60480 τ0 = 0,

−λ2cosec2
√
−τ0
2

48τ30
[−4(τ0 + 6) + (24 + τ0) cos

√
−τ0 + 9

√
−τ0 sin

√
−τ0] τ0 < 0.

Re-arranging to solve for λ, this provides an initial guess (valid for τ ≈ τ0) that can be

used in our numerical continuation in τ .

Appendix 3.B Details of the numerical scheme

To solve the dynamic beam equation, we introduce a uniform mesh on the interval [0, 1]

with spacing ∆X = 1/N , where N ≥ 2 is an integer. We label the grid points as Xi = i∆X
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3 Overdamped snap-through: pull-in of microbeams

(i = 0, 1, 2, . . . , N) and write Wi for the numerical approximation of W at the grid point

Xi. We approximate the spatial derivatives appearing in the beam equation (3.3) and

boundary conditions (3.6) using centered differences with second-order accuracy. To do

this at all interior points in the mesh without losing accuracy, we introduce the ghost

points X−1 and XN+1 (with associated displacement W−1 and WN+1) outside of the

interval [0, 1]. With this scheme, (3.3) becomes, for i = 1, 2, . . . , N − 1,

Q2 d2Wi

dT 2
+

dWi

dT
+

Wi+2 − 4Wi+1 + 6Wi − 4Wi−1 +Wi−2

∆X4

− τ
Wi+1 − 2Wi +Wi−1

∆X2
=

λ

(1−Wi)2
. (3.36)

The clamped boundary conditions (3.6) are approximated by

W0 = 0,
W1 −W−1

2∆X
= 0, WN = 0,

WN+1 −WN−1

2∆X
= 0. (3.37)

To approximate the integral appearing in the Hooke’s law constraint (3.5), we use a cen-

tered difference to discretise the derivative and apply the trapezium rule for the quadra-

ture. We obtain

S(τ − τ0) =
∆X

4

N−1∑
k=0

[(
Wk+2 −Wk

2∆X

)2

+

(
Wk+1 −Wk−1

2∆X

)2
]
,

=
1

8∆X

N−1∑
k=1

(Wk+1 −Wk−1)2 , (3.38)

where in the second equality we have shifted the index of the first part of the sum and

made use of the clamped boundary conditions above.

To write the scheme in matrix form, we introduce the column vectors of length (N − 1)

W = (W1,W2, . . . ,WN−1)T, (3.39)

F =

(
1

(1−W1)2
,

1

(1−W2)2
, . . . ,

1

(1−WN−1)2

)T

, (3.40)
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3.B Details of the numerical scheme

and the (N − 1)× (N − 1) matrices

A =
1

∆X4



7 −4 1

−4 6 −4 1

1 −4 6 −4 1
. . .

. . .
. . .

. . .
. . .

1 −4 6 −4 1

1 −4 6 −4

1 −4 7


,

B =
1

∆X2



−2 1

1 −2 1
. . .

. . .
. . .

1 −2 1

1 −2


, C =

1

2∆X



0 1

−1 0 1
. . .

. . .
. . .

−1 0 1

−1 0


.

The system of equations (3.36)–(3.37) is then equivalent to

Q2 d2W

dT 2
+

dW

dT
+ (A− τB) W = λF. (3.41)

The Hooke’s law constraint (3.38) can be written as

S (τ − τ0) =
∆X

2
WTCTCW. (3.42)

Finally, we have the initial data

W(0) = Ẇ(0) = 0.

These equations can then readily be written as a first-order system in W and Ẇ needed

for the matlab ODE solvers. We found that the integration can be achieved efficiently

using the routine ode23t, when we exploit the sparsity pattern of the matrices A, B, C
and provide the corresponding Jacobian matrix of the first-order system. The routine

ode23t also employs a stiff solver to efficiently integrate the system when Q � 1 (here

the equations are stiff due to transients around T = 0 and immediately before contact in

which inertia cannot be neglected).

When we set λ = λfold(1 + ε), we anticipate that the dynamics depend sensitively on

the value of ε as ε → 0. An important point is that due to the error in our numerical

scheme, there will also be an error in the bifurcation value λfold. If we use the value of λfold

predicted by the solution of the ‘continuous’ problem (i.e. from solving the beam equation
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3 Overdamped snap-through: pull-in of microbeams

using bvp4c) in our simulations, we therefore need to ensure that the relative error in

λfold is much smaller than ε: this error acts as an ‘extra’ perturbation that shortens the

pull-in time. For example, we find that taking N = 600 ensures a relative error that is

typically O(10−5), which is sufficient provided we restrict to ε & 10−3. An alternative

approach is to use the value of λfold predicted from the discretised system (see below),

which is consistent with its bifurcation behaviour and so eliminates this sensitivity. This

allows us to use fewer grid points, e.g. N = 100, to obtain quantitatively similar results

with much less computing time. We use this latter approach for all simulations reported

in this chapter.

3.B.1 Equilibrium solutions

The steady solutions of the discretised equations (3.41) satisfy

(A− τB) W = λF,

together with (3.42). We solve these equations in matlab using the fsolve routine (error

tolerances 10−10), using a simple continuation algorithm to trace the bifurcation diagram

and compute λfold. Similar to the way we solved the steady beam equation in §3.3, we

control the tension τ and determine λ as part of the solution. To begin the continuation,

we use the asymptotic solution when τ ≈ τ0 (Appendix 3.A), now evaluated on the mesh

in our numerical scheme.

3.B.2 Convergence plots

We first check that the equilibrium solutions of the discretised system converge to the

solution of the steady beam equation (obtained using bvp4c). We label the discretised

solution obtained using N grid points by WN , and the solution obtained using bvp4c

(evaluated on our numerical mesh) by W∞. Figure 3.8a shows a typical plot of the

relative error between WN and W∞, where we vary N while keeping all other parameters

constant. This indicates that

||WN −W∞||2
||W∞||2

= O(N−2) as N →∞,

i.e. we obtain second-order accuracy in the convergence of our scheme.

We also verify that solutions of the unsteady discretised equations converge as N in-

creases. Because we do not have an ‘exact’ solution of the dynamic problem, we consider
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Figure 3.8: (a) Relative error between the steady solution of the discretised system for N grid
points, WN , and the solution W∞ of the steady beam equation (λ = 100, S = 10−2, τ0 = 0).
(b) Difference between successive solutions of the unsteady equations as N increases (λ = 200,
T = 3× 10−3, Q = 10−2, S = 10−2, τ0 = 0).

the difference between successive approximations, integrated up to a fixed time, as N in-

creases. Writing WN (T ) for the numerical solution with N grid points evaluated at time

T , a typical plot of the difference between WN (T ) and WN/2(T ) is shown in figure 3.8b

(here λ is large enough to ensure pull-in occurs, and we have specified a time T before

contact). This confirms that

||WN (T )−WN/2(T )||2 = O(N−2) as N →∞.

Appendix 3.C Bottleneck analysis when A = O(ε)

In this appendix we show that the solution (3.20) for the amplitude variable A(T ) also

holds when A = O(ε); using the expansion tanx ∼ x for |x| � 1, this corresponds to times

|T −T0| = O(1). Because the leading-order solution in the bottleneck is O(ε), our original

assumption (ii) (made at the start of §3.4.2) is no longer valid.

Returning to the beam equation (3.10), we see that the left-hand side no longer domi-

nates when (W̃0, τ̃0) = O(ε) and |T − T0| = O(1). We must now keep the time derivative

and the O(ε) term on the right-hand side to obtain

L(W̃0, τ̃0) = −∂W̃0

∂T
+

λfold

(1−Wfold)2
ε. (3.43)

Because |W̃0| � 1, the Hooke’s law constraint (3.12) remains unchanged at leading order:

S τ̃0 =

∫ 1

0

dWfold

dX

∂W̃0

∂X
dX.
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3 Overdamped snap-through: pull-in of microbeams

Again, we have an inhomogeneous problem and so the Fredholm Alternative Theorem

applies. Integrating by parts (making use of the clamped boundary conditions and the

Hooke’s law constraints satisfied by Wp and W̃0) shows that∫ 1

0
WpL(W̃0, τ̃0) dX = 0.

(This follows more generally from the fact that the operator L(·, ·), defined in (3.11), is

self-adjoint and the boundary conditions/constraints satisfied by (Wp, τp) and (W̃0, τ̃0) are

all homogeneous.) Multiplying (3.43) by Wp and integrating over (0, 1) then gives

0 = −
∫ 1

0
Wp

∂W̃0

∂T
dX + ελfold

∫ 1

0

Wp

(1−Wfold)2
dX.

From the normalisation
∫ 1

0 W
2
p dX = 1 (recall equation (3.15)), it follows that W̃0 =

A(T )Wp with
dA

dT
= ελfold

∫ 1

0

Wp

(1−Wfold)2
dX = c1ε.

The solution is

A(T ) = c1ε(T − T0),

where the constant of integration is chosen to match into the solution (3.20) when A� ε.

This solution is precisely (3.20) when we expand the tan function for small arguments.

We deduce that (3.20) is asymptotically valid for all |A| � 1.

Appendix 3.D Linear stability at zero voltage

In this appendix we determine the small-amplitude (flexural) vibrational modes about

the flat beam when λ = 0, and the tension is close to the residual value (τ ≈ τ0). We

set W = δΦ(X)eiωT where δ � 1 is a fixed quantity and ω is the (unknown) natural

frequency. Inserting into the dynamic beam equation (3.3) and considering terms of O(δ),

we obtain (assuming the real part of complex quantities)

d4Φ

dX4
− τ0

d2Φ

dX2
− Ω2Φ = 0, (3.44)

where Ω2 = Q2ω2 − iω. In the absence of any damping, i.e. as Q → ∞, we see that

Ω is simply proportional to the natural frequency of the beam. The clamped boundary

conditions (3.6) imply that

Φ(0) = Φ′(0) = Φ(1) = Φ′(1) = 0.
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3.D Linear stability at zero voltage

The solution to (3.44) satisfying the boundary conditions at X = 0 is (Neukirch et al.,

2012)

Φ = A1

(
coshα+X − cosα−X

)
+A2

(
α− sinhα+X − α+ sinα−X

)
, (3.45)

where A1 and A2 are constants and we have introduced

α± =

√√(τ0

2

)2
+ Ω2 ± τ0

2
.

The remaining boundary conditions, at X = 1, then imply that(
coshα+ − cosα−

)
A1 +

(
α− sinhα+ − α+ sinα−

)
A2 = 0,(

α+ sinhα+ + α− sinα−

)
A1 + α+α−

(
coshα+ − cosα−

)
A2 = 0. (3.46)

This is a second-order, homogeneous linear system in the two unknowns A1 and A2. To

determine eigenfunctions, we are only interested in non-trivial solutions. These exist if

and only if the corresponding determinant vanishes, which can be re-arranged to

τ0

2Ω
=

coshα+ cosα− − 1

sinhα+ sinα−
.

For each value of τ0, the roots of this transcendental equation give the eigenvalues Ω. The

smallest positive root then corresponds to the fundamental eigenfunction Φ(X) used in

§3.5. Combining equations (3.45) and (3.46), this can be written as

Φ = A1

[
coshα+X − cosα−X −

α+ sinhα+ + α− sinα−
α+α− (coshα+ − cosα−)

(
α− sinhα+X − α+ sinα−X

)]
.

To determine the constant A1 we specify the normalisation condition∫ 1

0
Φ2 dX = 1.
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Chapter 4

Geometrically-constrained snap-through

Synopsis

We study the dynamics of snap-though in macroscopic systems caused by

varying geometric confinement (no external loading). In particular, we inves-

tigate the extent to which dissipation is required to explain the anomalously

slow snap-through reported in various previous works, as opposed to the over-

damped dynamics considered in Chapters 2 and 3. We study an elastic arch

as a simple model system which transitions between bistable states via snap-

through. We show that, for shallow arch shapes, the steady deformation can be

described by a single dimensionless parameter that depends only on the geome-

try. When the system is near the snap-through transition, we then demonstrate

that the perturbation method we previously developed for electrostatic pull-in

carries over to this scenario. This allows us to show that critical slowing down

still occurs in the absence of energy dissipation, and we identify a dimensionless

parameter characterising the importance of damping in the bottleneck phase.

In the underdamped limit this leads to a new scaling law for the snap-through

time, which we confirm using numerical simulations of an elastica model and

experiments. This realisation has important consequences for applications of

snap-through ranging from soft robotics to morphing devices.

A paper based on the work described in this chapter has been published in

Nature Physics (Gomez et al., 2017a).
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4 Geometrically-constrained snap-through

Figure 4.1: A jumping popper toy can be turned inside-out and released on a surface. It becomes
unstable, and after a time delay (≈ 70 ms here) the popper rapidly snaps (in under 5 ms) back to
its natural shape and leaps from the surface.

4.1 Introduction

Many elastic structures have two possible equilibrium states (Bazant & Cendolin, 1991):

from bistable hair clips, to nano-electromechanical switches (Loh & Espinosa, 2012; Xu

et al., 2014) and origami patterns (Silverberg et al., 2015; Dudte et al., 2016). These

systems typically transition from one state to the other via a rapid snap-through. While

many studies have focussed on classifying when snap-through occurs in simple elastic

objects (Patric̀ıo et al., 1998; Plaut, 2009; Seffen & Vidoli, 2016; Sobota & Seffen, 2017),

how fast snapping happens remains much less well understood.

Indeed, estimates of the speed of snap-through often suggest that it should occur more

quickly than is observed. This is illustrated by rubber ‘jumping popper’ toys that are

essentially snapping spherical caps; see figure 4.1. These can be turned ‘inside-out’ to

create an alternative configuration, which remains stable while the cap is held at its edges.

Upon leaving the popper on a surface, it becomes unstable, and leaps upwards as it snaps

back to its natural shape. However, the snap back is not immediate: a time delay is

observed where the popper moves slowly, apparently close to equilibrium, before it rapidly

accelerates. The delay can be several tens of seconds in duration — much slower than

what is generally expected for an elastic instability. This behaviour, known as pseudo-

bistability, has been proposed as a way of creating morphing devices that self-recover after

a time delay to reduce energy consumption (Brinkmeyer et al., 2012).

To get a sense of how ‘anomalous’ these dynamics are, we now estimate how fast a

popper should snap if it were purely elastic. The inertia force in a spherical cap scales as

ρshw/t
2, where ρs is the material density, h is the thickness, w is the normal displacement

and t is time. As the cap must change its curvature as it snaps, we expect that bending
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4.1 Introduction

forces are important. From linear shell theory, these scale as Bw/L4
base where B is the

bending stiffness and Lbase is the base diameter of the cap (Ventsel & Krauthammer, 2001).

Balancing these forces gives the timescale t∗ ∼ (ρshL
4
base/B)1/2. Using typical values for

a commercially available popper toy (Pandey et al., 2014), we find that t∗ ≈ 1 ms — from

this estimate, it should not even be possible to place the popper onto a table before it

snaps!

Pseudo-bistability has been analysed in single-degree-of-freedom systems, elastic arches

(Brinkmeyer et al., 2013) and spherical caps like the jumping popper (Santer, 2010;

Brinkmeyer et al., 2012), using a combination of experiments and finite element simu-

lations. The conventional wisdom is that material viscoelasticity must be present, so that

the observed delay is in fact the relaxation timescale of the material, similar to the phe-

nomenon of creep buckling (Santer, 2010). (It is also easily demonstrated that holding

the shell for longer in its inside-out state causes a slower snap-back, consistent with the

importance of viscoelastic effects.) Similar dynamics have also been observed in the Venus

flytrap: here the estimated inertial timescale t∗ is orders of magnitude faster than the ob-

served snap-through time, and air damping is not enough to account for the discrepancy

(Forterre et al., 2005). In this example the proposed mechanism is poroelasticity due to

fluid in the leaf tissue.

A natural question to ask is whether a dissipation mechanism is always needed to obtain

delay behaviour: can snap-through be both underdamped and much slower than the corre-

sponding inertial timescale t∗? In Chapters 2 and 3, we showed that pull-in instabilities —

a type of snap-through under electrostatic forces — may show anomalously slow dynamics

due to the ‘ghost’ of the saddle-node bifurcation. In essence, close to snap-through this

introduces a large pre-factor that multiplies the timescale of snapping. While the systems

we studied were overdamped, the damping forces were not relevant in determining this

pre-factor. In this chapter, we will explore whether a similar mechanism is possible in

systems with minimal energy dissipation. To answer this question, we need to under-

stand how the mathematical structure underlying snap-through influences the observed

timescale.

4.1.1 Elastic arches

While we are motivated by the jumping popper toy and the Venus flytrap, a spherical cap

presents a modelling challenge: it has non-zero Gaussian curvature (i.e. is curved in two

orthogonal directions), and this ‘two-dimensionality’ leads to a strong coupling between

geometry and mechanics, in which Poisson effects and isometric transformations play a key

role in the deformation (Audoly & Pomeau, 2010; Gomez et al., 2016). In addition, there
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Figure 4.2: Exploring snap-through instabilities in a simple elastic system. (a) Bringing the
edges of a strip of plastic together, while also holding them at a non-zero angle α to the horizontal,
creates bistable ‘inverted’ (bottom) and ‘natural’ (top) arch shapes. Under smaller end-shortenings
∆L, the arch snaps from the inverted to the natural shape at a subcritical pitchfork bifurcation: the
inverted mode (lower solid curve) intersects an unstable asymmetric mode (not drawn) and becomes
linearly unstable (dashed curve). (b) Introducing asymmetry in the boundary conditions, by holding
the right end horizontally, still creates a bistable system. However, the destabilising effect of the
asymmetric mode is removed and the inverted mode remains stable up to a fold: the snap-through
bifurcation is now a saddle-node/fold bifurcation. (Reprinted from Gomez et al. (2017a), DOI:
https://doi.org/10.1038/nphys3915.)

is the possibility of non-axisymmetric deformations during snap-through (Seffen & Vidoli,

2016). We therefore consider a much simpler system: an elastic arch. This simplification

allows us to make a large amount of analytical progress, so that we can gain insight into

what controls the dynamics of a generic elastic system and reveal the precise role played

by dissipation.

Despite their simplicity, elastic arches illustrate many features of snap-through that are

present in more complex systems such as shells (Harvey & Virgin, 2015). For example,

they show how the qualitative behaviour is governed by the relative importance of bending

and stretching effects, which depends on the geometry rather than the material properties.

Sufficiently thick/shallow arches typically snap-through in an entirely symmetric manner:

stretching effects dominate in this case, and it is favourable for the arch to compress

along its length rather than bend. Meanwhile, thinner/deeper arches prefer to bend into

asymmetric shapes to accommodate the applied load. This same picture is seen in the

poking example discussed in Chapter 1 (figure 1.1), as well as in spherical caps under point

indentation (Fitch, 1968) and uniform pressure (Huang, 1964).

While arches can be stress-free if they have natural curvature (e.g. circular or sinusoidal

in shape), we will focus on arches that are formed by buckling a planar strip of material.
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4.1 Introduction

This will allow us to easily vary the geometry of the arch and hence its stability charac-

teristics in a single experiment. We consider a set-up that resembles a ‘one-dimensional’

snapping cap: we buckle a strip into an arch shape by clamping its ends at a non-zero

angle α to the horizontal, and bringing the ends a controlled distance ∆L closer. As

figure 4.2a illustrates, two equilibrium shapes are possible — an ‘inverted’ shape and a

‘natural’ shape. However, as a simple experiment demonstrates (e.g. using an ordinary

strip of plastic), the inverted state needs a sufficiently large ∆L to be stable: at small

end-shortenings, if the arch is placed in the inverted shape, it snaps back to the natural

one when released. This is evocative of the behaviour of a spherical cap, which snaps from

an inside-out state to its original shape.

An analysis of the bifurcation diagram for this system shows that snapping is caused by

a subcritical pitchfork bifurcation: as ∆L is decreased, the inverted mode intersects an

unstable asymmetric mode and becomes linearly unstable, before ceasing to exist at still

smaller ∆L. (Because the asymmetric mode is unstable it is not observed in practice.)

Hence, the snap-through dynamics may be understood using a standard linear stability

analysis (Pandey et al., 2014; Fargette et al., 2014): the displacement of each point on

the arch evolves in time as ∼ eσt for some growth rate σ. This behaviour is qualitatively

different from spherical caps in which the inside-out state first loses stability at a saddle-

node/fold bifurcation (Brodland & Cohen, 1987). However, this type of snap-through can

be obtained within our arch setup by simply holding one end of the strip horizontally,

while the other remains clamped at the angle α; see figure 4.2b. This situation is more

dynamically interesting because a linear stability analysis no longer applies — finding the

timescale of the transition is now a non-trivial problem from the outset.

We note that the set-up in figure 4.2a has been explored by Brinkmeyer et al. (2013),

who were also motivated by the pseudo-bistability shown by spherical caps. Using a

combination of finite element analysis and experiments, they found that a delayed snap-

through may occur in this system. Moreover, the amount of delay is highly sensitive to

the boundary conditions, i.e. the angle at the clamp and the imposed end-shortening,

while the Young’s modulus and Poisson ratio have a negligible effect. Brinkmeyer et al.

(2013) implicitly attribute this delay to the viscoelasticity of the arch: in their numerics a

viscoelastic model is used. Crucially, the possibility of a delay without viscoelastic effects

is not explored. A very similar experiment has also been analysed by Plaut (2009), though

only the stability of the arch was considered.

The remainder of this chapter is dedicated to understanding the dynamics of the arch

setup shown in figure 4.2b. To elucidate the precise role played by energy dissipation, we

account for both inertial and external (viscous) damping forces in our model. In §4.2 we

formulate the equations governing the motion of the arch, focussing on shallow shapes that
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Figure 4.3: Cross-section of the current/deformed configuration of the arch showing the notation
used (reprinted from Gomez et al. (2017a), DOI: https://doi.org/10.1038/nphys3915).

are well-approximated by beam theory. We identify a single dimensionless parameter µ

that characterises the stability of the arch. In §4.3, we consider the equilibrium shapes and

onset of snap-through as µ is varied. In §4.4 we then analyse the dynamics when the system

is placed just beyond the snap-through transition. We show that critical slowing down

occurs in the underdamped limit, causing a bottleneck phase in which the displacement

grows quadratically in time rather than exponentially, and we obtain a scaling law for the

snap-through time. We also analyse the overdamped limit, showing that in this case the

dynamics is similar to the overdamped pull-in studied in Chapter 3. We then compare

our asymptotic analysis to elastica simulations in §4.5, which incorporate the effects of

geometric nonlinearities, showing that the scaling laws for the snap-through time hold even

for arches that are not shallow in shape. We present experimental results for underdamped

arches in §4.6, before discussing our findings in §4.7.

4.2 Theoretical formulation

Consider a thin strip of linearly elastic material with Young’s modulus E and constant

density ρs. In its undeformed state, the strip is flat and has constant thickness h, width b

and length L. The ends of the strip are subject to an end-shortening ∆L in the horizontal

direction, with one end clamped at an angle α to the horizontal and the other end clamped

horizontally. This causes the strip to buckle into one of two possible arch shapes, as shown

schematically in figure 4.3.

4.2.1 Beam theory

We assume that the dimensions of the cross-section are much smaller than the length,

i.e. h, b� L, so that the strip remains within the limit of small strains as it deforms (later

we will be more precise about when this holds). We also suppose that the strip undergoes
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4.2 Theoretical formulation

pure bending in the vertical plane perpendicular to its width, i.e. we ignore bending out

of this plane and twist about the axis of the strip. Note that this is partly justified by

specifying h � b, corresponding to a relatively flat cross-section, since this yields a high

rigidity to out-of-plane bending and twist compared to a square cross-section (Patric̀ıo

et al., 1998). We neglect the effects of gravity (experiments are performed on their side

to minimise the effects of gravity).

In our first analysis we assume that the shape of the arch is shallow, so that geometric

nonlinearities can be neglected. This allows us to make significant analytical progress,

and cleanly reveal the underlying mathematical structure without added complications. In

§4.5, we will account for geometric nonlinearities by solving an elastica model numerically;

we shall see that our conclusions from the shallow arch case are quantitatively accurate for

deep arches. Furthermore, we neglect the effects of extensibility, considering only arches

that are well beyond the buckling threshold under the imposed end-shortening ∆L. In

practice, this is satisfied simultaneously with the requirement of a shallow shape by having

a small thickness h� L (see Pandey et al., 2014, for a discussion of this point in a related

problem). (We note that this situation is very different to the microbeam problem we

studied in Chapter 3: because the beam was clamped in its flat state, stretching of the

beam centreline could not be ignored during deformation.)

Under the above assumptions, the transverse displacement, w(x, t), satisfies the dynamic

beam equation (Howell et al., 2009)

ρsh
∂2w

∂t2
+ Υ

∂w

∂t
+B

∂4w

∂x4
+ Pc

∂2w

∂x2
= 0, 0 < x < L. (4.1)

Here x is the horizontal coordinate measured from the left end (labelled in figure 4.3), t is

time, B = Eh3/12 is the bending stiffness and Pc(t) is the (unknown) compressive force

applied to the arch (note these quantities are phrased per unit width, and, as in Chapter

3, we are using the form of B appropriate for a narrow strip rather than an infinite plate;

see Audoly & Pomeau, 2010, for example). Here we are also including possible viscous

damping due to the environment; since we are interested in the case when the motions are

slowed near the snap-through transition, it is reasonable to assume this damping is linear

in the velocity with constant coefficient Υ (per unit width).

The boundary conditions at the clamped ends are (using subscripts to denote partial

derivatives here and throughout)

w(0, t) = 0, wx(0, t) = α, w(L, t) = wx(L, t) = 0. (4.2)

(The boundary conditions at the right clamp are imposed at x = L because we identify s ∼
x in beam theory, where s is arclength along the beam centreline.) Under the assumption
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4 Geometrically-constrained snap-through

of inextensibility, the imposed end-shortening becomes∫ L

0
cos θ ds = L−∆L,

where θ is the angle between the strip and the x-direction (figure 4.3) and s is the arclength.

In beam theory we have s ≈ x and θ ≈ ∂w/∂x � 1 so that this constraint may be

approximated as ∫ L

0

(
∂w

∂x

)2

dx = 2∆L, (4.3)

representing how the amplitude of the arch must accommodate the imposed end-shortening.

Equation (4.1) with boundary conditions (4.2), the constraint (4.3) and appropriate ini-

tial conditions (to be specified later) then fully specify the problem. We expect that the

assumption of a shallow shape is valid provided α � 1 and ∆L � L, which agrees with

the fact that the solution for α = ∆L = 0 is simply a flat strip, w = 0.

4.2.2 Non-dimensionalisation

To make the problem dimensionless, we scale the horizontal coordinate by the length

L of the strip, i.e. we set X = x/L. Balancing terms in the inextensibility constraint

(4.3) shows that a typical slope wx ∼ (∆L/L)1/2, giving the natural vertical lengthscale

w ∼ (L∆L)1/2. We therefore introduce the dimensionless displacement W = w/(L∆L)1/2.

Time is scaled as T = t/t∗ where t∗ = (ρshL
4/B)1/2 is the inertial timescale obtained by

balancing inertial and bending forces in (4.1) (this is analogous to the inertial timescale

for a spherical shell in the qualitative discussion of §4.1). Substituting the expression for

B, this can be written as t∗ = 2
√

3L2/(hc) where c = (E/ρs)
1/2 is the speed of sound in

the material — typically, t∗ is very short due to the factor of c in the denominator. The

key idea of this chapter is that the dimensional snap-through time may differ significantly

from t∗, even in the absence of damping, depending on how close the system is to the

snap-through transition.

Inserting the above scalings into the beam equation (4.1), we obtain

∂2W

∂T 2
+ υ

∂W

∂T
+
∂4W

∂X4
+ τ2∂

2W

∂X2
= 0, 0 < X < 1, (4.4)

where τ(T )2 = PcL
2/B is the dimensionless compressive force and the importance of

damping is measured by the dimensionless parameter

υ =
L2Υ√
ρshB

.
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Specifically, υ is the ratio of viscous forces per unit length (∼ Υw/t∗) to bending forces

(∼ Bw/L4) over the inertial timescale t∗. The boundary conditions (4.2) are modified to

WX(0, T ) = µ, W (0, T ) = W (1, T ) = WX(1, T ) = 0, (4.5)

where we have introduced the parameter

µ = α

(
∆L

L

)−1/2

. (4.6)

The constraint (4.3) becomes ∫ 1

0

(
∂W

∂X

)2

dX = 2. (4.7)

Together with appropriate initial conditions for W and WT , these equations provide a

closed system to determine the profile W (X,T ) and compressive force τ(T )2.

By non-dimensionalising the problem, we have reduced the control parameters α and

∆L to the single parameter µ, which enters the problem as a normalised inclination angle

(the dimensionless compressive force τ2 acts as a Lagrange multiplier and is determined

as part of the solution). The parameter µ measures the ratio of the angle imposed by

clamping, α, to that due to the imposed end-shortening, (∆L/L)1/2, and so is entirely

geometric in nature; it is independent of the material parameters of the system, notably

ρs and E (and also the thickness h). This means that we can use µ to characterise the

equilibrium shapes and their stability entirely in terms of the geometry. We focus on the

case µ > 0 throughout (µ < 0 follows similarly).

We also note that µ may be interpreted as the ratio of bending energy to stretching

(membrane) energy in the arch. To see this, note that the slope wx decreases from α

to 0 along the length of the arch by (4.2). The typical curvature associated with this is

κ ≈ wxx ∼ α/L, implying a bending energy per unit length of EB = Bbκ2/2 ∼ Bbα2/L2

ignoring numerical pre-factors (see Audoly & Pomeau, 2010, for example). Meanwhile,

the end-shortening condition (4.3) dictates that the slope is of order (∆L/L)1/2. Since we

identify arclength with the horizontal coordinate in beam theory, any vertical deflection

is an extension, leading to a local strain also of order (∆L/L)1/2. The stretching energy

per unit length, denoted ES , is then ES = Ehb · (strain)2 ∼ Ehb∆L/L. The ratio of these

two energies is
EB
ES
∼
(
hµ

L

)2

.

This argument shows that µ is the analogue of the Föppl-von-Kármán number, which

measures the ratio of bending to stretching energy for complete spherical shells (Knoche,
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2014) and spherical caps (Brodland & Cohen, 1987). In addition, we see that the assump-

tion of small strains is valid precisely when hµ/L� 1: in this limit stretching effects are

extremely expensive so that the arch will remain inextensible. Note that this remains true

even when µ = O(1) because we have assumed h� L.

4.3 Equilibrium shapes

At this stage we can understand the snap-through behaviour of the arch. When µ = 0,

the inverted and natural shapes are simply reflections of each other and correspond to

the fundamental Euler-buckling mode of a horizontally-clamped beam. For µ 6= 0, the

up-down symmetry is broken and the inverted shape features an edge effect: near X = 0

there is a region of enhanced curvature due to the non-zero clamp angle. This costs more

bending energy compared to the natural shape (figure 4.3). While µ is small, this effect

remains small and both configurations should remain stable. For larger values of µ, we

expect that the bending stiffness is sufficient to ‘roll’ the arch back to the natural shape

in a snap-through motion, qualitatively similar to the snap-through of a spherical cap.

To confirm this intuition, we solve the steady version of the dimensionless beam equation

(4.4) subject to the boundary conditions (4.5) to obtain

W (X) = µ
τX(cos τ − 1) + τ {cos[τ(1−X)]− cos τ} − sin τX − sin[τ(1−X)] + sin τ

τ(2 cos τ + τ sin τ − 2)
.

(4.8)

To determine the dimensionless compressive force τ2 in terms of the control parameter µ,

we substitute this solution into the end-shortening constraint (4.7) and rearrange to find

µ2 =
8τ(2 cos τ + τ sin τ − 2)2

2τ3 − τ2(sin 2τ + 4 sin τ) + 4τ(cos τ − cos 2τ) + 2(sin 2τ − 2 sin τ)
. (4.9)

For each value of µ, the allowed values of τ(µ) may be found numerically (e.g. using

the matlab routine fzero). Because it is easier to measure the midpoint displacement

W (1/2) rather than τ in experiments, we plot the resulting bifurcation diagram in terms

of W (1/2) and µ using the relation

W (1/2) = µ
tan(τ/4)

2τ
, (4.10)

which follows from (4.8). This result is shown in figure 4.4, and confirms that for small

µ, both inverted and natural equilibrium shapes exist. The inverted shape undergoes a

saddle-node bifurcation at

µ = µfold ≈ 1.7818, W (1/2) = Wfold(1/2) ≈ −0.3476, τ = τfold ≈ 7.5864.
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0 1 2 3

-0.5

0

0.5

Figure 4.4: The equilibrium behaviour of the strip, as predicted by beam theory. (a) Bifurcation

diagram: plotting the dimensionless midpoint displacement as a function of µ = α(∆L/L)−1/2.
The upper branch (solid red curve) corresponds to the natural shape, while the lower branch (solid
blue curve) corresponds to the inverted shape that disappears at the saddle-node (fold) bifurcation at
µfold ≈ 1.7818 (the black dashed curve corresponds to an unstable mode that is not observed exper-
imentally). A typical trajectory at fixed µ beyond the snap-through transition is also shown (green
arrow). (b) The corresponding arch shapes for each of the three modes when µ = 1. (Reprinted
from Gomez et al. (2017a), DOI: https://doi.org/10.1038/nphys3915.)

Here we refer to the equilibrium shape at the fold as Wfold(X) with corresponding com-

pressive force τ2
fold. Using standard techniques (Maddocks, 1987), it may be shown that

the inverted shape remains stable until the fold point, while the natural shape is always

stable (all other modes are unstable).

4.4 Snap-through dynamics

We now analyse the dynamics when the system is just beyond the saddle-node bifurcation.

We set µ = µfold + ∆µ with 0 < ∆µ� 1, a small perturbation measuring the ‘distance’ to

the snap-through transition. Because no inverted equilibrium exists for ∆µ > 0 (i.e. we

are to the right of the fold point in the bifurcation diagram of figure 4.4a), it follows that

for the strip to reach an equilibrium, it must snap upwards to the natural shape.

To give a physical interpretation of ∆µ, suppose that αfold and ∆Lfold are values of α

and ∆L at the fold point — so that µfold = αfold(∆Lfold/L)−1/2 — and set

α = αfold(1 + δ), ∆L = ∆Lfold(1− ε),
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where |δ| � 1 and |ε| � 1. Inserting these into the expression (4.6) for µ shows that ∆µ

is equivalent to perturbing the angle α and end-shortening ∆L where

∆µ

µfold
= (1 + δ) (1− ε)−1/2 − 1, (4.11)

∼ δ +
ε

2
.

It follows that ∆µ is positive, i.e. we are beyond the fold, provided δ + ε/2 > 0. If α is

held fixed and we only vary ∆L, this reduces to ε > 0.

We re-emphasise that we cannot perform a linear stability analysis at this stage: for

∆µ > 0 there is no equilibrium base state from which the system evolves during snap-

through. We faced this same issue in Chapter 3 when we analysed the behaviour of a

microbeam near the pull-in transition, which also corresponds to a saddle-node bifurcation.

Recall that we made progress via a perturbation approach, using the closeness of the

solution to the equilibrium shape at the fold as a small parameter. Here, the perturbation

∆µ is analogous to the normalised difference between the applied voltage and the pull-in

voltage. We now adapt the approach of Chapter 3 to study the snap-through dynamics

of the elastic arch, showing that the perturbation method still applies despite crucial

differences here: unlike the microbeam, the arch is not necessarily overdamped, and the

snap-through is driven by a change in geometry (according to (4.11)) rather than an

external field. This will allow us to obtain our key result: slow dynamics can be the

consequence of the ghost of a saddle-node bifurcation, and dissipation need not play a

part at all. This can contribute to a pseudo-bistable response, where the system appears

to be in equilibrium before accelerating to a remote state.

For initial conditions, we suppose that the arch starts at rest in a shape that is ‘close’

to the shape at the fold bifurcation, i.e.

W (X, 0) ≈Wfold(X), WT (X, 0) = 0. (4.12)

In practice, we achieve this with an indenter that ‘pushes’ the shape to be close to

Wfold(X), by imposing the midpoint displacement W (1/2, 0) = Wfold(1/2); away from

the midpoint, W (X, 0) ≈ Wfold(X) then holds because ∆L ≈ ∆Lfold for ∆µ � 1.

(More precisely, the steady indentation problem can be solved to obtain the shape of the

beam, Windent(X); comparing this with the bifurcation shape confirms that |Windent(X)−
Wfold(X)| = O(∆µ).) When the indenter is removed, the arch then snaps from rest to the

natural configuration (figure 4.4a).

The initial conditions (4.12) are different from the pull-in instabilities we studied in

Chapters 2 and 3: there we assumed the system starts in the zero voltage state, rather
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than near the displacement at the saddle-node bifurcation. This meant that when the

damping was small, the electrode was moving rapidly by the time it passed the pull-in

displacement, and there was no bottleneck phase. Here, the arch is forced to start at rest

near the fold shape, so that such inertial effects are no longer relevant. For ∆µ sufficiently

small, we then expect that the arch will only evolve away from Wfold(X) on a timescale

that is much slower than the inertial timescale — we have that W (X,T ) ≈Wfold(X) (and

also τ ≈ τfold) up to some dimensionless time T � 1.

To capture this explicitly we rescale time as T = ∆µ−ηT , where η > 0 characterises the

duration of this slow bottleneck phase and will be determined as part of the analysis. In

terms of re-scaled time, the beam equation (4.4) reads

∆µ2η ∂
2W

∂T 2
+ υ∆µη

∂W

∂T
+
∂4W

∂X4
+ τ2∂

2W

∂X2
= 0, 0 < X < 1. (4.13)

Interestingly, this shows that the importance of damping depends on the perturbation

∆µ, with two regimes possible. For sufficiently large υ/small ∆µ, we expect that viscous

damping dominates the inertia term, so that the dynamics are overdamped to leading

order. However, for sufficiently small υ, inertial forces will dominate: in other words, the

limiting effect is now how fast the arch can be accelerated from rest, rather than how

much it is slowed by damping.

We now make these considerations more precise. Recall that in Chapter 3, we showed

that the bottleneck analysis is equivalent to an expansion in powers of O(∆µ1/2) (∆µ

being analogous to the normalised voltage difference). We therefore seek an asymptotic

expansion about the fold shape of the form

W (X, T ) = Wfold(X) + ∆µ1/2W̃0(X, T ) + ∆µW̃1(X, T ) + . . . , (4.14)

τ(T ) = τfold + ∆µ1/2τ̃0(T ) + ∆µτ̃1(T ) + . . . . (4.15)

The choice of powers of ∆µ1/2 can also be justified a posteriori and reflects the fact that

the displacement (away from the bifurcation shape) in the bottleneck may grow larger

than the original perturbation to the system, ∆µ, though still remain small compared to

unity.

4.4.1 Leading-order problem

Inserting (4.14)–(4.15) into (4.13) and considering terms of O(∆µ1/2), we obtain the ho-

mogeneous equation

L(W̃0, τ̃0) ≡ ∂4W̃0

∂X4
+ τ2

fold

∂2W̃0

∂X2
+ 2τfoldτ̃0

d2Wfold

dX2
= 0. (4.16)
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4 Geometrically-constrained snap-through

The end-shortening constraint (4.7) and boundary conditions (4.5) are also homogeneous

at O(∆µ1/2):∫ 1

0

dWfold

dX

∂W̃0

∂X
dX = 0, W̃0(0, T ) = W̃0X (0, T ) = W̃0(1, T ) = W̃0X (1, T ) = 0.

Because the leading-order problem is homogeneous, it is equivalent to the equations gov-

erning small-amplitude oscillations about (Wfold, τfold), restricting to the neutrally-stable

(‘slow’) eigenfunctions whose natural frequency (eigenvalue) is zero.

Using linearity of the operator L(·, ·), we may scale τ̃0 out from (4.16) (since τ̃0 is

independent of X) so that

(W̃0, τ̃0) = A(T )(Wp(X), 1). (4.17)

Here A(T ) is an (undetermined) amplitude and Wp(X) is the eigenfunction satisfying

equation (4.16) with τ̃0 = 1, i.e.

L(Wp, 1) = 0,

∫ 1

0

dWfold

dX

dWp

dX
dX = 0, (4.18)

Wp(0) = W ′p(0) = Wp(1) = W ′p(1) = 0, (4.19)

where ′ = d/dX. While this system appears to over-determine Wp(X) (there are four

derivatives but five constraints), there is in fact a unique solution

Wp(X) =
1

τfold

(
X

dWfold

dX
− µfoldX

)
+ a1 (sin τfoldX − τfoldX) + a2 (cos τfoldX − 1) ,

(4.20)

where

a1 = −2µfold
sin2(τfold/2)

[
(τ2

fold − 2) cos τfold − 2τfold sin τfold + 2
]

τ2
fold (2 cos τfold + τfold sin τfold − 2)2 ,

and

a2 = −µfold
τ3

fold + τ2
fold sin τfold(cos τfold − 2) + 2(τfold cos τfold − sin τfold)(cos τfold − 1)

τ2
fold (2 cos τfold + τfold sin τfold − 2)2 .

(This solution is found by applying the boundary conditions (4.19), but also satisfies the

integral constraint in (4.18) when τfold is specifically the value of τ taken at the fold.)

Subsequently, we shall need two integrals associated with (4.20). We record the values of

these integrals here:

I1 =

∫ 1

0
W 2
p dX ≈ 0.0518, I2 =

∫ 1

0

(
dWp

dX

)2

dX ≈ 0.950. (4.21)
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4.4 Snap-through dynamics

The variable A(T ) appearing in (4.17) plays a key role in the snapping dynamics, and

is analogous to the variable used in Chapter 3: re-arranging the expansion in (4.14) shows

that it acts as an amplitude of the leading-order solution (and also its compressive force)

via

A(T ) =
W̃0(X, T )

Wp(X)
∼ ∆µ−1/2W (X, T )−Wfold(X)

Wp(X)
. (4.22)

Currently, A(T ) is undetermined. We proceed to the next order problem to determine

A(T ).

4.4.2 First-order problem

The amplitude A(T ) will be determined by a solvability condition on the first-order prob-

lem. To obtain dynamics at leading order, i.e. for A to be a non-constant function of time,

either the inertia term or the damping term must come into play at O(∆µ). Assuming

that the inertia term enters at this order, we require η = 1/4. With this choice, at O(∆µ)

the beam equation (4.13) becomes

L(W̃1, τ̃1) = −Wp

(
d2A

dT 2
+ Λ

dA

dT

)
−A2

(
2τfold

d2Wp

dX2
+

d2Wfold

dX2

)
, (4.23)

where the importance of damping is measured by

Λ = υ∆µ−1/4.

The reason for retaining the damping term at this order will be discussed below. The

end-shortening constraint and clamped boundary conditions at O(∆µ) have the form∫ 1

0

dWfold

dX

∂W̃1

∂X
dX = −1

2A
2

∫ 1

0

(
dWp

dX

)2

dX = −1
2I2A

2,

W̃1X (0, T ) = 1, W̃1(0, T ) = W̃1(1, T ) = W̃1X (1, T ) = 0,

where I2 was defined in (4.21).

Equation (4.23) features the same linear operator L(·, ·) as in the leading-order problem,

but now with an inhomogeneous right-hand side. The Fredholm Alternative Theorem

(Keener, 1988) implies that solutions exist only for a certain right-hand side, yielding a

solvability condition that takes the form of an ODE for A(T ). We formulate this condition

by multiplying (4.23) by the solution of the homogeneous adjoint problem (which from

(4.18)–(4.19) is simply Wp(X) as L(·, ·) is self-adjoint), integrating over the domain, and

using integration by parts to shift the operator onto the adjoint solution. After applying

97



4 Geometrically-constrained snap-through

the various boundary conditions satisfied by Wfold, Wp and W̃1, we arrive at

d2A

dT 2
+ Λ

dA

dT
= C1 + C2A

2, (4.24)

where

C1 =
4τfold

µfoldI1
≈ 329.0, C2 =

3τfoldI2

I1
≈ 417.8, (4.25)

and the integrals I1 and I2 are as defined in (4.21).

By including the damping term in the first-order problem, it appears that we have

implicitly assumed Λ = O(1). In the case where damping dominates inertia, we can

instead balance the damping term at O(∆µ) (i.e. we choose η = 1/2 instead of η = 1/4

prior to (4.23)). This leads to the same equation for A though with only a first-order

derivative (and time re-scaled by a factor of ∆µ−1/4), which is exactly the behaviour of

(4.24) in the limit Λ � 1. Similarly, equation (4.24) also holds asymptotically when

Λ � 1: the leading order solution in this case is precisely the solution if we neglect the

damping term. Hence, equation (4.24) is in fact asymptotically valid for any Λ.

We have now reduced the leading-order dynamics in the bottleneck to the normal form

for a saddle-node bifurcation (up to numerical constants), in a similar way to our analysis

in Chapter 3. However, the normal form now has a second-order time derivative arising

from the beam inertia. We see that the precise form of the boundary conditions applied to

the beam again enters only through the dimensionless constants appearing in the normal

form, i.e. C1 and C2 (as the boundary conditions determine the eigenfunction Wp and

fold shape Wfold); we therefore expect equation (4.24) to be generic for the dynamics of

snap-through.

When Λ � 1, equation (4.24) at leading order reduces to the amplitude equation we

studied in Chapter 3, upon re-scaling T by a factor of Λ (and identifying A with the

change in displacement away from the pull-in displacement). Because all terms become

O(1) after this re-scaling, the bottleneck duration in this case is Tb = O(Λ). In original

dimensionless time, T = t/t∗ = ∆µ−1/4T , we therefore expect the scaling law

Tb = O(υ∆µ−1/2),

for the duration of the bottleneck, i.e. we inherit the usual inverse square-root scaling. On

the other hand if Λ� 1, we expect the bottleneck time is Tb = O(1), and so we have

Tb = O(∆µ−1/4).

Hence, the underdamped dynamics changes the exponent typically seen for the slowing
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4.4 Snap-through dynamics

down due to a saddle-node ghost. As expected, the overdamped timescale is always slower,

and in either case the timescale satisfies Tb � 1 provided that ∆µ� 1.

Another important feature of (4.24), regardless of the size of Λ, is that solutions undergo

finite-time blow up. This is due to the quadratic forcing term. In fact, as A → ∞, the

equation ultimately reduces to a balance between inertia and this nonlinearity:

d2A

dT 2
∼ C2A

2,

which can be solved (with appropriate matching conditions) to demonstrate blow-up at

T = T∞ <∞. Of course, the motions of the strip actually remain bounded during snap-

through. Returning to our original asymptotic expansion (4.14), we see that asymptotic

validity requires W̃0 � ∆µ−1/2 or equivalently A � ∆µ−1/2. As soon as A grows com-

parable to ∆µ−1/2 (� 1), the local analysis presented above breaks down: in terms of

the picture in figure 4.4a, this means that the strip has left the vicinity of the fold and

is accelerating rapidly towards the natural shape. Nevertheless, our treatment here will

allow us to obtain the key quantity of interest, the snapping time, which is dominated by

the time spent getting through the bottleneck.

To solve (4.24), we need initial conditions for A and AT . Recall from the discussion after

(4.12) that we impose |W (X, 0) −Wfold(X)| = O(∆µ) and WT (X, 0) = 0. Because the

leading-order component enters the asymptotic expansion in (4.14) at O(∆µ1/2) (� ∆µ),

the initial conditions on A are homogeneous, i.e.

A(0) = AT (0) = 0. (4.26)

With these initial data, we now analyse the solution in the two regimes Λ� 1 and Λ� 1.

4.4.3 Underdamped snap-through: Λ� 1

When Λ� 1, the amplitude equation (4.24) at leading order becomes

d2A

dT 2
= C1 + C2A

2.

Multiplying by AT and integrating twice with initial conditions (4.26) (taking the positive

root for AT ) we obtain the solution in implicit form:

T =

√
3

2

∫ A(T )

0

dξ

(3C1ξ + C2ξ3)1/2
. (4.27)
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4 Geometrically-constrained snap-through

The right-hand side can be written in terms of elliptic integrals of the first kind, though

we do not pursue this here. We check that this solution remains uniformly valid while

A� ∆µ−1/2: the ratio of the neglected damping term to the inertia term is

ΛAT
AT T

∼
√

2

3
Λ

(√
3C1A+ C2A3

C1 + C2A2

)
,

and as the bracketed term is bounded for all A ≥ 0, this remains small when Λ� 1.

At early times when A � 1, the integrand in (4.27) is dominated by the 3C1ξ term.

The solution therefore simplifies to

A ∼ C1

2
T 2.

(This may also be obtained directly from the ODE). Since A(T ) acts as an amplitude of

the motions of the strip, we see that the displacement initially grows quadratically in time,

in contrast to the linear growth we have seen for overdamped systems. At later times when

A� 1, the integrand is dominated by the C2ξ
3 term for large ξ. We then have

T =

√
3

2

∫ ∞
0

dξ

(3C1ξ + C2ξ3)1/2
−
√

3

2

∫ ∞
A(T )

dξ

(3C1ξ + C2ξ3)1/2
,

∼
√

3

2

∫ ∞
0

dξ

(3C1ξ + C2ξ3)1/2
−
√

6

C2
A−1/2. (4.28)

We deduce that A = O(∆µ−1/2) when

T =

√
3

2

∫ ∞
0

dξ

(3C1ξ + C2ξ3)1/2
+O(∆µ1/4).

Evaluating the integral gives the bottleneck time

Tb ∼
(

64π2C1C2

3

)−1/4

Γ
(

1
4

)2 ≈ 0.179. (4.29)

Re-arranging (4.28) also shows that the solution accelerates out of the bottleneck according

to the power law

A ∼ 6

C2
(Tb − T )−2.

For comparison, we have solved the full amplitude equation (4.24) with the initial data

A(0) = AT (0) = 0 in matlab using the routine ode15s (relative and absolute error

tolerances of size 10−10). The trajectories A(T ) at the values Λ = 10−3, 10−2 and 10−1

are plotted on log–log axes in figure 4.5; also shown is the asymptotic blow-up time (4.29)

(for later reference, trajectories at larger values of Λ are also displayed). We see that the
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10-3 10-2 10-1 100 101
10-5

100

105

Figure 4.5: Trajectories A(T ) satisfying the amplitude equation (4.24) with initial conditions
A(0) = AT (0) = 0 (coloured curves; see legend). Also shown is the predicted bottleneck time (4.29)
for Λ� 1 (vertical black dotted line) and the corresponding bottleneck times (4.32) valid for Λ� 1
(vertical black dashed lines).

curves collapse well for Λ � 1, being indistinguishable on the figure, and clearly show

quadratic behaviour at early times.

4.4.4 Overdamped snap-through: Λ� 1

For completeness, we also consider the overdamped limit Λ � 1. We neglect the inertia

term in (4.24) to obtain

Λ
dA

dT
= C1 + C2A

2. (4.30)

(This is equivalent to re-scaling T by Λ and neglecting terms of O(Λ−2).) Ignoring the

transient around T = 0 where inertia is important (needed to satisfy the initial conditions

(4.26)), the solution satisfying A→ 0 as T → 0 is

A =

√
C1

C2
tan

(√
C1C2

Λ
T
)
.

As well as showing that A initially grows linearly in time (after the inertial transient), this

solution implies that when A� 1 we have

A ∼ Λ

C2

(
π

2
√
C1C2

Λ− T
)−1

, (4.31)

where we have used the expansion tanx ∼ (π/2− x)−1 as x→ π/2.
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4 Geometrically-constrained snap-through

However, this solution is not uniformly valid. Differentiating (4.30) shows that the

corresponding acceleration is AT T = (2C2/Λ)AAT . The ratio of the neglected inertia

term to the damping term is then

AT T
ΛAT

∼ 2C2

Λ2
A.

When A = O(Λ2), this ratio becomes O(1) and the solution breaks down. Because Λ� 1,

we have that A� 1 at this point and so (4.31) implies that this occurs when

T =
π

2
√
C1C2

Λ−O(Λ−1).

Further analysis shows that the solution always blows up inside this interval. Hence, as

A = O(∆µ−1/2) whenever T ∼ π/(2
√
C1C2)Λ, regardless of the relative sizes of ∆µ−1/2

and Λ, the bottleneck time to leading order is

Tb ∼
π

2
√
C1C2

Λ. (4.32)

The behaviour as the strip leaves the bottleneck is more delicate. If ∆µ−1/2 � Λ2, then

A = O(∆µ−1/2) while the solution (4.31) is still valid, so that

A ∼ Λ

C2
(Tb − T )−1 .

However, if ∆µ−1/2 & Λ2, then the solution leaves the bottleneck when inertia is important

again. In particular, if ∆µ−1/2 � Λ2, scaling arguments show that the inertia term

dominates the damping term at this stage. The power law behaviour is then similar to

the underdamped case, i.e.

A ∼ 6

C2
(Tb − T )−2.

The trajectories in the regime Λ� 1 are also shown in figure 4.5, obtained by numerical

integration of the amplitude equation (4.24). Because we have not re-scaled time by a

factor of Λ, these do not collapse onto a master curve. However, figure 4.5 confirms the

linear growth of solutions, and that the blow-up time of trajectories closely follows the

leading-order prediction (4.32) (vertical black dashed lines).

4.4.5 Summary

We have shown that while the arch remains close to the equilibrium shape at the fold, its

leading-order behaviour obeys

W (X,T ) ∼Wfold(X) + ∆µ1/2A(T )Wp(X),
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4.5 Simulations of the dynamic elastica

where Wp(X) is the neutrally-stable eigenfunction given by (4.20) and the amplitude A(T )

satisfies the ODE (4.24) parameterised by Λ = υ∆µ−1/4. This predicts that the duration

of the bottleneck scales as Tb = O(1) for Λ� 1 (underdamped dynamics) and Tb = O(Λ)

for Λ� 1 (overdamped dynamics). In the case when the system is initially at rest near the

fold shape, we obtained the bottleneck times (given here in original dimensionless time)

Tb =
tb
t∗
∼


(

64π2C1C2
3

)−1/4
Γ
(

1
4

)2
∆µ−1/4 ≈ 0.179∆µ−1/4 υ � ∆µ1/4 � 1,

π
2
√
C1C2

υ∆µ−1/2 ≈ 0.00424 υ∆µ−1/2 ∆µ1/4 � υ.
(4.33)

We also compute the bottleneck time directly from equation (4.24) for each value of

Λ. The power law behaviour as A → ∞ is used to compute Tb to a relative accuracy

Tol by integrating until A has grown sufficiently large to ensure (Tb − T )/Tb < Tol. The

dependence of Tb on Λ is plotted on log–log axes in figure 4.6, and for comparison the

leading-order predictions in (4.33) are shown. We conclude that the asymptotic analysis

captures the behaviour of the amplitude equation (4.24) extremely well for Λ . 10−1 and

Λ & 102. Combining the asymptotic results for Λ � 1 and Λ � 1, we can also form a

composite expansion that approximates the behaviour of Tb for intermediate values of Λ.

In this case, we apply an ad hoc additive expansion to obtain

Tb ≈
(

64π2C1C2

3

)−1/4

Γ
(

1
4

)2
+

π

2
√
C1C2

Λ ≈ 0.179 + 0.00424 Λ. (4.34)

As well as yielding the correct behaviour in the limits Λ � 1 and Λ � 1, this approx-

imation is accurate to within 23% when Λ = O(1). This is plotted as the red curve in

figure 4.6.

4.5 Simulations of the dynamic elastica

The above analysis is based on classical beam theory, and so is formally valid only for

arches that are shallow in shape. We now investigate the behaviour of deeper arches using

the dynamic elastica equations. These extend beam theory to account for geometrically

large displacements, while remaining in the limit of small mechanical strains; this is pos-

sible because the cross-section of the strip has dimensions much smaller than its length,

i.e. h, b� L.

4.5.1 Theoretical formulation

To formulate the elastica equations, we parameterise the deformed centreline of the arch

as r(s, t) = x(s, t)ex+y(s, t)ey, where ex and ey are unit vectors in the x and y directions,
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10-2 100 102
10-1

100

101

Figure 4.6: The bottleneck time obtained by numerical integration of (4.24) (with initial condi-
tions A(0) = AT (0) = 0) until the point when (Tb − T )/Tb < 10−3 (blue circles). The asymptotic
results predicted by (4.33) in the underdamped regime Λ� 1 (black dotted line) and the overdamped
regime Λ � 1 (black dashed line) are also shown, together with their composite expansion (4.34)
(red curve).

and s is arclength measured along the centreline from the left clamp. Modelling the strip

as an inextensible, unshearable elastica, the arclength s is then viewed as a Lagrangian

coordinate fixed in the deforming strip (Howell et al., 2009). If we again neglect out-of-

plane bending and twist about the axis of the strip, its local orientation is completely

characterised by the angle θ(s, t) between the tangent to the centreline and the horizontal;

see figure 4.3. In terms of Cartesian components, we have the geometric relation

∂r

∂s
= cos θ ex + sin θ ey. (4.35)

Let n(s, t) be the resultant force and m(s, t) be the resultant moment (per unit width)

attached to the centreline, obtained by averaging the internal force/moment over the cross-

section. The dynamic elastica equations can be derived using a variational approach (see

Patric̀ıo et al., 1998, for example), or, alternatively, we can follow McMillen & Goriely

(2003) and directly balance linear and angular momentum to yield

∂n

∂s
= ρsh

∂2r

∂t2
+ Υ

∂r

∂t
, (4.36)

∂m

∂s
+
∂r

∂s
× n = ρsI

∂2θ

∂t2
ez. (4.37)

Here I = h3/12 is the second moment of area (per unit width) of the rectangular cross-

section (Landau & Lifshitz, 1986) and the other quantities are defined as in §4.2. Equations

(4.36)–(4.37) are supplemented with the Euler-Bernoulli constitutive law, which states that
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4.5 Simulations of the dynamic elastica

the bending moment is proportional to the curvature of the centreline:

m = B
∂θ

∂s
ez, (4.38)

where the bending stiffness is B = EI.

Non-dimensionalisation

For convenience we now scale all lengths by the length L of the strip, i.e. we set s = LS,

r = LR (so that x = LX and y = LY ). In addition, we introduce the dimensionless

forces n = B
L2 N. As in §4.2, time is scaled as t = t∗T where t∗ = (ρshL

4/B)1/2 is the

inertial timescale. We insert these scalings into equations (4.36)–(4.37) and the geometric

relation (4.35), re-writing the bending moment using the Euler-Bernoulli law (4.38). We

also decompose the force resultant as N = NXeX +NY eY . In Cartesian components, the

full system of dimensionless equations becomes

∂X

∂S
= cos θ, (4.39)

∂Y

∂S
= sin θ, (4.40)

∂NX

∂S
=
∂2X

∂T 2
+ υ

∂X

∂T
, (4.41)

∂NY

∂S
=
∂2Y

∂T 2
+ υ

∂Y

∂T
, (4.42)

∂2θ

∂S2
−NX sin θ +NY cos θ = S ∂

2θ

∂T 2
,

where the dimensionless damping υ is defined as in §4.2, and the importance of rotational

inertia is measured by the ‘stretchability’ parameter (Neukirch et al., 2012; Pandey et al.,

2014)

S =
h2

12L2
.

Consistent with the small-strain assumption, valid for h� L, we neglect this term so that

the moment balance simplifies to

∂2θ

∂S2
= NX sin θ −NY cos θ. (4.43)

The imposed angles at the clamped ends (figure 4.3) are

θ(0, T ) = α, θ(1, T ) = 0. (4.44)
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The applied end-shortening gives the re-scaled boundary conditions

X(0, T ) = 0, Y (0, T ) = 0,

X(1, T ) = 1− ∆L

L
, Y (1, T ) = 0.

(4.45)

Note that the geometric relations (4.39)–(4.40) allow the dimensionless displacement of

the centreline to be written in terms of θ(S, T ) as

R(S, T ) =

[∫ S

0
cos θ(ξ, T )dξ

]
eX +

[∫ S

0
sin θ(ξ, T )dξ

]
eY . (4.46)

Setting S = 1, the final two conditions in (4.45) can instead be written as integral con-

straints on θ(S, T ), namely∫ 1

0
cos θ(S, T ) dS = 1− ∆L

L
,

∫ 1

0
sin θ(S, T ) dS = 0. (4.47)

The problem is closed with initial conditions for θ and θT , which will be specified later.

Relationship to beam theory

Because the elastica generalises classical beam theory to geometrically large displacements,

we recover the beam equations derived in §4.2 to leading order when θ � 1. The details

of this reduction are provided in Appendix 4.A, which shows that in this limit we can

identify

S ∼ X, θ ∼ ∂Y

∂X
, Y ∼

(
∆L

L

)1/2

W, NX ∼ −τ2, NY ∼ Nx
∂Y

∂X
− ∂3Y

∂X3
, (4.48)

where W is the dimensionless displacement of the shallow arch with corresponding com-

pressive force τ (defined in §4.2.2). The factor of (∆L/L)1/2 necessary to relate W and Y

is because of the different vertical lengthscale used in the non-dimensionalisation in this

section.

4.5.2 Equilibrium shapes

We first consider the equilibrium solutions of the elastica equations. Neglecting the time

derivatives in (4.41)–(4.42) shows that the force components NX and NY are constant

along the length of the arch. We then solve the moment balance (4.43) subject to the

boundary conditions (4.44) and integral constraints (4.47). Unfortunately, we cannot

scale the end-shortening ∆L out of these equations, as we did with the beam model in
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§4.2; the behaviour of the arch now depends on the individual values of α and ∆L/L,

rather than the combination µ = α(∆L/L)−1/2. Nevertheless, we shall still talk of varying

µ in this case, though of course solutions with the same µ will not, in general, map to one

another. Throughout this section we focus on the scenario in which α > 0 is fixed while

the dimensionless end-shortening ∆L/L is quasi-statically varied; the opposite case may

be treated in a similar way.

While it may be possible to make analytical progress using elliptic functions, we do not

pursue this here. For each value of α and ∆L/L, we instead solve the boundary-value prob-

lem numerically by discretising in S and solving the resulting set of algebraic equations (we

later use this technique to solve the dynamic equations; for details of the discretisation

scheme see §4.5.3 below and also Appendix 4.B). The result is a similar response dia-

gram to that predicted by beam theory. Crucially, the bifurcation structure is preserved:

at large end-shortenings ∆L/L (corresponding to small values of µ), both inverted and

natural equilibrium shapes exist, while the inverted equilibrium disappears at a saddle-

node bifurcation as ∆L/L is decreased (larger µ). This is shown in figure 4.7a, where

we have plotted the equilibrium modes in terms of the vertical midpoint displacement

Y (1/2) (for clarity only results for values of ∆L/L in a neighbourhood of the bifurcation

point are plotted). In figure 4.7b we re-scale the data to plot the corresponding values of

W (1/2) = (∆L/L)−1/2Y (1/2) as a function of µ. With this re-scaling, and for sufficiently

small clamp angles α . π/6, the branches collapse onto the predictions of beam theory

(obtained in §4.3) as expected. At larger values α & π/4, we observe a small shift in the

branches and the location of the saddle-node bifurcation.

4.5.3 Dynamics

Numerical solution

To solve the dynamic elastica equations (4.39)–(4.45) we use the method of lines. More

specifically, we discretise the arclength S on a uniform mesh composed of (N + 1) grid

points in the interval [0, 1]. We use a second-order centered difference to approximate the

derivative appearing in (4.43), and we apply the trapezium rule to compute the integrals

appearing in (4.46) and (4.47). In this way, the problem reduces to a system of differential

algebraic equations (DAEs), consisting of (N − 1) ODEs in time and algebraic constraints

that enforce the boundary conditions X(1, T ) = 1−∆L/L and Y (1, T ) = 0. We are able

to demonstrate second-order accuracy in the convergence of our numerical scheme as N is

increased; further details of the scheme and convergence plots are provided in Appendix

4.B.
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Figure 4.7: (a) Response diagram of the equilibrium solutions of (4.43) subject to (4.44) and
(4.47), plotted in terms of the dimensionless midpoint height Y (1/2). Numerical results are shown
when α is fixed while the end-shortening ∆L/L is varied quasi-statically (symbols; see legend),
obtained by solving the discretised equations (with N = 100; see §4.5.3). The upper branches
(Y (1/2) > 0) correspond to the natural shape, while the lower branches (Y (1/2) < 0) correspond
to the inverted shape; the connected branches above each fold point are unstable. (b) Re-scaling the
data in terms of W (1/2) = (∆L/L)−1/2Y (1/2) as a function of µ = α(∆L/L)−1/2. Also shown for
comparison are the predictions from beam theory using equations (4.9)–(4.10) (solid black curves).

We use the same initial conditions considered for the shallow arch in §4.4: the arch

starts at rest in a shape that is near the equilibrium shape at the fold, using an indenter

to impose the midpoint displacement W (1/2, 0) = Wfold(1/2). When the indenter is

removed at T = 0, the arch then snaps to the natural shape. This is achieved within

our numerical scheme by the following procedure. We first determine the location of the

fold point, and the corresponding equilibrium solution, using the continuation algorithm

described in Appendix 4.B. Because we fix the clamp angle α > 0, this corresponds to a

critical end-shortening ∆Lfold/L and associated midpoint height Yfold(1/2). We perturb

the system beyond the fold, i.e. we set

∆L = ∆Lfold(1− ε),

where 0 < ε � 1. We then solve for the indented shape (and the associated force com-

ponents) using a modified form of our steady equations, accounting for an (unknown)

transverse point force at the arch midpoint needed to satisfy the additional constraint

Y (1/2) = Yfold(1/2) (see §4.B.3 in Appendix 4.B). The corresponding solution then serves

as the initial data. We use the indented shape and bifurcation value ∆Lfold from the

discretised system, rather than solving the steady elastica equations directly (e.g. using

bvp4c in matlab); this eliminates the sensitivity of the bottleneck dynamics to errors in

these quantities (we discussed a similar point in Chapter 3 in the context of solving the

dynamic microbeam equations; see Appendix 3.B there).
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The system of DAEs are integrated numerically for each damping coefficient υ using the

routine ode15s, to output the trajectory at each grid point in the discretisation scheme.

For all simulations reported in this chapter we specify N = 100, a relative error tolerance

of 10−8 and an absolute error tolerance of 10−3 in ode15s. We also limit the maximum

time step of the solver to 10−4. We have checked that our results are insensitive to further

increasing N , decreasing these tolerances or decreasing the maximum time step.

To allow us to relate the solutions to those obtained by beam theory, we note that the

above perturbation to ∆L is equivalent to setting (recall equation (4.11))

∆µ

µfold
= (1− ε)−1/2 − 1 ≈ ε

2
.

Using µfold ≈ 1.7818, the corresponding value of Λ, measuring the importance of damping

during the bottleneck phase, is then

Λ = υ∆µ−1/4 ≈ 0.8655 υ
[
(1− ε)−1/2 − 1

]−1/4
≈ 1.0293 υε−1/4.

Underdamped snap-through: Λ� 1

Typical trajectories of the arch midpoint height, Y (1/2, T ), when the system is under-

damped are shown in figure 4.8a. Here we have varied the perturbation ε, while choosing

the dimensionless damping υ to ensure that Λ = 10−2; results are shown for a relatively

shallow clamp angle α = π/6 (30◦), and a much deeper angle α = π/3 (60◦). We see

that the arch passes through a slow bottleneck phase before accelerating upwards, with

the duration of the bottleneck increasing as ε decreases. The midpoint then reaches a

turning point before undergoing underdamped oscillations about the natural shape (these

are prolonged due to the small amount of damping; for clarity only the start of these

oscillations is plotted).

We re-scale the trajectories in terms of the amplitude variable A(T ) as a function of

re-scaled time T = ∆µ1/4T ; recall from §4.4.1 that A characterises the growth of the

displacement during the bottleneck phase. Combining equations (4.22) and (4.48) (setting

X = 1/2), the variable A is related to Y (1/2, T ) via

A(T ) = ∆µ−1/2

(
∆L

L

)−1/2 Y (1/2, T )− Yfold(1/2)

Wp(1/2)
, (4.49)

where Wp(1/2) ≈ 0.3324 follows from (4.20). This re-scaling is shown in figure 4.8b, and

shows that the different trajectories collapse onto the prediction from beam theory over

a large portion of the bottleneck phase. In particular, we are able to collapse trajectories
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Figure 4.8: Dynamics of underdamped snap-through (Λ = 10−2). (a) Midpoint trajectories ob-
tained by numerical integration of the elastica equations (coloured curves; see legend). (b) Re-
scaling the trajectories to plot the amplitude variable A(T ) (defined in (4.49)) as a function of
re-scaled time T = ∆µ1/4T . For comparison, the trajectory predicted by the amplitude equation
(4.24) is shown (black dotted curve).

at the larger clamp angle α = π/3 and for moderately small perturbations ε . 10−1.

The quadratic growth is also evident and is well captured by the leading-order dynamics

predicted by the amplitude equation (4.24).

At later times, when the solution to (4.24) undergoes finite-time blow up, the numerical

trajectories no longer collapse (see the inset of figure 4.8b); this corresponds to the loss

of asymptotic validity as soon as A reaches O(∆µ−1/2). Nevertheless, since the growth

by this point is rapid anyway (due to the quadratic nonlinearity in (4.24)), we see that

the blow-up time will lead to an accurate prediction of the bottleneck duration. At very

early times (T . 10−2) the trajectories also do not collapse and differ from the asymptotic

solution. This is because equation (4.24) is only asymptotically valid when A � ∆µ1/2:

at smaller values, the higher-order terms of O(∆µ) in the asymptotic expansions we made

during the bottleneck analysis (recall (4.14)–(4.15)) must be considered.

Overdamped snap-through: Λ� 1

The corresponding trajectories in the overdamped limit, Λ� 1, are shown in figure 4.9a.

In this case the arch displays a more pronounced bottleneck phase, due to the additional

(external) damping in the system. Figure 4.9b shows that excellent agreement with the

asymptotic prediction (4.24) may again be obtained, which confirms that the growth

throughout the bulk of the bottleneck is linear in time (the quadratic behaviour at early

times, which occurs due to an initial transient where inertia is important, is exaggerated

due to the log–log axes). Outside of this interval, where asymptotic validity is lost, we see
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Figure 4.9: Dynamics of overdamped snap-through (Λ = 102). (a) Midpoint trajectories obtained
by numerical integration of the dynamic elastica equations for different clamp angle α and per-
turbation ε beyond the snap-through bifurcation (coloured curves; see legend). (b) Re-scaling the
trajectories to plot the amplitude variable A(T ) (defined in (4.49)) as a function of re-scaled time
T = ∆µ1/4T , the data collapse onto the solution of the amplitude equation (4.24) (black dotted
curve).

a similar picture as in the underdamped regime, though now the arch rapidly comes to

rest in the natural state without prolonged oscillations.

Comparison of snap-through times

We define the snap-through time Tsnap to be the time when the velocity of the midpoint

equals zero, i.e. the point at which the arch begins to reverse its motion and oscillate

about the natural shape. (When the arch is overdamped and instead relaxes to equilibrium

without oscillating, we define Tsnap to be the time at which the midpoint velocity decreases

below 10−3.) This allows us to measure the duration of the bottleneck in a consistent way,

though we note that the value is relatively insensitive to the precise definition of Tsnap,

since the snap-through time is always dominated by the duration of the bottleneck.

The re-scaled snap-through times, Tsnap = ∆µ1/4Tsnap, are shown in figure 4.10 for a

range of numerical simulations. We see that the snap-through time is in good agreement

with the prediction of beam theory, both for non-shallow arches and for moderately small

perturbations ε, consistent with the agreement observed for the trajectories. We expect

that it is possible to perform a similar bottleneck analysis in the full elastica equations,

since the asymptotic method we presented relies only on the underlying bifurcation struc-

ture; hence it is not so surprising that our asymptotics also captures the scaling behaviour

of non-shallow arches. However, what is remarkable is that the pre-factors are also well

approximated by beam theory, despite the fact that this is formally valid only for α� 1.
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Figure 4.10: The snap-through time obtained by simulations of the dynamic elastica (symbols;
see legend); for each data set, Λ has been varied by changing the damping υ. For comparison the
bottleneck time obtained by numerical integration of the amplitude equation (4.24) is shown (red
dashed curve), together with the composite asymptotic expansion (4.34) (black dotted curve).

4.6 Experiments

We have shown that near the snap-through transition, the dimensional snap-through time

increases according to

tb ≈
(

0.179 ∆µ−1/4 + 0.00424 υ∆µ−1/2
)
t∗,

valid for shallow arches with 0 < ∆µ � 1; here ∆µ measures the normalised ‘distance’

to the snap-through bifurcation, υ is the dimensionless damping coefficient, and t∗ is

the inertial timescale. In §4.5, we also showed that this prediction approximates well

the behaviour of arches that are not shallow in shape. In particular, for underdamped

dynamics where υ � ∆µ1/4, critical slowing down still occurs, albeit with a modified

exponent (1/4 rather than 1/2 for overdamped dynamics). As ∆µ → 0, this means that

the inertial timescale will significantly underestimate the observed snap-through time. To

test this scaling law, and the extent to which t∗ fails to predict the snap-through time for

realistic values of ∆µ, we now consider experiments on real samples.

4.6.1 Experimental methods

To obtain dynamics that were effectively underdamped, we used arches composed of bi-

axially oriented polyethylene terephthalate (PET) film (Goodfellow, Cambridge, ρs =
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(b)(a)

(c)

Figure 4.11: Experimental setup used to investigate the snap-through dynamics of the arch sys-
tem. (a) Top view showing the strip buckled into an unstable inverted state with an end-shortening
past the snapping transition, ∆L < ∆Lfold; a metal indenter prevents the strip from snapping by
making contact at its midpoint and imposes w(L/2, 0) = wfold(L/2). Scale bar 10 cm. (b) The
indenter is then lowered allowing the arch to snap (three successive stages superimposed). (c) A
spatio-temporal plot of the midpoint reveals its trajectory during snapping (PET, L = 240 mm,
α = 21.34◦, ∆Lfold = 10.41 mm, wfold(L/2) = −16.75 mm, ∆L = 10.20 mm). The montage
begins before the point when the indenter loses contact with the strip, and ends as the arch os-
cillates about the natural shape (the horizontal line is at zero displacement). Slices through a
total of 828 frames (separated by 1 ms) are shown. (Reprinted from Gomez et al. (2017a), DOI:
https://doi.org/10.1038/nphys3915.)

1.337 g cm−3, h = 0.35 mm, E = 5.707 GPa). As experiments were conducted at room

temperature, well below the glass transition temperature of PET, this material acts as

a glassy polymer, showing little viscous creep and dynamic dissipation (Demirel et al.,

2011; Yilmazer et al., 2000). To study the effect of different material properties, we

also performed experiments on stainless steel rolled shim (304 grade, RS components,

ρs = 7.881 g cm−3, h = 0.1 mm, E = 203.8 GPa). The value of the Young’s modulus E

for each material was determined by analysing the frequency of small-amplitude vibra-

tions of the arch. The timescale of snapping was varied by changing the natural length

of the strip: for PET we used lengths L ∈ {240, 290, 430} mm while for steel we used

L ∈ {140, 280} mm.

The ends of each strip were clamped into vice clamps (PanaVise 301) which were
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mounted onto a linear track so that the strip deformed in one plane only. To minimise

the effect of gravity, the strip was oriented sideways so its width was along the vertical

direction; see figure 4.11a. The right clamp was fixed parallel to the track, while the left

clamp held the strip at an angle α 6= 0 (constant throughout each experiment) and could

be moved along the track to vary the applied end-shortening ∆L. We note that finer

control could be obtained using this method, rather than the alternative case in which ∆L

is fixed and α is varied. A digital camera mounted above the left clamp allowed α to be

determined to an accuracy of ±2◦, and changes in ∆L to be measured to an accuracy of

±200 µm (by measuring displacement of the clamp from a known reference state).

In each experiment, the strip was first placed in the inverted equilibrium shape with

a large enough end-shortening, ∆L, so that the system was bistable. We then decreased

∆L quasi-statically in small steps, measuring the steady midpoint displacement, w(L/2),

until the strip snapped. The bifurcation value ∆Lfold, and the corresponding midpoint

displacement, wfold(L/2), was determined experimentally (further details are provided in

Appendix 4.C).

For values ∆L < ∆Lfold, the strip then snaps upwards to the natural shape. To enforce

the initial condition that the arch starts at rest close to the fold shape, we used a metal

ruler (tip width 1 mm) to impose the midpoint displacement w(L/2, 0) = wfold(L/2).

The ruler was attached to a laboratory jack that was lowered vertically out of contact

with the strip to allow snapping to proceed (figure 4.11b). The snapping dynamics were

filmed using a high speed camera (Phantom Miro 310) at a frame rate of 1000 fps. The

camera was placed vertically above the strip, allowing the midpoint position (marked on

the edge) to be recorded when the strip was in motion. For each movie, we crop around

the midpoint position and convert the movie to a spatio-temporal plot (montage) of the

midpoint trajectory using ImageJ (NIH); a typical plot is shown in figure 4.11c. This

shows how the arch passes through an initial bottleneck phase before accelerating to the

natural shape, after which the arch undergoes prolonged underdamped oscillations. While

it is not clear from the montage when the indenter is lowered and snapping begins, this

can be determined using a fitting procedure (described in Appendix 4.D), from which the

midpoint trajectory can be extracted.

4.6.2 Experimental results

With the start of the snap determined (and set to be t = 0), typical plots of the midpoint

trajectories are shown in figure 4.12a. This confirms that the displacement of the mid-

point initially grows quadratically in time, in contrast to the exponential growth that is
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Figure 4.12: Midpoint trajectories during snapping. (a) Evolution of the midpoint position,
w(L/2, t), away from the initial value wfold(L/2) (PET, L = 290 mm, α = 19.85◦, ∆Lfold =
9.20 mm, wfold(L/2) = −20.95 mm). For each value of ∆Lfold − ∆L (given by the colourbar),
three runs are recorded and shown here (circles). (Data is plotted only until the strip begins to
oscillate about the natural shape.) (b) The data of (a), rescaled in terms of the amplitude variable
A(T ) (defined in (4.50)) as a function of dimensionless time T = ∆µ1/4t/t∗, collapse onto the
predicted asymptotic behaviour (4.27) (solid black curve) while A is small. (Reprinted from Gomez
et al. (2017a), DOI: https://doi.org/10.1038/nphys3915.)

commonly observed in systems at the onset of instability (Pandey et al., 2014). In addi-

tion, the dynamics slow down systematically as the system approaches the snap-through

transition, with the trajectories shifted further to the right as ∆L↗ ∆Lfold.

In figure 4.12b, we re-scale the experimental trajectories in terms of the amplitude

variable A(T ), defined in equation (4.22) above but now setting X = 1/2:

A(T ) = ∆µ−1/2(L∆L)−1/2w(L/2, T )− wfold(L/2)

Wp(1/2)
. (4.50)

Here we compute ∆µ using the experimentally determined value of ∆Lfold rather than

the theoretical value, since this is consistent with the behaviour of the strip prior to snap-

through (Appendix 4.C). We see that this rescaling collapses the trajectories onto a single

master curve reasonably well. We have also superimposed the solution (4.27) predicted

by the bottleneck analysis in the underdamped limit, which compares favourably to the

experimental trajectories while A . 1 (note that data is not available at very early times

T . 10−2, when we observed a deviation from the asymptotic solution for the elastica

simulations reported in §4.5). For A � 1, the asymptotic analysis breaks down and fails

to predict how the arch approaches the natural equilibrium and oscillates.

We note that there is some dispersion of the data in figure 4.12b about the numerically

predicted A(T ). We attribute this dispersion to uncertainty in the measured value of ∆L

(±200 µm), which increases the relative error in ∆µ as ∆L approaches ∆Lfold. Figure
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Figure 4.13: Slowing down of snapping dynamics. Inset: Experimentally measured snapping
times, tsnap, as the end-shortening ∆L approaches ∆Lfold (symbols; see legend). Main plot: Snap-
ping times, re-scaled by the inertial timescale t∗, as a function of the normalised distance to bi-
furcation ∆µ = µ − µfold. The data collapse onto the asymptotic prediction Tsnap ≈ 0.179∆µ−1/4

from beam theory (solid black line). Horizontal error bars correspond to the uncertainties in mea-
surements of α (±2◦) and ∆L (±200 µm); vertical error bars correspond to the standard deviation
of the measured snapping times over three runs. (Reprinted from Gomez et al. (2017a), DOI:
https://doi.org/10.1038/nphys3915.)

4.17 in Appendix 4.D shows the experimentally determined A(T ) that were not shown in

figure 4.12b; these experiments were performed with other lengths L and strips made of

either PET or steel, and show that a better collapse can be obtained.

As in §4.5, for each experiment we define the snap-through time, tsnap, to be the time

when the arch reaches the first peak of vibrations and its velocity is zero (labelled in

figure 4.11c); here we average the value over three runs. The measured times obtained

in this way are shown in the inset of figure 4.13, which confirms the systematic slowing

down near the snap-through transition. In the main panel of the figure, we show that the

underdamped bottleneck prediction Tb ≈ 0.179∆µ−1/4 leads to a collapse of the data for

strips composed of different materials and natural lengths L, and predicts the dependence

on ∆µ well; in particular, the data are consistent with the ∆µ−1/4 scaling law even up to

values ∆µ = O(1) where our asymptotic analysis is no longer strictly valid.

The data in figure 4.13 and the expression for the snap-through time, Tb ≈ 0.179∆µ−1/4,

show that as the system approaches the snap-through transition the dynamics slow down

significantly. However, we note that the pre-factor (≈ 0.179) is small, meaning that the

snap-through time is comparable to the characteristic elastic timescale t∗ for experimen-

tally attainable ∆µ, which here is on the order of 0.1 s. In other systems the appropriate
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pre-factor may be substantially larger and finer control of the distance to bifurcation ∆µ

may be possible; in such circumstances we expect that a substantial disparity between the

observed snap-through time and the characteristic elastic timescale t∗ may then emerge.

4.7 Summary and discussion

In various areas of physics, delay phenomena have been shown to be a consequence of being

close to a critical transition — a phenomenon often referred to as critical slowing down

(Scheffer et al., 2009; Chaikin & Lubensky, 1995). In this chapter, we have shown that

macroscopic snap-through instabilities exhibit a very similar phenomenology. Our central

result is that a delay in the dynamics can be due to the ghost of a saddle-node bifurcation,

and that this behaviour should be generically expected near the loss of stability. This can

occur over purely elastic timescales and requires no additional physics. In such scenarios,

the timescale of the delay is not necessarily the relaxation timescale of the material, as

has often been assumed in the literature (Forterre et al., 2005; Santer, 2010).

We have studied an elastic arch as a simple model system to gain insight. Using beam

theory (which is valid for shallow arches), we identified the parameter µ = α(∆L/L)−1/2

that arises naturally as the only control parameter in the (steady) problem. This is the first

time the parameter has been identified in the context of pre-stressed arches, i.e. those that

are formed by buckling a planar strip (see the discussion in Brinkmeyer et al., 2013). By

interpreting µ as the ratio of bending and stretching energies, we see that the mechanism

underlying snap-through is the system finding a shape with lower bending energy. This

is similar to the situation seen in shallow spherical caps, which are characterised by an

analogous geometric parameter (Fitch, 1968; Brodland & Cohen, 1987).

Because a linear stability analysis was not applicable, we analysed the snapping dynamics

using the perturbation method we developed in Chapter 3 for electrostatic pull-in. The

key difference here is that bistability and snap-through behaviour arises from geometric

nonlinearity (due to the end-shortening applied to the arch) rather than from an external

field, and inertial forces were considered as well as external damping. Nevertheless, we

were able to adapt the perturbation method and reduce the leading-order dynamics to

the normal form for a saddle-node bifurcation, now with a second-order time derivative

due to beam inertia. As a result, the snapping dynamics inherit the critical slowing

down near a saddle-node bifurcation and the displacement grows ballistically rather than

exponentially. A detailed analysis of the amplitude equation revealed two possible regimes

depending on the importance of damping compared to the ‘distance’ to the snap-through

transition in parameter space, with different scaling laws for the snap-through time. In

particular, in the underdamped limit (Λ � 1), the displacement grows quadratically
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and the bottleneck time Tb = O(∆µ−1/4), a different exponent to that typically seen in

critical slowing down; if damping dominates (Λ � 1), the displacement grows linearly

and we recover the well-known inverse square-root law Tb = O(υ∆µ−1/2). These regimes

were confirmed by numerical simulations of the dynamic elastica and experiments in the

underdamped case, extending our conclusions to arches that are not necessarily shallow

in shape.

The importance of critical slowing down in elastic instabilities such as snap-through has

not been appreciated previously, despite numerous experiments showing signs of diverging

timescales as the threshold is approached (Hung & Senturia, 1999; Brinkmeyer et al.,

2012; 2013; Urbach & Efrati, 2017). We note that biological systems such as the Venus

flytrap may be particularly prone to such a slowing down, as approach to snap-through is

often controlled by slow processes such as swelling or growth of tissues; hence we expect

that the analogue of ∆µ may attain very small values. However, such processes also

introduce dynamic effects so that the above analysis does not apply (we assume the system

is quasi-statically placed beyond the snap-through transition). It would be interesting to

understand how this affects the snap-through dynamics, and if the scaling laws for the

snap-through time change as a result. In particular, dynamic effects may cause a delayed

bifurcation, as has been observed in other physical systems such as a semiconductor laser

(Tredicce et al., 2004) and phase transitions in liquid crystals (Majumdar et al., 2013).

In both biological and engineering settings, snap-through would seem to require a trade-

off between the speed of snapping (a faster snap requiring larger ∆µ) and the time/energy

taken to attain a large ∆µ. Our analysis, combined with techniques for controlling snap-

through such as solvent-induced swelling (Holmes & Crosby, 2007) or photo-initiation

(Shankar et al., 2013), may offer the possibility to tune the timescale of snap-through

from fast to slow by controlling how far beyond the transition one takes the system.

Critical slowing down may also mean that very close to the snap-through transition

the system becomes overdamped (rather than inertial), so that the precise nature of the

damping present needs to be considered, for example viscoelasticity in man-made applica-

tions (Brinkmeyer et al., 2013) or poroelasticity in biological systems (Forterre et al., 2005;

Skotheim & Mahadevan, 2005). However, unlike external damping which we considered

in this chapter, stress relaxation associated with viscoelasticity can change the effective

stiffness of a structure, and hence modify when snap-through occurs. It therefore remains

unclear how viscoelasticity influences the snap-through dynamics, and what role material

relaxation plays in obtaining anomalously slow dynamics, as opposed to the purely elastic

slowing down studied here. We turn to these questions in the next chapter.
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4.A Reducing the elastica equations to classical beam theory

Appendix 4.A Reducing the elastica equations to classical

beam theory

Assuming θ � 1, we may approximate cos θ ∼ 1 and sin θ ∼ θ ignoring terms of O(θ2).

The geometrical relations (4.39)–(4.40) then simplify to

∂X

∂S
= 1,

∂Y

∂S
= θ. (4.51)

Using X(0, T ) = 0, we can integrate the first relation to give that X(S, T ) = S. Hence

for a shallow arch, the arclength at a point along the centreline can be identified with

its horizontal coordinate, and since the centreline is inextensible there is no horizontal

displacement to leading order. Returning to the horizontal momentum balance (4.41), we

see that the component NX of the force resultant cannot vary along the length of the strip,

i.e. NX = NX(T ). Differentiating the moment balance (4.43) once with respect to S, and

making use of the vertical momentum balance (4.42) and the second relation in (4.51), we

obtain the usual beam equation in terms of the vertical displacement Y :

∂2Y

∂T 2
+ υ

∂Y

∂T
+
∂4Y

∂X4
−NX

∂2Y

∂X2
= 0.

The boundary conditions (4.44)–(4.45) become (subscripts denoting differentiation)

YX(0, T ) = α, Y (0, T ) = Y (1, T ) = YX(1, T ) = 0.

Observe that to apply the end-shortening (4.47) we must globally retain terms of O(θ2):

neglecting these terms would lead to the statement 0 = ∆L/L. Note that this is consistent

with our linear equations above, since the O(θ2) terms there were neglected on a local basis.

Ignoring only higher-order terms of O(θ4), this reduces to

1

2

∫ 1

0

(
∂Y

∂X

)2

dX =
∆L

L
.

Finally, we recover the dimensionless beam equations given in §4.2 upon re-scaling

Y =

(
∆L

L

)1/2

W, NX = −τ2.

Appendix 4.B Details of the numerical scheme

To solve the dynamic elastica equations, we discretise the interval [0, 1] using a uniform

mesh with spacing ∆S = 1/N (N ≥ 2 is a fixed integer). We write Si = i∆S (i =
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4 Geometrically-constrained snap-through

0, 1, 2, . . . , N) for the ith grid point, with corresponding position vector ri = (Xi, Yi)
T.

We also let θi(T ) be the numerical approximation to θ(S, T ) at the grid point Si. We

use the angles θi as generalised coordinates here, i.e. we write the discretised system of

equations in terms of θi rather than the position vectors ri; this approach avoids having

to introduce N constraints to enforce inextensibility of the centreline on each interval

(Si, Si+1).

To obtain explicit equations for each θi, we first integrate (4.41)–(4.42) to write the force

components as

NX(S, T ) = P (T ) +

∫ S

0

∂2X

∂T 2
+ υ

∂X

∂T
dξ, (4.52)

NY (S, T ) = Q(T ) +

∫ S

0

∂2Y

∂T 2
+ υ

∂Y

∂T
dξ, (4.53)

where P (T ) and Q(T ) are unknown (these act as Lagrange multipliers to enforce the

end-shortening constraints). To achieve second-order accuracy in the convergence of our

numerical scheme, we use the trapezium rule for quadrature. For a general function

f(S, T ), we then have that for each i = 1, 2, . . . , N − 1

∫ Si

0
f(S, T ) dS ≈ ∆S

2

i−1∑
k=0

[f(Sk+1, T ) + f(Sk, T )] ,

=
∆S

2

[
f(0, T ) +

N−1∑
k=1

Uikf(Sk, T )

]
,

where in the last equality we have introduced the (N − 1) × (N − 1) upper triangular

matrix U = (Uij) where

Uij =


0 i < j,

1 i = j,

2 i > j.

Setting f(S, T ) = cos θ(S, T ) and f(S, T ) = sin θ(S, T ) in turn, and using the fact that

θ0 = α, we obtain

X(Si, T ) ≈ ∆S

2

[
cosα+

N−1∑
k=1

Uik cos θk

]
,

Y (Si, T ) ≈ ∆S

2

[
sinα+

N−1∑
k=1

Uik sin θk

]
, i = 1, 2, . . . , N − 1.
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4.B Details of the numerical scheme

It follows that(
∂2X

∂T 2
+ υ

∂X

∂T

) ∣∣∣∣
S=Si

≈ −∆S

2

N−1∑
k=1

Uik

[(
d2θk
dT 2

+ υ
dθk
dT

)
sin θk +

(
dθk
dT

)2

cos θk

]
,

(
∂2Y

∂T 2
+ υ

∂Y

∂T

) ∣∣∣∣
S=Si

≈ ∆S

2

N−1∑
k=1

Uik

[(
d2θk
dT 2

+ υ
dθk
dT

)
cos θk −

(
dθk
dT

)2

sin θk

]
.

Substituting the above into (4.52), we may then approximate the force component NX as

(making use of X(0, T ) = 0)

NX(Si, T ) ≈ P (T ) +
∆S

2

N−1∑
j=1

Uij

(
∂2X

∂T 2
+ υ

∂X

∂T

) ∣∣∣∣
S=Sj

,

≈ P (T )− ∆S2

4

N−1∑
j=1

Uij

N−1∑
k=1

Ujk

[(
d2θk
dT 2

+ υ
dθk
dT

)
sin θk +

(
dθk
dT

)2

cos θk

]
.

(4.54)

Similarly, using (4.53) and Y (0, T ) = 0, we have

NY (Si, T ) ≈ Q(T ) +
∆S2

4

N−1∑
j=1

Uij

N−1∑
k=1

Ujk

[(
d2θk
dT 2

+ υ
dθk
dT

)
cos θk −

(
dθk
dT

)2

sin θk

]
.

(4.55)

We approximate the ∂2θ/∂S2 term appearing in the moment balance (4.43) using a

second-order centered difference on the interior grid points. Upon substituting the ap-

proximations (4.54)–(4.55), and making use of the addition formulae for sin(θi − θk) and

cos(θi − θk), equation (4.43) becomes, for i = 1, 2, . . . , N − 1,

θi+1 − 2θi + θi−1

∆S2
− P sin θi +Q cos θi

= −∆S2

4

N−1∑
j=1

Uij

N−1∑
k=1

Ujk

[(
d2θk
dT 2

+ υ
dθk
dT

)
cos(θi − θk) +

(
dθk
dT

)2

sin(θi − θk)

]
.

(4.56)

The boundary conditions (4.44) give

θ0 = α, θN = 0. (4.57)

The imposed end-shortening X(1, T ) = 1−∆L/L and Y (1, T ) = 0 (recall (4.45)) leads to
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4 Geometrically-constrained snap-through

the algebraic constraints

∆S

2

[
cosα+ 1 + 2

N−1∑
k=1

cos θk

]
= 1− ∆L

L
,

∆S

2

[
sinα+ 2

N−1∑
k=1

sin θk

]
= 0. (4.58)

To write the system in matrix form, we introduce the column vectors of length (N − 1)

Θ = (θ1, θ2, . . . , θN−1)T,

s = (sin θ1, sin θ2, . . . , sin θN−1)T,

c = (cos θ1, cos θ2, . . . , cos θN−1)T,

e1 = (1, 0, . . . , 0)T.

We define the (N −1)× (N −1) upper triangular matrices A = (Aij) and B = (Bij) where

Aij = cos (θi − θj) (U2)ij ,

Bij = sin (θi − θj) (U2)ij .

We also define the (N − 1)× (N − 1) tridiagonal matrix

D =
1

∆S2



−2 1

1 −2 1
. . .

. . .
. . .

1 −2 1

1 −2


.

The system of equations (4.56) can then be written as

A
d2Θ

dT 2
+

[
υA+B diag

(
dΘ

dT

)]
dΘ

dT
=

4

∆S2

[
P s−Qc− α

∆S2
e1 −DΘ

]
, (4.59)

where we write diag(a) for the diagonal matrix whose diagonal entries are the entries of

the vector a. Together with the constraints (4.58), these equations constitute a system of

differential algebraic equations (DAEs) since the unknown functions P (T ) and Q(T ) do not

explicitly enter (4.58). It is convenient to reduce the index of the system by differentiating
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4.B Details of the numerical scheme

(4.58) once, which can then be written in the form

∆S sT dΘ

dT
= 0,

∆S cT dΘ

dT
= 0.

The numerical solution then satisfies (4.58) (to within numerical tolerances) provided

that the initial data are consistent with (4.58). Together with (4.59), the DAE system can

then easily be written in mass-matrix form (with singular mass matrix) and integrated

numerically using the matlab ODE solvers. We note that it is possible to obtain explicit

expressions for the Lagrange multipliers P and Q (up to the solution of a linear system)

and hence avoid a singular mass matrix (Ruhoff et al., 1996); alternatively, using the

impetus-striction method, the system can be rephrased as an unconstrained Hamiltonian

system in which the constraints (4.58) are automatically satisfied (Dichmann & Maddocks,

1996). However, we found that the formulation here can be efficiently integrated using the

routine ode15s, once the sparsity pattern of the mass matrix is specified (for example the

matrix A is upper triangular); simulations using N = 100 typically complete in under a

minute on a laptop computer. We also note that the matrices A and B can be efficiently

constructed by applying the routine meshgrid to the vector Θ.

4.B.1 Equilibrium solutions

Setting the time derivatives to zero in (4.59) shows that equilibrium solutions satisfy

DΘ = P s−Qc− α

∆S2
e1, (4.60)

together with (4.58). We solve these algebraic equations in matlab using the routine

fsolve to determine Θ and the unknown force components P and Q. To obtain a response

diagram as we vary the dimensionless end-shortening ∆L/L, we implement the numerical

solver into a continuation algorithm. Rather than controlling ∆L/L, however, we instead

control P and solve for the corresponding value of ∆L/L at each stage. This allows us

to use a simple continuation algorithm that continues past the saddle-node bifurcation

without any convergence issues (when controlling ∆L/L, the bifurcation diagram exhibits

a vertical fold near which a small change in ∆L/L produces a large change in the solution).

In dealing with the different solution branches, we use the analytical solutions predicted

by beam theory (derived in §4.3) as initial guesses, relating these to Θ, P and Q using

(4.48).
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Figure 4.14: (a) Relative error between the solution to the steady problem using N grid points,
ΘN , and the ‘exact’ solution Θ∞ (obtained by solving the ODE boundary-value problem using
bvp4c), as N is increased (here α = π/6 and ∆L/L = 10−1). (b) Difference between successive
approximations obtained by numerical integration up to dimensionless time T = 1 during snapping
(α = π/6, ε = 10−3, υ = 1).

4.B.2 Convergence plots

We check convergence of our numerical scheme using two approaches. In the first ap-

proach, we solve the equilibrium problem at a fixed value of α and ∆L/L (using an error

tolerance of 10−10 for fsolve). We denote the solution for Θ using spacing ∆S = 1/N

as ΘN . We then compare these to the solution obtained by solving the steady elastica

equations (i.e. the ODE (4.43), boundary conditions (4.44) and integral constraints (4.47))

directly in matlab using the solver bvp4c, which employs a collocation method (error tol-

erances 10−10); we denote the corresponding solution evaluated on the grid points in our

discretisation by Θ∞. The particular case α = π/6 and ∆L/L = 10−1 is shown in figure

4.14a, which confirms that second-order accuracy is indeed obtained, with the relative

error
||ΘN −Θ∞||2
||Θ∞||2

= O(N−2) as N →∞.

(Similar convergence is observed in the force components.) Figure 4.14a also shows that

using N = 100 results in a relative error that is around 10−4 (this is also observed with

other values of α and ∆L/L).

In the second test of convergence, we integrate the dynamic equations for fixed values of

α, ε and υ up to a specified time T during the snapping motion. We denote the solution for

Θ using spacing ∆S = 1/N as ΘN (T ). In the absence of an ‘exact’ solution in this case,

we instead compare the differences between successive approximations as N is increased.

A typical plot is shown in figure 4.14b (setting α = π/6, ε = 10−3, υ = 1 and T = 1),
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4.B Details of the numerical scheme

which suggests that the differences ||ΘN −ΘN/2||2 form a Cauchy sequence with

||ΘN (T )−ΘN/2(T )||2 = O(N−2) as N →∞.

4.B.3 Solving for the indented shape

To solve for the indented arch shape, we must account for a point force at the arch midpoint

S = 1/2. The magnitude of this force, Find, is unknown and must be determined as part

of the solution, so that the imposed midpoint displacement

Y (1/2) = Yfold(1/2),

is satisfied. Assuming the indentation force acts purely in the transverse direction, this

introduces a jump in the force resultant NY of size Find at S = 1/2. The steady moment

balance (4.43) then becomes

∂2θ

∂S2
=

P sin θ − (Q− Find) cos θ 0 < s < 1/2,

P sin θ −Q cos θ 1/2 < s < 1,

for unknown P and Q, which is to be solved with the boundary conditions (4.44) and

(4.47) and additional constraints∫ 1/2

0
sin θ dS = Yfold(1/2),

[
θ
]1/2+

1/2−
=
[ ∂θ
∂S

]1/2+

1/2−
= 0.

The latter conditions ensure that θ and ∂θ/∂S are continuous across S = 1/2, to avoid a

corner (with infinite bending energy).

In our numerical scheme, considering N even, the midpoint of the arch corresponds to

the grid point i = N/2 and the jump conditions above are automatically satisfied. The

steady equations (4.60) then become

DΘ = P s−Qc− α

∆S2
e1 + Find

(
IN/2−1 0N/2−1,N/2

0N/2,N/2−1 0N/2

)
c,

and we include the additional constraint

∆S

2

sinα+ sin θN/2 + 2

N/2−1∑
k=1

sin θk

 = (Yfold)N/2,

where (Yfold)N/2 is the vertical displacement of the equilibrium solution at the fold, eval-

uated at the grid point i = N/2.
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4 Geometrically-constrained snap-through

Appendix 4.C Determining the snapping transition in

experiments

The dimensional bifurcation diagram obtained by varying ∆L quasi-statically is shown

in figure 4.15a. The bifurcation point, ∆Lfold, was never observed exactly: when we

decreased ∆L, we introduced perturbations that caused snap-through slightly before the

fold was reached. We determined ∆Lfold by fitting the data points close to the transition

to a parabola (dotted curves in figure 4.15a). This best-fit parabola also predicted the

corresponding midpoint position at the bifurcation point, wfold(L/2), which was then

the midpoint displacement fixed by the indenter in experiments. Note that this fitting

procedure only needed to be performed once for each strip.

In determining the bifurcation diagram experimentally, various errors were introduced

in the measurement of the angle α and the end-shortening ∆L. To plot the dimensionless

bifurcation diagram, we therefore allow the value of α to be varied (within the limits

of experimental uncertainty, ±2◦) so that the experimentally determined fold point is

as close as possible to that predicted theoretically. The result, plotted in terms of µ =

α(∆L/L)−1/2, is compared with the result of beam theory in figure 4.15b. The fitted

position of the fold, µfold (as predicted from the best-fit parabola), is displayed in each

case (dotted vertical lines). Because the snapping dynamics depend sensitively on the size

of ∆µ = µ − µfold, the theoretical value of µfold (≈ 1.7818) is not used to calculate ∆µ;

instead, we use the shifted values of α, and the corresponding fitted values of µfold, since

this is consistent with the observed behaviour of the strip prior to snapping. Throughout

§4.6.2 we refer to the shifted value of α for each experiment.

Appendix 4.D Measuring the snap-through dynamics

The montage in figure 4.11c begins before the indenter lost contact with the strip, and

it is not clear from these plots when the snapping motion first occurs. This start of the

motion is key to the snapping time, and so this point must be carefully determined. The

values of w(L/2, traw) are determined from each montage, with traw denoting the raw time

(measured from an arbitrary point in the montage). Figure 4.16a shows a typical set of

trajectories obtained in this way for snap-through at different values of ∆L < ∆Lfold; these

are plotted in terms of the change in midpoint position away from the value imposed by

the indenter, ∆wmid ≡ (w−wfold)|x=L/2. Even without the moment of release determined,

a semi–log plot of ∆wmid would reveal a straight line if the initial growth of the instability

were exponential (as predicted if a standard linear stability analysis were applicable). This

plot (figure 4.16b) does not indicate such an exponential growth.
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Figure 4.15: (a) Midpoint position of equilibrium shapes as a function of the applied end-
shortening, ∆L. Data is shown for PET strips with L = 240 mm (red upward-pointing trian-
gles), L = 290 mm (green circles) and L = 430 mm (blue squares). Also plotted is data for
steel strips with L = 140 mm (cyan right-pointing triangles) and L = 280 mm (magenta dia-
monds). The lower branches (i.e. with w(L/2) < 0) correspond to the inverted shape while the
upper branches (i.e. with w(L/2) > 0) correspond to the natural shape after snap-through has oc-
curred. In each case the best-fit (least-squares) parabola through the 6 points closest to the snapping
transition is shown (dotted curves). (b) The same data plotted in dimensionless terms, where α
has been chosen within the range of experimental uncertainty (±2◦) so that the fitted bifurcation
points (vertical dotted lines) are close to the theoretical value µfold ≈ 1.7818. The final points are
µfold ≈ 1.7884, α = 21.34◦ (red upward-pointing triangles), µfold ≈ 1.9452, α = 19.85◦ (green
circles), µfold ≈ 1.8800, α = 21.17◦ (blue squares), µfold ≈ 1.8174, α = 22.51◦ (cyan right-pointing
triangles), and µfold ≈ 1.9236, α = 17.14◦ (magenta diamonds). The prediction from beam theory
(reproduced from figure 4.4a) is also shown (black curves). (Reprinted from Gomez et al. (2017a),
DOI: https://doi.org/10.1038/nphys3915.)
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Figure 4.16: Midpoint trajectories during snap-through (PET, L = 290 mm, α = 19.85◦,
∆Lfold = 9.20 mm, wfold(L/2) = −20.95 mm). (a) Evolution of the midpoint displacement from
its initial value, ∆wmid = (w − wfold)|x=L/2. For each end-shortening (given by the colourbar),
the snapping motion begins at some time traw = t0 > 0 that is not known. (Note that data is
plotted only until the strip begins to oscillate about the natural shape.) (b) The same data plotted
on semi–log axes do not suggest the presence of a classical linear instability in the initial motion
(which would be indicated by a phase of exponential growth). (c) Rescaling the data according to
the right-hand side of (4.62) (numerical differentiation was performed using forward differences).
A linear (least-squares) fit over the first 5 points in each case (dotted lines) gives the estimates
β ≈ {2.12, 1.96, 1.93, 2.29, 1.83, 2.29, 1.87, 2.10} given in increasing order of ∆Lfold−∆L; these are
all consistent with the expected quadratic growth, β = 2. (d) Rescaling the data according to the
power-law (4.61) with β = 2, together with the best-fit line over the first 5 points in each case (dot-
ted lines). This allows the start time of snapping, t0, to be determined from the intercept with the
horizontal axis. (Reprinted from Gomez et al. (2017a), DOI: https://doi.org/10.1038/nphys3915.)
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4.D Measuring the snap-through dynamics

If we instead assume power-law growth of the form

∆wmid ∝ (traw − t0)β, (4.61)

where t0 is the time when contact is first lost and β > 0 is an (unknown) exponent, then

traw − t0
β

=

{
d

dtraw
log ∆wmid

}−1

. (4.62)

A plot of the experimentally determined right-hand side of (4.62) as a linear function of

traw is shown in figure 4.16c. Despite the noise in the plot (which is due to numerical

differentiation of the logarithm of our experimental data, as in (4.62)), we see that our

data is entirely consistent with β = 2, i.e. the strip deflection grows quadratically in time,

as predicted by our bottleneck analysis in §4.4.

A further check that the growth is quadratic is to plot the square root of the midpoint

displacement as a function of traw on linear axes (figure 4.16d). This confirms a linear

behaviour at early times, and allows us to determine the start of the snap, t0, from the

intercept of the best-fit line with the horizontal axis. (We use the plotting procedure

indicated in figure 4.16d to determine t0 because this is less susceptible to noise than the

approach used in figure 4.16c.)
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Figure 4.17: Dimensionless midpoint trajectories during snapping for PET and steel strips of
different natural length L than figure 4.12 in the main text. For each value of ∆Lfold −∆L (given
by the colourbar), three runs are recorded and shown here. In each panel, we plot the amplitude
variable A(T ) (defined in equation (4.50)) as a function of dimensionless time T = ∆µ1/4t/t∗.
The solid black curves are the predicted asymptotic behaviour (4.27) in the underdamped limit from
beam theory. (Reprinted from Gomez et al. (2017a), DOI: https://doi.org/10.1038/nphys3915.)
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Chapter 5

Viscoelastic snap-through

Synopsis

We study the dynamics of snap-though when viscoelastic effects are present.

To gain analytical insight we analyse a modified form of the Mises truss,

a single-degree-of-freedom structure, which features an ‘inverted’ shape that

snaps to a ‘natural’ shape. Motivated by the anomalously slow snap-through

shown by spherical caps, we consider a theoretical experiment in which the

truss is first indented to an inverted state and allowed to relax whilst a speci-

fied displacement is maintained, before the displacement constraint is removed.

We first study the dynamics for the limit in which the timescale of viscous re-

laxation is much larger than the characteristic elastic timescale. Combining

direct numerical solutions with a multiple-scales analysis, we show that two

types of snap-through are possible: the truss immediately snaps back over the

elastic timescale or it displays ‘pseudo-bistability’, in which it undergoes a slow

creeping motion before rapidly accelerating. This pseudo-bistability occurs in a

narrow parameter range near the snap-through bifurcation, and so is naturally

susceptible to a saddle-node ghost. We then analyse the alternative limit in

which the viscous timescale is much smaller than the elastic timescale, demon-

strating that even a small amount of viscoelasticity significantly influences the

bottleneck dynamics. This leads to an intricate asymptotic structure and new

scaling laws for the snap-through time. Curiously, we find a regime in which

increasing the viscosity has the effect of decreasing the snap-through time.

A preprint of a paper based on this chapter is available (Gomez et al., 2018b).
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5 Viscoelastic snap-through

5.1 Introduction

Many elastic systems that undergo snap-through exhibit some degree of energy dissipation.

This is particularly true of biological systems such as the Venus flytrap, whose snapping

leaves are saturated with water and may dissipate energy via internal fluid flow (Forterre

et al., 2005). Similarly, commercially available ‘jumping popper’ toys are composed of a

rubbery polymer that may exhibit viscoelastic behaviour (Brinkmeyer et al., 2012). In

each of these systems, the speed of snap-through is much slower than what would be

predicted by the näıve elastic timescale, so it is commonly assumed that the dissipation

must be responsible for the observed timescale.

In the previous chapter we showed that this assumption need not be the case: surpris-

ingly slow dynamics can in fact be obtained in systems with negligible dissipation. This

time delay arises from the remnant or ‘ghost’ of the saddle-node bifurcation, and so re-

quires no additional physics to be present. Nevertheless, a key feature of this slowing down

is that the system needs to be very close to the snap-through bifurcation: the amount of

delay that is experimentally attainable may in practice be small. Moreover, when dissipa-

tive effects are present, it is not clear what relative role dissipation and the saddle-node

ghost may play. While we have previously considered the influence of external damping

(e.g. due to air drag), viscoelastic behaviour is fundamentally different because it modifies

the stability characteristics of structures. We are therefore interested in how material

viscosity interacts with the critical slowing down phenomenon, and in characterising the

snap-through times and parameter regimes in which each mechanism becomes dominant.

Unlike elastic solids, viscoelastic materials generally undergo stress relaxation when sub-

ject to a constant strain; this causes the effective stiffness of the structure to evolve in

time. If a constant stress is imposed instead, the material may also exhibit a slow creep-

ing motion (Howell et al., 2009). Santer (2010) has demonstrated how these combined

effects allow structures to exhibit ‘temporary bistability’ or ‘pseudo-bistability’ during

snap-through. The idea of pseudo-bistability is that when a structure is held in a con-

figuration that is near (but just beyond) a snap-through threshold, just as a popper toy

may be held ‘inside-out’, the change in stiffness associated with stress relaxation can cause

the structure to effectively become bistable. When the structure is released, the stiffness

recovers during a creeping motion, until eventually this bistability is lost and rapid snap-

through occurs. Similar to the phenomenon of creep buckling (Hayman, 1978), the total

snap-through time is then governed by the relaxation timescale of the material and can

be very large. This phenomenon may be useful in morphing devices that are required to

cycle continuously between two distinct states; for example, dimples proposed for aircraft

wings that buckle in response to the air flow to reduce skin friction (Dearing et al., 2010;
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Terwagne et al., 2014), and ventricular assist devices which use snap-through of a spher-

ical cap under a cyclic pneumatic load to generate blood flow (Gonçalves et al., 2003).

In these applications, pseudo-bistability means that the actuation needed to move the

structure between different states can be applied for a shorter duration, which may lead

to significant reduction in the energy consumed (Santer, 2010).

Using finite element simulations, Santer (2010) has demonstrated pseudo-bistability in

a single-degree-of-freedom truss-like structure, as well as spherical caps reminiscent of

jumping popper toys. The phenomenon has been observed experimentally in spherical

caps (Madhukar et al., 2014) and truncated conical shells (Urbach & Efrati, 2017), and

generically appears to occur only in a narrow parameter range near the transition to bista-

bility, i.e. the threshold at which snap-through no longer occurs. Brinkmeyer et al. (2012)

performed a systematic study of the snap-through dynamics of viscoelastic spherical caps,

using a combination of finite element simulations and experiments. Continuing this work,

Brinkmeyer et al. (2013) studied the pseudo-bistable effect in viscoelastic arches. In these

studies the phenomenon is found to have a number of common features, including (i) to

obtain any time delay the structure needs to be held for a minimum amount of time before

release; and (ii) the resulting snap-through time depends sensitively on the parameters of

the system and appears to diverge near the bistability transition. However, these basic

features are not well understood quantitatively despite having important implications for

applications of pseudo-bistability. The sensitivity of the snap-through time, for instance,

means the system needs to be precisely tuned to obtain a desired response time. For this

reason direct comparison between experiments and finite element simulations has revealed

large quantitative errors (Brinkmeyer et al., 2012; 2013).

In addition, the simulations referred to above are all based on two key assumptions

regarding the viscoelastic response: (i) the material behaves as though elastic with an ef-

fective stiffness that evolves in time, and (ii) the response during recovery is the reciprocal

of the response during relaxation, i.e. once the structure is released, the stiffness smoothly

recovers to its initial, fully unrelaxed, value. These assumptions mean that modelling

the dynamics is relatively simple compared to more general viscoelastic models, and the

resulting equations are more easily implemented in commercially-available finite element

packages. Furthermore, the different dynamical regimes can often be inferred by consid-

ering the elastic response in which the stiffness is fully unrelaxed and fully relaxed, as

the stiffness at any moment must be bounded between these two extremes (Santer, 2010).

However, the validity of these assumptions, and whether they can be justified from first

principles, remains unclear.

An alternative approach is to start from the constitutive law of a viscoelastic solid, and

derive the equations of motion that couple the stress to the deformation of the structure.
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While this approach is significantly more complicated, it eliminates the need to make any

additional assumptions regarding the behaviour of the stiffness. Instead, the stiffness is

an unknown that is solved for as part of the problem. This method has previously been

used to obtain analytical expressions for the snap-through loads of simple viscoelastic

structures (Nachbar & Huang, 1967), and the conditions under which creep buckling occurs

(Hayman, 1978). More recently, Urbach & Efrati (2017) developed a general theoretical

framework for modelling viscoelastic snap-through based on a metric description of the

constitutive equations. However, due to the inherent complexity of viscoelastic effects

an analytical understanding of the dynamics is still lacking, with previous approaches

relying on experiments and direct numerical solutions. For example, it is unclear precisely

when pseudo-bistable behaviour is obtained, and why the snap-through time appears to

diverge near the snap-through transition. Are we simply observing another instance of a

saddle-node ghost? These are the questions we address in this chapter.

5.1.1 A simple model system

While we are motivated by the slow dynamics shown by snapping shells (e.g. the leaves

of the Venus flytrap), we study a much simpler model system to gain analytical insight.

Due to the additional complexity of viscoelastic effects here, we follow Brinkmeyer et al.

(2013) and consider a Mises truss (also referred to as a von Mises truss). In its simplest

form, this single-degree-of-freedom structure features two central springs, assumed to be

linearly elastic, that are pin-jointed at their ends. As shown in figure 5.1a, the springs are

inclined at a non-zero angle to the horizontal in their natural state. To give the system

inertia, we place a point mass where the springs meet, which is assumed to move only in

the vertical direction.

The truss in its current form is bistable: as well as the undeformed or ‘natural’ state,

the truss may be in equilibrium in a reflected state, where the length of each spring

is unchanged from its rest length. This bistability may be modified by introducing an

additional spring connected vertically to the point mass (figure 5.1b) (Krylov et al., 2008;

Panovko & Gubanova, 1987). As the stiffness of the vertical spring increases relative to

the central springs, we expect the inverted state to eventually become unstable, since

this state leads to a large increase in the length of the vertical spring. In an experiment

where the truss is held fixed in an inverted position using an indenter, the truss will then

immediately snap back to its natural state when the indenter is released, independently

of how long it is held. This snap-through is reminiscent of a spherical cap (and the pre-

buckled arch studied in Chapter 4), which features an analogous ‘inverted’ state that

snaps back to a ‘natural’ state. In fact, we may consider the truss as a lumped model

for a spherical cap. The central springs parameterise the membrane (stretching) stiffness
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Figure 5.1: (a) The simplest form of the Mises truss, which features bistable ‘natural’ (highlighted)
and ‘inverted’ (lightly shaded) equilibrium states. (b) This bistability is lost when an additional,
linearly elastic, spring of sufficient stiffness is attached vertically to the point mass. (c) Replacing
the vertical spring by a viscoelastic element, modelled as a standard linear solid (SLS).

of the shell, since these springs can be viewed as corresponding to the shell’s midsurface.

The vertical spring parameterises the bending stiffness: this spring penalises rotating the

truss about its pin-jointed ends, which mimics bending the shell about its edges as it is

turned inside-out.

Now suppose that the vertical spring is viscoelastic. Note that a typical snap-through

experiment includes both displacement-control and force-control: during indentation we

impose a given displacement, and releasing the truss corresponds to imposing zero in-

dentation force. It is therefore insufficient to describe the viscoelastic response using a

Maxwell or Kelvin-Voigt model, since these fail to capture both stress relaxation (under

displacement-control) and creep (under force-control) behaviour. Instead, we use the con-

stitutive law of a standard linear solid (SLS), which is the simplest model that describes

both of these effects (Urbach & Efrati, 2017). Physically, the SLS model is equivalent to

placing a linear spring in parallel with a Maxwell element that features a second spring and

a dashpot in series; see figure 5.1c. When the structure is indented and held for a specified

time, stress relaxation causes the effective stiffness of the SLS element to decrease, so that

the behaviour upon release is no longer obvious: the truss may immediately snap back, or

it may initially creep in an inverted state for a period of time. In particular, these regimes

cannot be inferred by only considering the equilibrium states of the system.

In this chapter we analyse the dynamics of the truss system in figure 5.1c. Nachbar &

Huang (1967) have analysed a similar truss using a Kelvin-Voigt model, and determined the

onset of snap-through to an inverted state when a constant indentation force is suddenly

applied. Here, we are interested in the dynamics of the snap-back when the indentation

force is removed. The remainder of this chapter is organised as follows. We begin in §5.2

by deriving the equations governing the motion of the truss, assuming the SLS constitutive
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law. We then discuss the equilibrium states of the system and the stress relaxation during

indentation. In §5.3, we analyse the snap-through dynamics when the indenter is released,

focussing on the limit when the timescale of viscous relaxation is much larger than the

characteristic elastic timescale. Using direct numerical solutions, we identify the regimes in

which the dynamics slow down considerably, and we explain this behaviour asymptotically

using the method of multiple scales. We show that while pseudo-bistable behaviour can be

obtained without critical slowing down, it occurs only in a narrow parameter range near

the snap-through bifurcation. As a result, the snap-through time inherits the usual inverse

square-root scaling law as the saddle-node bifurcation is approached, and we compare this

prediction to experimental and numerical data reported in the literature. In §5.4, we

consider the alternative limit in which the timescale of viscous relaxation is much smaller

than the elastic timescale. We show that even a small amount of viscoelasticity can

significantly modify the snap-through dynamics: the truss may snap when a purely elastic

analysis would indicate it is stable, and the bottleneck dynamics depend delicately on the

amount of stress relaxation that occurs during indentation. This allows us to build up a

complete picture of the different bottleneck regimes, which we summarise later in figure

5.14. Finally, in §5.5, we summarise our findings and conclude.

5.2 Theoretical formulation

A schematic diagram of the truss is shown in figure 5.1c. In the natural state the central

springs are assumed to be inclined at an angle α0 > 0 to the horizontal, and the springs

are at their natural length; the distance between the pin joints at each base is 2w0. We

assume that the central springs are linearly elastic with constant stiffness k. The natural

length of the vertical SLS element is h0, the dashpot has viscosity η, and we suppose that

both upper springs have modulus E.

Let x be the downward displacement of the point mass m from the natural state, and

write α for the corresponding inclination angle of the central springs. To obtain an equation

of motion for x, we calculate the various forces exerted on the point mass. Writing ∆l for

the change in length of the central springs, simple geometry gives that

x = w0 (tanα0 − tanα) ,

∆l = w0

(
1

cosα
− 1

cosα0

)
.

For simplicity, we assume that the truss remains shallow in shape, i.e. α0 � 1 and |α| � 1.
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Neglecting terms of O(α3
0, α

3), we then have

x = w0 (α0 − α) ,

∆l =
w0

2

(
α2 − α2

0

)
.

The first equation shows that, for small angles, the vertical displacement x is proportional

to the change in the inclination angle α. Hence, the vertical SLS element is analogous

to a viscoelastic torsional spring at the base of each central spring, as was considered by

Brinkmeyer et al. (2012). We also note that it is necessary to retain the quadratic non-

linearity in the second equation above; this provides the geometric nonlinearity necessary

to obtain bistability and snap-through behaviour. Combining these relations, we obtain

∆l =
x

2w0
(x− 2α0w0) .

Because the central springs are linearly elastic, the corresponding force in each spring

is k∆l. The vertical component of the total force exerted on the point mass (directed

downwards) is then

2k∆l sinα ≈ kx

w2
0

(x− 2α0w0) (α0w0 − x) .

The displacement x also leads to a strain in the upper SLS element of size e = x/h0.

The corresponding stress σ satisfies the constitutive law of a standard linear solid (Lakes,

1998) (with t denoting time)

2
de

dt
+
E

η
e =

1

E

dσ

dt
+

1

η
σ. (5.1)

This leads to a vertical force −Aσ exerted on the point mass (directed downwards), where

A is the cross-sectional area of each elastic element. If we also account for a downwards

indentation force f , then conservation of momentum gives

m
d2x

dt2
=
kx

w2
0

(x− 2α0w0) (α0w0 − x)−Aσ + f. (5.2)

Together with appropriate initial conditions specified below, the coupled ODEs (5.1)–(5.2)

(and the relation e = x/h0) provide a closed system to determine the trajectory x(t) and

stress σ(t).
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5.2.1 Non-dimensionalisation

To make the problem dimensionless, it is natural to scale the displacement with the initial

height of the truss in the small-angle approximation, i.e. x ∼ α0w0. The timescale of

viscous relaxation comes from balancing the first two terms in (5.1), giving t ∼ η/E.

Balancing the remaining terms in (5.1)–(5.2), we therefore introduce the dimensionless

variables

x = α0w0X, t =
η

E
T, σ =

Eα0w0

h0
Σ, f = kα3

0w0F.

Inserting these scalings into (5.1), and eliminating the strain for the dimensionless dis-

placement X, we obtain

2
dX

dT
+X =

dΣ

dT
+ Σ. (5.3)

The momentum equation (5.2) can be written as

De−2 d2X

dT 2
= X(X − 2)(1−X)− λΣ + F, (5.4)

where we have introduced the dimensionless parameters

De = α0
η/E√
m/k

, λ =
AE

kh0α2
0

.

Here the Deborah number De measures the ratio of the timescale of viscous relaxation (∼
η/E) to the characteristic timescale of the experiment (Howell et al., 2009); we take this to

be the timescale of elastic oscillations (∼ α−1
0

√
m/k), which comes from balancing inertia

and the force due to the central springs in (5.2). Note that in this non-dimensionalisation,

the viscous timescale is T = O(1) while the elastic timescale is T = O(De−1). We may

interpret λ as the relative stiffness of the upper SLS element compared to the central

springs. The cubic term on the right-hand side of (5.4) represents the dimensionless force

due to the central springs. As expected, this vanishes in the undeformed state X = 0,

the reflected state X = 2 (when the central springs are also at their natural length), and

the intermediate displacement X = 1 when the springs are aligned horizontally — in this

state they are compressed but do not contribute any vertical force.

5.2.2 Steady solutions

When the system is in equilibrium, the constitutive equation (5.3) is identical to that of an

elastic solid, i.e. Σ = X. From (5.4), the indentation force F must balance the total force

exerted by the central springs and the SLS element, which we label Feq. In particular, the
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Figure 5.2: (a) The force-displacement curve for a truss in equilibrium: plotting the indentation
force required to impose a steady displacement X (coloured curves; see legend). At zero force, the
truss is bistable for λ < 1/4 and monostable for λ > 1/4. (b) Response diagram for the steady
roots of Feq(X;λ) = 0 as λ varies. At the critical value λ = λfold = 1/4, the stable root away from
zero (upper solid curve) meets an unstable root (dotted curve) and disappears at a saddle-node
bifurcation.

force associated with a steady displacement X is

Feq(X;λ) ≡ −X(X − 2)(1−X) + λX.

When the indentation force is removed, the resulting dynamics depends on the solutions

to Feq = 0. This has roots

X = 0, X =
3±
√

1− 4λ

2
.

For λ < 1/4, there are two real solutions away from X = 0, which coincide and disappear

at a saddle-node bifurcation when λ = λfold = 1/4; the corresponding displacement at this

point is X = Xfold = 3/2. For λ > 1/4, the only real solution is the undeformed state

X = 0. This behaviour is apparent in figure 5.2a, which plots the force-displacement curve

for different values of λ; we see that increasing λ (corresponding to a stiffer SLS element)

acts to rotate the curve anti-clockwise about the origin, until eventually the turning point

of the cubic lies above the line Feq = 0. The corresponding behaviour of the roots to

Feq = 0 is shown in figure 5.2b. It can be shown that the roots in which F ′eq(X;λ) > 0

(solid branches on figure 5.2b) are linearly stable, while the root in which F ′eq(X;λ) < 0

(dotted branch) is linearly unstable (Panovko & Gubanova, 1987).
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5.2.3 Indentation response

In a snap-through experiment, we imagine indenting the truss to an inverted state by

imposing the constant displacement X = Xind where Xind ≥ 1. We also suppose this

indentation occurs over the time interval −Tind < T < 0 of duration Tind > 0; for later

convenience, we define T = 0 to be the time at which the indenter is released. To avoid

introducing additional timescales into the problem, we suppose that the indentation is

suddenly applied at T = −Tind, i.e. over a timescale much faster than the viscous timescale

η/E. We can then approximate the behaviour for T < 0 as

X = XindH(T + Tind),

where H(·) is the Heaviside step function. Substituting into the constitutive equation

(5.3), the stress in the upper SLS element satisfies

Xind [2δ(T + Tind) +H(T + Tind)] =
dΣ

dT
+ Σ, T < 0,

where δ(·) is the Dirac delta-function. The solution is

Σ = Xind

[
1 + e−(T+Tind)

]
, −Tind < T < 0.

This solution is classical in the literature and represents the stress relaxation of a standard

linear solid under a step increase in strain (Lakes, 1998; Santer, 2010): the stress initially

(i.e. at T = −Tind) jumps instantaneously to a fully unrelaxed value Σ = 2Xind when the

indentation is applied, and then exponentially decays to the fully relaxed value Σ = Xind

associated with an elastic material.

Inspecting the momentum equation (5.4), we see that the effect of this relaxation is to

give an effective value of λ that changes in time. The corresponding indentation force can

be written as

F = Feq

(
Xind;λ

[
1 + e−(T+Tind)

])
, −Tind < T < 0.

Note in particular that the effective value of λ is given by λ[1+e−(T+Tind)], which decreases

from 2λ to λ during indentation. In terms of the force-displacement curve in figure 5.2a,

this corresponds to rotating the curve clockwise as stress relaxation occurs, so that the

indentation force decreases in time. From this picture, we anticipate that there are different

dynamical regimes when the indenter is released, depending on the values of λ and Tind.

For λ < 1/8, the turning point on the cubic lies below the line Feq = 0 in the fully

unrelaxed state (since 2λ < λfold), and moves further below this line as relaxation occurs.

Hence the truss is bistable at the moment when the indenter is released, and we do not
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expect snap-through to occur if the indentation displacement is sufficiently close to the

stable root of Feq = 0 away from zero. Similarly, for λ > 1/4, the turning point lies above

the line Feq = 0 when the structure is fully relaxed, and so the truss is always monostable;

we expect snap-through occurs for any value of Xind. For 1/8 < λ < 1/4, the turning

point lies above the line Feq = 0 when the structure is fully unrelaxed (since 2λ > λfold),

but eventually decreases below this line as stress relaxation occurs. In particular, the truss

is effectively bistable when the indenter is released (i.e. T = 0) provided that

λ
(
1 + e−Tind

)
<

1

4
.

This can be re-arranged to

Tind > log

(
λ

1/4− λ

)
. (5.5)

We then expect that snap-through does not occur if the inequality (5.5) is satisfied, and

does occur otherwise. We will show that while this näıve argument correctly accounts for

different dynamical regimes, it fails to quantitatively predict when snap-through behaviour

is obtained.

For later reference, we write Find for the value of F just before the indenter is released,

i.e. at T = 0−. From above, this is given by

Find = Feq

(
Xind;λ

[
1 + e−Tind

])
. (5.6)

5.2.4 Release dynamics

At T = 0, the indenter is suddenly released so that the indentation force

F = Find [1−H(T )] .

We solve the momentum equation (5.4) for the corresponding stress Σ and substitute this

into the constitutive equation (5.3). After re-arranging we obtain

De−2

(
d3X

dT 3
+

d2X

dT 2

)
+ F ′eq(X; 2λ)

dX

dT
+ Feq(X;λ) = −Find [δ(T ) +H(T )− 1] ,

where ′ = d/dX. Due to the presence of inertia, X and Ẋ must be continuous across

T = 0 (writing ˙ = d/dT ), as a jump in either of these quantities would imply an infinite

force. We therefore solve

De−2

(
d3X

dT 3
+

d2X

dT 2

)
+ F ′eq(X; 2λ)

dX

dT
+ Feq(X;λ) = 0, T > 0, (5.7)
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together with the jump conditions

X(0+) = Xind, Ẋ(0+) = 0, De−2Ẍ(0+) = −Find. (5.8)

The jump in acceleration here is necessary to balance the discontinuity in the applied

indentation force.

Currently, we have four dimensionless parameters in the problem: these are the Deborah

number De, the relative stiffness λ, the indentation depth Xind, and the indentation time

Tind (together these quantities determine Find). Throughout this chapter, we restrict to

indentation depths 1 ≤ Xind ≤ 2. As a baseline value we use Xind = Xfold = 3/2, since

the initial conditions (5.8) are then analogous to those used in Chapter 4 (recall the arch

started at rest in a shape near the equilibrium shape at the saddle-node bifurcation).

We therefore expect to recover similar behaviour here when the truss is purely elastic,

corresponding to the limit De → 0. In particular, we expect that the dynamics are

governed by the elastic timescale and only slow down considerably near the saddle-node

bifurcation at λ = λfold. However, for larger values of De, it is not clear when the dynamics

are instead governed by viscous relaxation. To gain insight, we analyse the dynamics in

the limits De� 1 and De� 1 separately.

5.3 Snap-through dynamics: De� 1

5.3.1 Numerical solution

We first consider the limit De � 1, which corresponds to a relaxation timescale that is

much slower than the elastic timescale. This is the relevant regime for many structures

composed of rubbery polymers such as silicone-based elastomers (Brinkmeyer et al., 2012;

2013; Urbach & Efrati, 2017). Typical dimensionless trajectories X(T ) in this limit are

shown in figures 5.3a–c; here we have fixed Xind = Xfold, De = 10 and varied λ between

the different panels. We have obtained the trajectories by integrating the ODE (5.7)

with initial conditions (5.8) numerically in matlab using the routine ode45 (here and

throughout we use error tolerances 10−10).

Figure 5.3 shows that the initial jump in acceleration causes oscillations to occur on the

fast elastic timescale T = O(De−1); these oscillations persist due to the absence of external

damping in our model. As anticipated from the discussion in §5.2.3, there are different

regimes depending on the size of λ. For λ . 1/8, the truss appears to never snap and

instead oscillates around an inverted state; see figure 5.3a. As T → ∞, these oscillations

decay and the displacement approaches the stable root of Feq = 0 away from zero. For
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Figure 5.3: Dimensionless trajectories obtained by numerical integration of (5.7) with initial
conditions (5.8) (coloured curves). Here Xind = Xfold, De = 10 and data is shown for (a) λ = 0.1,
(b) λ = 0.2 and (c) λ = 0.26. In each panel, trajectories associated with four different values of
the indentation time Tind (given in the upper legend) are shown. Note that the vertical scale varies
between panels.
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Figure 5.4: Different regimes in which the snap-through dynamics slow down significantly (De =
10, Xind = Xfold). (a) When 1/8 . λ . 1/4, slowing down occurs when Tind is just below the
critical value at which snap-through no longer occurs (coloured curves; see legend). (b) A much
slower snap-through is observed when 0 < λ − 1/4 � 1 and Tind is sufficiently large (coloured
curves; see legend). (Note the range of times plotted is larger than panel (a).) Here λ = 0.2501
and for later reference the predictions from the multiple-scale analysis are shown (black dotted
curves).

1/8 . λ . 1/4, the truss does not snap if the indentation time Tind is sufficiently large, in

which case the behaviour is similar to λ . 1/8 (figure 5.3b). However, for smaller values of

Tind the truss instead snaps and oscillates around the natural state. For λ & 1/4, the truss

appears to snap for any value of Tind (figure 5.3c). For larger values De & 10, we observe

similar behaviour though with faster oscillations (due to a faster elastic timescale).

We also find that the dynamics may slow down considerably near the threshold at which

snap-through no longer occurs. For example, we can approach this boundary by fixing

1/8 . λ . 1/4 and tuning the value of Tind appropriately. However, as shown in figure 5.4a,

we find that Tind must be very close to a critical value to obtain significant slowing down.

Much slower dynamics are more easily obtained by fixing 0 < λ− λfold � 1 and choosing

Tind sufficiently large; see figure 5.4b. Here the oscillations are rapidly damped out, and

the trajectory features an initial plateau before rapidly accelerating towards the natural

configuration (highlighted in the inset of figure 5.4b). This behaviour is reminiscent of the

bottleneck behaviour we have seen previously, which was caused by a saddle-node ghost.

To study this slowing down more systematically, we define the snap-through time, Tsnap,

as the time at which the displacement first crosses X = 0, i.e. the displacement correspond-

ing to the natural configuration. (While this definition allows us to measure the dynamics

in a consistent way, we note that the value is somewhat influenced by variations in the

oscillations that occur on the O(De−1) timescale.) The computed snap-through times are

shown on the (λ, Tind)-plane in figure 5.5a, where we have specified Xind = Xfold and
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5.3 Snap-through dynamics: De� 1

Figure 5.5: Snap-through times in the limit De � 1 (Xind = Xfold, De = 100). (a) Numerical
results obtained by integrating (5.7)– (5.8) until the point when X = 0 (see colourbar). Also
shown is the boundary separating snap-through/no snap-through predicted by (5.5) (green dashed
curve), and, for later reference, the boundary predicted by equation (5.23) in §5.3.2 (red dotted
curve). (b) A close-up of the region where the dynamics slow down significantly. In each panel, the
snap-through times have been computed on a 100× 100 grid of equally spaced values in the region
displayed.

De = 100. The blank regions on the figure correspond to regions where snap-through

does not occur (after integrating the equations up to a specified time, taken to be T = 10

here; due to the limited amount of slowing down in figure 5.5a, this was found to be suf-

ficient). This confirms the different dynamical regimes and shows that the boundary at

which snap-through no longer occurs with 1/8 . λ . 1/4 is non-trivial. In particular, the

critical value of Tind increases nonlinearly as λ increases, and appears to approach a finite

value Tind ≈ 3.5 as λ → 1/4. For comparison, we have also plotted the näıve prediction

(5.5) based on whether the truss is effectively bistable at the moment when the indenter

is released (green dashed curve). This provides a good approximation when λ ≈ 1/8, but

increasingly over-predicts the critical value of Tind as λ increases, with the predicted value

diverging as λ→ 1/4. (For later comparison, the boundary predicted by the multiple-scale

analysis in §5.3.2 is shown as a red dotted curve).

Another key feature of figure 5.5a is that the snap-through time is very small throughout

most of the parameter space. In fact, we will show that here the elastic oscillations cause

the truss to immediately cross X = 0, so that Tsnap = O(De−1) � 1. This behaviour

may be observed in the trajectories plotted in figures 5.3b–c. Figure 5.5a also confirms

that the snap-through time only becomes O(1) or larger in a very narrow region of the

parameter space, where 0 < λ − 1/4 � 1 and Tind & 3.5. A zoom in on this region is

provided in figure 5.5b, which shows that considerable slowing down can occur (here we
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Figure 5.6: Snap-through times when De� 1 for different indentation depths. Numerical results
are shown for (a) Xind = 1.3 and (b) Xind = 1.7 (De = 100). For later reference, also shown is the
boundary predicted by equation (5.22) relevant for Xind < Xfold (magenta dashed curve), and the
boundary predicted by equation (5.23) relevant for Xind ≥ Xfold (red dotted curve). In each panel,
the snap-through times have been computed on a 100× 100 grid of equally spaced values. For ease
of comparison the range of the colourbar is the same in both panels here and in figures 5.5a–b.

now integrate up to a maximum time T = 20). In fact, the snap-through time appears to

increase without bound as we take λ↘ 1/4 in this region (the upper bound on figure 5.5b

is due to the finite number of values used). We will show that this is precisely the pseudo-

bistable regime: here the displacement initially oscillates around an inverted state and

does not immediately cross X = 0. As with the trajectories in figure 5.4b, this inverted

state also undergoes a slow creeping motion until the truss rapidly accelerates towards the

natural state, so that Tsnap & O(1).

The computed snap-through times for different values of Xind are shown in figures 5.6a–

b. These show that the boundary at which snap-through no longer occurs is qualitatively

different depending on whether Xind < Xfold or Xind ≥ Xfold. In the case Xind < Xfold,

the boundary appears to be shifted entirely to the left of the line λ = 1/4, and there is no

longer a region where the dynamics slow down considerably (figure 5.6a). The truss also

snaps at values λ < 1/8 when Tind is sufficiently small. In contrast, for Xind ≥ Xfold the

boundary intercepts the line λ = 1/4 and the size of the pseudo-bistable region may be

significantly larger compared to the case Xind = Xfold (figure 5.6b).
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5.3.2 Multiple-scale analysis

To understand the above observations, we now perform a detailed analysis of the dynamics

in the limit De � 1. The trajectories in figures 5.3a–c indicate that the displacement

undergoes fast oscillations (on an O(De−1) timescale) around a value that varies on an

O(1) timescale. This suggests that the dynamics can be understood asymptotically using

the method of multiple scales (Hinch, 1991). We first introduce the fast timescale T
defined by

T = De−1T .

On this timescale, equation (5.7) becomes

d3X

dT 3
+ De−1 d2X

dT 2
+ F ′eq(X; 2λ)

dX

dT
+ De−1Feq(X;λ) = 0, T > 0, (5.9)

while the initial conditions (5.8) modify to (subscripts denoting differentiation)

X(0+) = Xind, XT (0+) = 0, XT T (0+) = −Find. (5.10)

Treating T and T as independent, the chain rule implies that

d

dT
=

∂

∂T
+ De−1 ∂

∂T
. (5.11)

We seek an asymptotic expansion of the solution in the form

X ∼ X0(T , T ) + De−1X1(T , T ) + . . . . (5.12)

Leading order problem

We insert the expansion (5.12) into the ODE (5.9). After Taylor expanding the force

terms F ′eq(X; 2λ) and Feq(X;λ) about X0, and expanding the derivatives using (5.11), we

obtain at leading order the homogeneous problem

∂3X0

∂T 3
+ F ′eq(X0; 2λ)

∂X0

∂T
= 0.

The initial conditions (5.10) remain unchanged in terms of X0. The above equation may

then be integrated with these conditions to give

∂2X0

∂T 2
+ Feq(X0; 2λ) = λXind

(
1− e−Tind

)
+A(T ), (5.13)
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where A(0+) = 0 and we have used the identity

−Find + Feq(Xind; 2λ) = λXind

(
1− e−Tind

)
,

which follows from the expression (5.6) for Find. Currently, the function A(T ) is unknown.

As in our asymptotic analysis of the bottleneck dynamics in Chapters 3 and 4, we expect

to determine A(T ) as a result of a solvability condition on a higher-order problem.

To reveal the role that A(T ) plays in the dynamics, we decompose the leading order

solution into a “slow part” and a “fast part”:

X0(T , T ) = X (T ) + X (T , T ). (5.14)

We specify that X satisfies the “slow part” of the leading order equation (5.13), i.e.

Feq(X ; 2λ) = λXind

(
1− e−Tind

)
+A(T ). (5.15)

In terms of the “fast part” X , equation (5.13) then becomes

∂2X

∂T 2
+ F ′eq(X ; 2λ)X +

1

2
F ′′eq(X ; 2λ)X 2 +

1

6
F ′′′eq(X ; 2λ)X 3 = 0. (5.16)

(Higher order terms in the Taylor expansion vanish as Feq is a cubic polynomial.) The

initial conditions (5.10) imply that

X (0+) = Xind −X (0+), XT (0+) = 0, XT T (0+) = −Find.

Due to the nonlinear terms in (5.16), it is difficult to make analytical progress. We

note that by multiplying by ∂X /∂T and integrating twice, it is possible to obtain an

implicit equation for X (up to quadrature). However, each integration introduces a

further unknown function of the slow timescale T , which requires a solvability condition

to be determined. We therefore make the simplifying assumption that |X | � 1, so that

(5.16) is approximately
∂2X

∂T 2
+ F ′eq(X ; 2λ)X = 0. (5.17)

Provided that F ′eq(X ; 2λ) > 0 (an assumption we will later justify in Appendix 5.A), the

solutions are periodic; we denote the period by L, which will vary on the slow timescale

as X varies. Integrating the equation from T = 0 to T = L then shows that for each T∫ L

0
X dT = 0. (5.18)

Returning to the way we decomposed the solution in (5.14), we see that X corresponds to
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the mean value of X0 that varies on the slow timescale T . This evolution is captured by the

variable A(T ). The variable X describes the oscillations around this mean displacement

that occur on the fast timescale T ; the property (5.18) guarantees that these oscillations

do not influence the mean value if their amplitude is small. We now show that it is possi-

ble to obtain an evolution equation for A(T ) without requiring detailed knowledge of X ,

using only the zero-mean property (5.18). While it is possible to obtain an analytical ex-

pression for X using the simplified equation (5.17) (after formulating a second solvability

condition), we do not pursue this here — knowledge of X will be sufficient to determine

when snap-through occurs and the associated snap-through time.

Before proceeding, we consider when the assumption |X | � 1 is justified. From the

initial conditions for X , we expect this to be valid whenever |Xind − X (0+)| � 1 and

|Find| � 1. Using the initial condition implied by (5.15), i.e.

Feq(X (0+); 2λ) = λXind

(
1− e−Tind

)
= −Find + Feq(Xind; 2λ), (5.19)

we expect that Xind ≈ X (0+) whenever |Find| � 1; hence, we simply require |Find| � 1

for validity. For example, in the particular case Xind = Xfold = 3/2, this becomes (using

the expression (5.6))

|Find| =
3

2

∣∣∣∣λ− 1

4
+ λe−Tind

∣∣∣∣� 1.

For λ ∈ [0, 1/4], we have that Find ∈ [−3/8, 3/8] so the above approximation should be

reasonably accurate (increasing in accuracy as λ → 1/4 for Tind � 1 and as λ → 1/8 for

Tind � 1).

First order problem

At O(De−1), the ODE (5.9) becomes

∂3X1

∂T 3
+ F ′eq(X0; 2λ)

∂X1

∂T
+ F ′′eq(X0; 2λ)

∂X0

∂T
X1 = −∂

2X0

∂T 2
− 3

∂3X0

∂T 2∂T

−F ′eq(X0; 2λ)
∂X0

∂T
− Feq(X0;λ).

Re-writing the final two terms on the right-hand side using the leading order equation

(5.13), this can be written as

∂3X1

∂T 3
+

∂

∂T
[
F ′eq(X0; 2λ)X1

]
= −2

∂3X0

∂T 2∂T
+ λX0 − λXind

(
1− e−Tind

)
− dA

dT
−A.

This represents a linear, inhomogeneous problem for X1. Setting the right-hand side

to zero, we see that the homogeneous problem can be solved approximately whenever
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|X | � 1 by taking X1 = X1(T ), as X0 ≈ X (T ) in this case and so all T derivatives vanish.

This homogeneous solution is associated with the freedom we had to incorporate the

function A(T ) in the leading order problem; recall that A(T ) entered when we integrated

the problem once with respect to T . We therefore expect to determine A(T ) from the

solvability condition associated with the approximate homogeneous solution X1 = X1(T ).

To formulate this condition, we simply integrate the first order problem from T = 0 to

T = L. We assume that for each fixed T , the solution X1 is also a periodic function with

period L; this is reasonable, since X1 is forced by the X0 terms that have period L. It

follows that all ∂/∂T terms vanish in the integration and we are left with

λ

L

∫ L

0
X0 dT − λXind

(
1− e−Tind

)
− dA

dT
−A = 0.

Using the zero-mean property (5.18), the first term can be evaluated as λX . Eliminating

A(T ) for X using the relation (5.15), we arrive at

F ′eq(X ; 2λ)
dX
dT

+ Feq(X ;λ) = 0. (5.20)

This equation is exactly our original ODE (5.7) when we set De = ∞! This corresponds

to neglecting the terms associated with inertia. This is perhaps not so surprising: when

the zero-mean property (5.18) holds, the fast elastic oscillations ‘cancel out’ on the slow

viscous timescale T and so do not affect the dynamics. However, the above analysis shows

that the correct initial condition is not X (0+) = Xind, as might be expected. Instead,

from (5.19), X (0+) satisfies

Feq(X (0+); 2λ)− Feq(Xind; 2λ) = −Find.

This correction arises from the initial transient around T = 0 where inertia is always

important; physically, the above equation states that the change in spring force in moving

from Xind to X (0+) (when the SLS element is fully unrelaxed with effective stiffness

2λ) must balance the discontinuity in the indentation force. When viewed on the slow

timescale, the mean value X then appears to change discontinuously from the indentation

displacement Xind.

To check our multiple-scale analysis, we numerically integrate the simplified ODE (5.20)

with initial condition (5.19). In figure 5.4b solutions are superimposed (as black dotted

curves) onto the trajectories obtained by integrating the full ODE (5.7) when Xind = Xfold

and De = 10. We see that the agreement is excellent, with the multiple-scale solution in-

deed capturing the average behaviour of the displacement during snap-through (see inset).

(We observe slight disagreement when the mean value changes rapidly on a timescale com-

parable to T , in which case the multiple-scale analysis is no longer applicable.) Figure
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5.4b also shows that the initial value X (0+) may be both larger or smaller than Xind, and

the value changes rapidly as the indentation time Tind increases: compare the initial value

predicted for Tind = 1 (yellow curve), which is very close to zero, with that for Tind = 5

(orange curve), which is close to Xind. We postpone a detailed analysis of X (0+) to the

section below and Appendix 5.A.

Snap-through dynamics

We have shown that while the amplitude of the oscillations is small compared to the mean

displacement, the leading order behaviour is given by

X ∼ X (T ) where
dX
dT

= − Feq(X ;λ)

F ′eq(X ; 2λ)
, (5.21)

subject to the initial condition (5.19). Since (5.21) represents a first-order autonomous

ODE for X , the dynamics can be understood by considering the (X , dX/dT ) phase plane;

see figure 5.7. Moreover, (5.21) implies that the qualitative features of the phase plane

are determined by the roots of Feq(X ;λ) = 0 and F ′eq(X ; 2λ) = 0. In particular, the roots

of Feq(X ;λ) = 0 correspond to stationary points, dX/dT = 0. For λ < 1/4, there are two

distinct stationary points away from zero, which correspond to the stable and unstable

roots of Feq(X ;λ) = 0; for λ > 1/4, the only stationary point is the zero solution, X = 0.

The roots of F ′eq(X ; 2λ) = 0 correspond to vertical asymptotes where |dX/dT | = ∞.

Denoting these roots by X±, we find that

X± = 1±
(

1− 2λ

3

)1/2

, Feq(X±; 2λ) = 2λ∓ 2

(
1− 2λ

3

)3/2

.

These roots are real and distinct if and only if λ < 1/2, in which case the phase plane

features two vertical asymptotes; otherwise the trajectories smoothly approach the origin.

In Appendix 5.A, we show that the initial value X (0+) must satisfy either X (0+) < X−
or X (0+) > X+, i.e. the solution always starts outside the interval between the two vertical

asymptotes (for this reason we have lightly shaded this region in figure 5.7). Focussing

on λ ≤ 1/2, we deduce that there are three possibilities depending on where the solution

starts in the phase plane:

• If X (0+) > X+ and λ < 1/4, then the mean value starts to the right of both vertical

asymptotes and approaches the stationary point away from zero (as with the orange

curve in figure 5.7). This point corresponds to the stable root of Feq(X ;λ) = 0.

Because X+ > 1, the truss starts in an inverted position and there is no snap-

through.
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Figure 5.7: Phase plane of the simplified ODE (5.21) for different values of λ (coloured curves;
see legend). Arrows indicate the direction of motion. The initial value X (0+) is determined by the
transient around T = 0 in which inertia is important, and is the solution of the cubic (5.19).

• If X (0+) > X+ and λ > 1/4, then the mean value starts to the right of both

vertical asymptotes. It then decreases to the vertical asymptote at X+ where rapid

snap-through occurs (yellow curve in figure 5.7) and inertial effects again become

significant — because this approach to the asymptote occurs on the slow timescale

T , the total time taken to snap-through is at least O(1). This regime corresponds

to pseudo-bistable behaviour, in which the snap-through time is governed by the

timescale of viscous relaxation.

• If X (0+) < X−, then the mean value starts to the left of the vertical asymptotes and

smoothly decays to zero. Because X− < 1, the truss immediately snaps back to near

its natural configuration during the initial transient where inertia is important. The

amplitude of the elastic oscillations will therefore be large compared to the mean

value in this case, and our assumption |X | � 1 is no longer valid; nevertheless, we

expect the truss to pass X = 0 on an O(De−1) timescale so that Tsnap = O(De−1).

The final task is to determine when the initial value satisfies X (0+) > X+. This is not

obvious because (5.19) implies that X (0+) is the root of a cubic polynomial, for which

there may be multiple real solutions. The relevant solution can be found by analysing

the phase portrait of equation (5.13): setting A(T ) = 0, this equation governs the elastic

behaviour of the truss at very early times, and hence determines which root of (5.19) the

solution approaches. When viewed on the slow timescale, this root corresponds to the
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relevant value of X (0+). The full analysis is provided in Appendix 5.A. The key result

is that if 1 ≤ Xind < Xfold, then X (0+) > X+ if and only if Find < 0; otherwise we

have X (0+) < X−. Physically, this states that the indentation force needs to be adhesive

for the truss to remain in an inverted state. This is intuitive: if the truss has to be

‘pulled’ upwards to the imposed indentation depth, it should move further downwards

(increasing X) when the indenter is released. Using the expression (5.6) for Find, the

condition Find < 0 can be expressed as

X (0+) > X+ ⇐⇒ Tind > log

[
λXind

−Feq(Xind;λ)

]
. (5.22)

In the alternative case Xfold ≤ Xind ≤ 2, the condition Find < 0 turns out to no longer be

relevant. Instead, in Appendix 5.A we show that

X (0+) > X+ ⇐⇒ Tind > log

[
λXind

λXind − Feq(X∗; 2λ)

]
, (5.23)

where

X∗ = −1

3
(Xind − 4) +

√
2

3

√
3− 6λ− (Xind − 1)2.

Physically, this condition arises from bounding the amplitude of the elastic oscillations at

very early times, so that these do not ‘push’ the truss sufficiently far from the inverted

state and cause an immediate snap-back.

Combining this with the phase-plane discussion above, the different dynamical regimes

are shown schematically in figure 5.8. This explains how the qualitative features of the

dynamics are very different in the two cases Xind < Xfold and Xind ≥ Xfold. When

Xind < Xfold, it may be shown that the boundary predicted by (5.22) reaches a vertical

asymptote on the (λ, Tind)-plane when λ < 1/4. For values Tind below the boundary we

have X (0+) < X−, and the above discussion implies that the truss immediately snaps

with Tsnap = O(De−1) (shaded blue in figure 5.8). Above the boundary, X (0+) > X+

and, because λ < 1/4 here, the truss does not snap-through. Pseudo-bistable behaviour

therefore cannot be obtained when Xind < Xfold. Conversely, when Xfold ≤ Xind ≤ 2, the

boundary predicted by (5.23) reaches a vertical asymptote when λ > 1/4. Hence, there

is a region where X (0+) > X+ and λ > 1/4, in which pseudo-bistable behaviour occurs

(shaded red). We deduce that Tsnap & O(1) precisely when

Xfold ≤ Xind ≤ 2, λ > 1/4, Tind > log

[
λXind

λXind − Feq(X∗; 2λ)

]
.
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Figure 5.8: The different dynamical regimes in the limit De � 1 predicted by multiple-scale
analysis: we combine the phase plane in figure 5.7 with the analysis of X (0+) in Appendix 5.A.

As λ→ 1/4, the critical value of Tind approaches the O(1) value

Tind = log

[
−27Xind

20X3
ind − 60X2

ind + 15Xind + 52− 2 [3− 2(Xind − 1)2]3/2

]
.

Figure 5.8 explains many basic features of pseudo-bistability that have been observed

previously in experiments and numerical simulations (Santer, 2010; Brinkmeyer et al.,

2012; 2013; Madhukar et al., 2014; Urbach & Efrati, 2017). We see that pseudo-bistability

occurs only in a narrow parameter range, near the threshold at which snap-through no

longer occurs (i.e. λ = λfold = 1/4 here); the width of the pseudo-bistable region grows

as the amount of stress relaxation increases, i.e. increasing Tind; and pseudo-bistable be-

haviour is not obtained if Tind is too small, nor if the indentation depth Xind is below

a critical value. In addition, the phase-plane in figure 5.7 explains how the truss ini-

tially creeps in an inverted state before abruptly accelerating upwards; this difference

in timescales is considered to be a distinguishing feature of pseudo-bistable behaviour

(Brinkmeyer et al., 2012; 2013). We emphasise that the analytical understanding of these

features presented here is, to the best of our knowledge, new.

To check the validity of the picture presented in figure 5.8, we have superimposed the

boundaries predicted by (5.22)–(5.23) (red dotted curves, magenta dashed curves) onto

the numerical snap-through times in figures 5.5–5.6. We observe that the agreement with

the numerics is excellent, despite the fact that the assumption |Find| � 1 made in the

multiple-scale analysis is not formally valid throughout the range of values shown. We

now consider the detailed snap-through times in the pseudo-bistable regime.
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Snap-through time in the pseudo-bistable regime

Another key feature of the dynamics is that the snap-through time increases considerably

as λ↘ 1/4 in the pseudo-bistable regime, becoming much larger than O(1) (figure 5.5b).

This slowing down does not require Xind ≈ Xfold but can be observed when Xind = 1.7

(figure 5.6b). The phase plane in figure 5.7 suggest this slowing down is due to a saddle-

node ghost: when λ > 1/4 the stationary point away from zero no longer exists, but as

λ ↘ 1/4 the trajectory passes increasingly close to the line dX/dT = 0 at X ≈ Xfold.

Because the velocity becomes very small but non-zero, this will lead to a slow passage

through a bottleneck.

To analyse this slowing down in detail, we set

λ =
1

4
+ ε, X = Xfold − ε1/2χ, (5.24)

where 0 < ε� 1 and |χ| � ε−1/2. Based on previous chapters, we anticipate an ε1/2 scaling

for the change in displacement during the bottleneck phase (we have also introduced a

minus sign since we expect the displacement to decrease during snap-through). We expand

Feq(X ;λ) =
3

2
ε
(
1 + χ2

)
+O(ε3/2χ, ε3/2χ3),

F ′eq(X ; 2λ) =
1

4
+O(ε, ε1/2χ). (5.25)

The neglected terms here are small compared to at least one retained term provided

|χ| � ε−1/2. Inserting these expansions into the simplified ODE (5.21), we obtain

dχ

dT
∼ 6ε1/2

(
1 + χ2

)
, (5.26)

i.e. we recover the normal form for overdamped dynamics near a saddle-node bifurcation.

The solution is

χ ∼ tan
[
6ε1/2T + arctanχ(0+)

]
,

where

χ(0+) = ε−1/2 [Xfold −X (0+)] .

We now show that it is often possible to approximate the snap-through time without

detailed knowledge of X (0+), which would require solving the cubic equation (5.19). The

snap-through time is dominated by the time spent passing through the bottleneck, Tb,

which can be determined by finding the time when χ first reaches O(ε−1/2); after this

point, we no longer have X ≈ Xfold and so the truss is moving rapidly. Using the expansion
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tanx ∼ (π/2− x)−1 as x→ π/2, we have that χ = O(ε−1/2) when

Tb =
π

12
ε−1/2 − 1

6
ε−1/2 arctanχ(0+) +O(1).

It follows that there are three distinguished limits, depending on the size and sign of

χ(0+):

• If |Xfold−X (0+)| � ε1/2, the argument of the arctan function is much smaller than

unity. The asymptotic behaviour arctanx ∼ x for x� 1 then implies that

χ ∼ tan
[
6ε1/2T + χ(0+)

]
, Tb =

π

12
ε−1/2 +O

(
ε−1/2χ(0+), 1

)
.

Here the truss starts in the immediate neighbourhood of the fold displacement Xfold,

i.e. in the middle of the bottleneck. We recover the usual inverse square-root scaling

law for an overdamped saddle-node ghost, with the bottleneck duration independent

of Tind.

• If |Xfold − X (0+)| � ε1/2 and X (0+) < Xfold , the argument of the arctan function

is positive and much larger than unity. Using the expansion arctanx ∼ π/2 − 1/x

as x→∞, we obtain

χ ∼ 1

6
ε−1/2

(
1

6ε1/2χ(0+)
− T

)−1

, Tb =
1

6ε1/2χ(0+)
+O(1)� ε−1/2.

In this case the truss starts away from the immediate vicinity of Xfold and the

quadratic term in the normal form is initially large compared to the O(ε) term. The

truss never passes Xfold and simply accelerates out of the bottleneck. The dynamics

are therefore limited by the initial value X (0+) and hence the value of Tind.

• If |Xfold − X (0+)| � ε1/2 and X (0+) > Xfold, the argument of the arctan function

is very large and negative. Using the expansion arctanx ∼ −π/2 + 1/x as x→ −∞,

we obtain

χ ∼ tan

[
6ε1/2T − π

2
+

1

χ(0+)

]
, Tb =

π

6
ε−1/2 +O

(
1

ε1/2χ(0+)
, 1

)
.

Here the displacement starts away from Xfold but passes Xfold during snap-through.

The bottleneck duration is therefore twice the value compared to the case |Xfold −
X (0+)| � ε1/2.

Because we have assumed X (0+) ≈ Xind in our multiple-scale analysis (needed for |X | �
1), we expect the final case is relevant whenever Xind is not close to Xfold, e.g. when

Xind = 1.7. This is confirmed in figure 5.9a, which shows that the computed snap-through
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Figure 5.9: Snap-through times in the pseudo-bistable regime (De = 100). (a) Numerical results
for (a) Xind = 1.7 and (b) Xind = Xfold = 3/2 (symbols; see legend). Also shown for comparison
is the asymptotic prediction Tsnap ∼ (π/6)ε−1/2 (black dotted curve) valid for Xind 6≈ Xfold, and
the predictions (5.28) (coloured dotted curves) valid for Xind = Xfold.

times (obtained by numerically integrating (5.7)–(5.8)) collapse onto the prediction Tsnap ∼
(π/6)ε−1/2.

The case when Xind ≈ Xfold is much more delicate as we require detailed knowledge of

X (0+) to determine the relative sizes of |Xfold −X (0+)| and ε1/2, and hence the relevant

distinguished limit. For example, setting Xind = Xfold, we insert the expansions (5.24)

into the initial condition (5.19). Upon neglecting terms quadratic in ε and e−Tind (from

figure 5.5b we have Tind & 3.5 in the pseudo-bistable regime, so that e−Tind . 0.03 � 1),

we obtain

χ(0+) ∼ 6ε1/2 +
3

2
ε−1/2e−Tind . (5.27)

The above expression for the bottleneck duration then becomes

Tb =
π

12
ε−1/2 − 1

6
ε−1/2 arctan

(
6ε1/2 +

3

2
ε−1/2e−Tind

)
+O(1). (5.28)

The distinguished limits now correspond to ε−1/2e−Tind � 1 and ε−1/2e−Tind � 1, and we

obtain

Tb =

 π
12ε
−1/2 +O(ε−1e−Tind , 1) if Tind � log

(
ε−1/2

)
,

1
9e
Tind +O(1) if Tind � log

(
ε−1/2

)
.

(5.29)

Figure 5.9b shows that the prediction (5.28) approximates the numerical snap-through

times reasonably well, with the data indeed obeying the ε−1/2 scaling law when Tind is

sufficiently large compared to log
(
ε−1/2

)
. However, the O(1) error in (5.28) becomes

significant if Tind . 5 or ε & 10−4 is only moderately small. While it is possible to obtain

the O(1) correction analytically by integrating the ODE (5.21) directly, we do not compute
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5 Viscoelastic snap-through

this here.

5.3.3 Data comparison

We have shown that in the pseudo-bistable regime, the dynamics slow down considerably

due to the ghost of the saddle-node bifurcation at λ = λfold. The snap-through time then

inherits the inverse square-root scaling law for overdamped dynamics, i.e.

Tsnap =
tsnap

η/E
∝ ε−1/2 where ε = λ− λfold,

valid when 0 < ε� 1 and Tind is sufficiently large. As discussed in §5.1.1, we may consider

the truss as a lumped model for more complex structures such as spherical caps: here we

regard the central springs as parameterising the membrane stiffness of the shell, and the

vertical SLS spring as parameterising the bending stiffness. Because the dimensionless

parameter λ measures the ratio of the stiffnesses of these springs, λ is analogous to the

Föppl-von-Kármán number, which measures the ratio of bending and stretching energies

for spherical caps (Brodland & Cohen, 1987). The parameter λ is also the analogue of

the µ parameter we discussed in Chapter 4, which measures this ratio in the context of

pre-buckled elastic arches. Hence, we expect that the above scaling law may hold more

generically and explain the slowing down that is observed in these systems.

To test this hypothesis, we examine data for the snap-through times of various vis-

coelastic structures reported in the literature. As in our truss model, each structure is

held in an inverted state for a duration tind, before being instantaneously released from

rest. The snap-through time is measured to be the time taken between release and when

the structure rapidly accelerates towards its natural state. We focus on results in which

the indentation time tind is fixed, while the analogue of λ is varied between each snapping

experiment. In all cases examined, the structure exhibits pseudo-bistability so that the

snap-through times are easily measured. Where data is only available graphically, we have

extracted the values using the WebPlotDigitizer (arohatgi.info/WebPlotDigitizer).

The first set of data we consider is that of Brinkmeyer et al. (2012), who study the

snap-through of viscoelastic spherical caps using finite element simulations (performed

in abaqus). In their viscoelastic model, Brinkmeyer et al. (2012) use a Prony series

expansion for the Young’s modulus, which assumes that the modulus can be written as

a sum of exponentially decaying modes. The coefficients in the sum and the relaxation

timescales are then fitted to experimental data for the relaxation of Sylgard 182, a rubbery

polymer. The thickness of the shell and its depth are varied between different simulations,

keeping all other parameters fixed. We also analyse the snap-through times of elastic

arches reported by Brinkmeyer et al. (2013). Similar to the problem we discussed at
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5.3 Snap-through dynamics: De� 1

the beginning of Chapter 4, the arch is subject to an end-shortening and its ends are

clamped at equal angles to the horizontal. Brinkmeyer et al. (2013) perform finite element

simulations (again using a Prony series expansion for the Young’s modulus) in which the

end-shortening and clamp angle are varied, as well as experiments on arches fabricated

from Sylgard 182. The final data set we examine is the snap-through times of truncated

conical shells simulated by Urbach & Efrati (2017); similar to spherical caps, these feature

an ‘inside-out’ state that snaps back to a natural shape when released. In their simulations,

Urbach & Efrati (2017) model the viscoelastic behaviour using a SLS model, implemented

using a metric description. The inertia of the shell is neglected and its thickness is varied

between simulations.

A summary of the conditions for each of these data is provided in table 5.1. Here we

have separated the data so that only a single parameter is varying within each data set

(corresponding to a particular row in the table), indicated by a unique symbol shape,

while different references are distinguished using different colours. We have provided the

relevant parameter values for each data set. These are the shell/arch thickness h, the

relevant horizontal lengthscale l (defined to be the base diameter of the shell/natural

length of the arch), Young’s modulus E, Poisson ratio ν, material density ρs, viscous

timescale [t]vis, elastic timescale t∗, and the indentation time tind. (Where a parameter

varies within a data set, the range of values is provided, and we use the average to compute

t∗.) For the data reported by Brinkmeyer et al. (2012; 2013), there is no single viscous

timescale due to the multiple terms in the Prony series expansion. We therefore estimate

[t]vis by the timescale that appears in the dominant term of the Prony series (i.e. the term

with the largest coefficient). To estimate the elastic timescale, we recall from Chapter 4

that a balance between inertial forces and bending forces for a shell/arch yields

t∗ ∼
(
ρshl

4

B

)1/2

,

where l is the horizontal lengthscale defined above, and B is the bending stiffness (in

particular B = Eh3/[12(1 − ν2)] for a shell, and B = Eh3/12 for an arch). (In Urbach

& Efrati (2017) inertia of the shell is neglected so we do not know the value of ρs or t∗.)

Table 5.1 shows that for all data sets, the viscous timescale [t]vis is an order of magnitude

larger than the elastic timescale t∗, so these systems are effectively in the large Deborah

number limit. The indentation times tind are also much larger than [t]vis, so that the

dimensionless indentation times Tind = tind/[t]vis are large. Hence, the pseudo-bistability

observed in these systems occurs in an analogous parameter range to that in our truss

model.

For each data set it is found that as the analogue of λ varies, the snap-through time

increases rapidly and appears to diverge near a critical value. Beyond this transition no
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Figure 5.10: (a) Snap-through times of viscoelastic arches and shells reported in the literature to
exhibit pseudo-bistability. For a legend and the parameters used in each data set, see table 5.1. (b)
Plotting the same data as a function of log(1/εeff).

snap-through occurs. This transition therefore appears to be the saddle-node bifurcation

at which the inverted arch/shell becomes bistable. (For the inverted arch, we discussed at

the start of Chapter 4 how the bifurcation is a subcritical pitchfork if the ends are clamped

at equal angles; however, we expect this to ‘unfold’ to a saddle-node bifurcation in the

presence of material imperfections, in a similar way to other buckling instabilities; see

Hayman, 1978; Bushnell, 1981, for example.) We use the critical value that is reported to

compute the normalised distance to the bifurcation, which we denote by εeff . For example,

if the thickness h is varied and hc is the critical value when snap-through no longer occurs,

then we define

εeff =

∣∣∣∣h− hchc

∣∣∣∣ ,
and similarly when other parameters are varied. The dimensional snap-through times

are plotted as a function of εeff on logarithmic axes in figure 5.10a. Here we observe the

characteristic signs of a saddle-node ghost: as εeff → 0 the snap-through time increases

systematically, varying by over two orders of magnitude within a very narrow range of εeff .

The key observation is that the data of Brinkmeyer et al. (2013) (yellow symbols) and

Urbach & Efrati (2017) (orange symbols) are roughly consistent with an inverse square-

root scaling law, i.e. tsnap ∝ ε
−1/2
eff as εeff → 0. To be more quantitative, we fit each data

set to a power law of the form tsnap ∝ εβeff using least squares. (For the data of Brinkmeyer

et al. (2012; 2013) we fit the six points closest to bifurcation, while for Urbach & Efrati

(2017) there is more data available so we instead fit the closest ten points). The best-fit

exponents are provided in table 5.1 and confirm that β ≈ −0.5 for the data reported

by Brinkmeyer et al. (2013) and Urbach & Efrati (2017). While the data of Urbach &

Efrati (2017) deviate significantly from the square–root scaling for moderately small values
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5 Viscoelastic snap-through

εeff & 10−2, this is similar to the behaviour we have seen in our truss model, in which the

error of the asymptotic prediction becomes significant if ε is not too small (compare to

figures 5.9a–b).

In contrast, the snap-through times reported by Brinkmeyer et al. (2012) (blue symbols)

do not appear to follow the square-root scaling, with the best-fit exponents β . −1. In

particular, one data set (blue squares) appears to curve upwards for small εeff , suggesting

that this discrepancy may be due to the sensitivity to the precise value of the bifurcation

point (small shifts in εeff can cause such variations when plotted on logarithmic axes).

However, when we plot t−2
snap as a function of εeff on linear axes for these data (to eliminate

this sensitivity), we do not observe a linear relationship, suggesting that these data obey a

different scaling law. We note that this discrepancy may not be physical, but rather a direct

consequence of the viscoelastic model used by Brinkmeyer et al. (2012), which assumes

that the stiffness decays back to its fully unrelaxed value when the indenter is released.

When we make this assumption in our truss model, we obtain tsnap ∝ log(1/ε) rather than

the ε−1/2 scaling when this assumption is not made; see Appendix 5.B. There is some

evidence that the data of Brinkmeyer et al. (2012) indeed follow this logarithmic scaling;

see figure 5.10b, which shows that these data exhibit a slightly more linear relationship

when tsnap is plotted as a function of log(1/εeff) compared to figure 5.10a. However, it is

not clear why the logarithmic scaling is not found in the data of Brinkmeyer et al. (2013)

(yellow symbols), despite the fact that these simulations are based on a similar assumption

for the stiffness. In any case, in the absence of more experimental data, it is not possible to

conclude that the square-root scaling holds generically for pseudo-bistable snap-through.

5.4 Snap-through dynamics: De� 1

5.4.1 Numerical solution

In this section we consider the limit De � 1, i.e. the relaxation timescale is much faster

than the elastic timescale. This is the relevant limit for “glassy” polymers that possess a

high degree of crystallinity, such as polyethylene terephthalate (PET) (Demirel et al., 2011;

Yilmazer et al., 2000), as well as composite laminates reinforced by additives such as glass

fibres (Brinkmeyer et al., 2013). For simplicity, we focus on the case Xind = Xfold = 3/2.

Because the SLS element will generally behave as an elastic solid when viewed over the

timescale of snap-through, we expect to recover similar dynamics to that presented in

Chapter 4. However, we will show that when bottleneck behaviour occurs, this expectation

is only correct when the indentation time is sufficiently large.
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5.4 Snap-through dynamics: De� 1

Typical numerically-determined trajectories in the small-De limit are shown in figures

5.11a–d (for De = 10−2). Here the truss exhibits oscillations on the elastic timescale

T = O(De−1)� 1, which become damped on a much slower timescale (in fact, balancing

terms in (5.7) shows that this damping timescale is T = O(De−2)). As we saw in the

limit De � 1, there are different dynamical regimes as the bifurcation parameter λ is

varied. When λ < λfold = 1/4, it appears that the truss does not snap and oscillates

around a mean value away from zero. Here viscous relaxation plays an insignificant role

as the trajectories are indistinguishable for different indentation times Tind (figure 5.11a).

Surprisingly, as λ ↗ 1/4 the truss may snap if the indentation time is sufficiently small

(figure 5.11b). This behaviour must be due to viscous effects at very early times: if the

truss were purely elastic, we would expect it to remain in the neighbourhood of the stable

root of Feq = 0 away from zero (since the truss starts near this root when Xind = Xfold

and λ ≈ 1/4). Finally, when λ > 1/4 the truss appears to snap for any value of Tind.

As λ ↘ 1/4 the motions evidently slow down in a bottleneck whose duration depends

strongly on Tind (figure 5.11c). At larger values λ > 1/4, the dependence on Tind decreases

(figure 5.11d).

These regimes are confirmed when we plot the computed snap-through times on the

(λ, Tind)-plane. Figure 5.12a shows that the boundary at which snap-through no longer

occurs is roughly located at λ = 1/4, and slowing down is only obtained when λ ≈ 1/4.

(No snap-through is observed for λ < 1/4 in figure 5.12a due to the resolution of the grid on

which the snap-through times are computed.) In contrast to the pseudo-bistable behaviour

discussed in §5.3, it appears that this slowing down still occurs when the indentation time

is small. This slowing down is more clearly visible in figure 5.12b, which shows a close-up

of the region 0 < 1/4−λ� 1 in which snap-through occurs. Consistent with being caused

by viscous effects, we find that this region only exists for small, but non-zero, De — this

region decreases in size for smaller values De . 10−2.

5.4.2 Bottleneck analysis

We now perform a detailed asymptotic analysis of the dynamics in the limit De � 1,

focussing on the bottleneck behaviour when

λ =
1

4
+ ε,

where 0 < ε� 1. To understand how viscous effects may influence the snap-through dy-

namics, we consider the evolution at early times when X ≈ Xfold. When De is sufficiently

small, we expect that the bottleneck duration obeys the underdamped scaling derived in

Chapter 4, i.e. T = O(De−1ε−1/4) (the factor of De−1 is because this bottleneck occurs on
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Figure 5.11: Dimensionless trajectories in the small Deborah number limit (Xind = Xfold = 3/2,
De = 10−2). Numerical results are shown for (a) λ = 0.1, (b) λ = 0.2497, (c) λ = 0.2501 and (d)
λ = 0.3 using three different values of Tind (given in the upper legend). Note that the vertical scale
varies between panels.
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Figure 5.12: Snap-through times in the limit De� 1 (Xind = Xfold, De = 10−2). (a) Numerical
results obtained by integrating (5.7)–(5.8) numerically (see colourbar). (b) A close-up of the region
where 0 < 1/4−λ� 1. For later reference, the boundary separating snap-through/no snap-through
predicted by equation (5.42) is shown (red dotted curve).

the elastic timescale, rather than the viscous timescale which was used to make times di-

mensionless). Re-scaling the displacement as in §5.3.2, and inferred by the elastic analysis

of Chapter 4, we set

X = Xfold − ε1/2χ,

T = De−1ε−1/4τ.

While |χ| � ε−1/2, the force terms can be expanded in a similar way to (5.25). Inserting

these expansions into the ODE (5.7), we obtain

ε1/2Dd3χ

dτ3
+

d2χ

dτ2
+

1

4
Ddχ

dτ
=

3

2

(
1 + χ2

)
, (5.30)

where we have introduced

D = De ε−1/4.

Here D measures the importance of the viscous terms compared to the inertia term in the

bottleneck phase. This is analogous to the Λ parameter we defined in Chapter 4: recall

that for our elastic arch, Λ = υ∆µ−1/4 where υ was the dimensionless damping coefficient

and ∆µ the normalised ‘distance’ to the snap-through bifurcation. The idea is that as

the snap-through transition is approached in both systems (i.e. ε → 0 or ∆µ → 0), the

motions are slowed down sufficiently for the dynamics to become overdamped, even if the

external viscosity/damping is small.
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5 Viscoelastic snap-through

The initial conditions (5.8) are written in terms of χ as

χ(0+) = 0, χτ (0+) = 0, χττ (0+) =
Find

ε
. (5.31)

Since ε � 1, it appears that we can simply neglect the third-order derivative in (5.30)

in favour of the first-order derivative. However, using the expression (5.6) for Find, we

expand
Find

ε
=

3

2
+

3

2
ε−1e−Tind

(
1

4
+ ε

)
∼ 3

2
+

3

8
ε−1e−Tind . (5.32)

Neglecting the third-order derivative in (5.30) would instead imply that d2χ/dτ2 ∼ 3/2

initially, which is incompatible with the initial data (5.31) and (5.32) if ε−1e−Tind is not

small. This suggests that all terms in (5.30) may be important at early times. To make

analytical progress, we therefore consider the behaviour when χ � 1 so that we can

linearise the right-hand side of the ODE (5.30). The leading order solution is

χ ∼ 6D−1

(
τ +

em−τ − em+τ

m+ −m−

)
+ 4

(
ε−1/2Find − 6D−2

)(
1 +

m−e
m+τ −m+e

m−τ

m+ −m−

)
,

(5.33)

where we define

m± =
−1±

√
1− ε1/2D2

2ε1/2D
.

Because ε1/2D2 = De2 � 1, we can expand the square root term in m± to obtain

m+ ∼ −
D
4
− ε1/2D3

16
, m− ∼ −ε−1/2D−1 +

D
4

+
ε1/2D3

16
.

Furthermore, while τ � D−1 we have m+τ � 1 so we may expand the exponential term

em+τ for small arguments. Upon inserting the above expansions for Find and m+, the

solution to leading order reduces to

χ ∼ 3

8
e−TindD2 (em−τ − 1) +

3

8
ε−1/2e−TindDτ +

3

64

(
16− ε−1/2e−TindD2

)
τ2

− D
256

(
16− ε−1/2e−TindD2

)
τ3. (5.34)

It may be verified that the neglected terms in this solution are indeed smaller than at least

one retained term provided De � 1 and τ � D−1; we have retained some higher order

terms (such as the cubic term) to allow us to evaluate derivatives to leading order later.

The linearised solution (5.34) breaks down when χ reaches O(1) and the χ2 term in the

ODE (5.30) is no longer negligible. Note that when m−τ = O(1), i.e. τ = O(ε1/2D) �
D−1, the solution implies that χ = O(e−TindD2, εD2). This suggests that χ is already larger

than O(1) by this time if D is sufficiently large. We therefore consider the cases D � 1

166



5.4 Snap-through dynamics: De� 1

and D � 1 separately, determining the different leading order balances the solution passes

through before χ eventually reaches O(ε−1/2) and leaves the bottleneck phase. This will

enable us to calculate the bottleneck duration to leading order, and hence approximate

the total time taken to snap-through.

The case D � 1

We first assume that D � 1. Because D scales weakly with ε (due to the 1/4 power), this

assumption is violated only for very small values of ε that are unlikely to be experimentally

attainable; for example, when De = 10−1 attaining D ≥ 1 requires ε ≤ 10−4, with smaller

values of ε required as De decreases. With the assumption D � 1, we also have e−TindD2 �
1 and so from the above discussion χ � 1 while τ = O(ε1/2D). Focussing instead on

the interval ε1/2D � τ � D−1, the exponential term em−τ in the solution (5.34) is

exponentially small. Keeping only the dominant terms for τ � D−1, we then have

χ ∼ 3

8
ε−1/2e−TindDτ +

3

4
τ2.

We see that as well as quadratic growth due to inertia, the solution also has a linear part

associated with viscous effects. This linear growth is a consequence of the SLS element not

being completely relaxed when the indenter is released: as Tind → ∞, this term becomes

negligible and we are left with the usual quadratic growth we have previously seen for

underdamped bottleneck dynamics (Chapter 4). The ratio of the linear and quadratic

terms is measured by the dimensionless parameter

Ψ ≡ ε−1/2e−TindD = De ε−3/4e−Tind .

(Note that both Ψ � 1 and Ψ � 1 are possible for any value of D, depending on the

relative sizes of ε and Tind.) We then expect to recover the underdamped scaling T =

O(De−1ε−1/4) for the bottleneck duration when Ψ� 1, corresponding to sufficiently small

De/large Tind; we will show that when Ψ & 1 this scaling breaks down. Before proceeding,

we use (5.34) to evaluate the solution components when ε1/2D � τ � D−1 as

χ ∼ 3

8
Ψτ +

3

4
τ2,

dχ

dτ
∼ 3

8
Ψ +

3

2
τ,

d2χ

dτ2
∼ 3

32
(16−DΨ) ,

d3χ

dτ3
∼ − 3D

128
(16−DΨ) . (5.35)
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The sub-case Ψ� 1

Consider first the sub-case D � 1 and Ψ � 1, i.e. when the linear growth due to an

unrelaxed stiffness is dominated by the quadratic growth. It follows from (5.35) that

χ = O(1) when τ = O(1) (which satisfies ε1/2D � τ � D−1 when D � 1, as assumed

above). To determine the updated balance in the ODE at this stage, we evaluate the size

of the different terms in (5.30). With the assumptions Ψ� 1 and D � 1, the expressions

in (5.35) imply that when τ = O(1)

Ddχ

dτ
= O(D)� 1,

d2χ

dτ2
= O(1), ε1/2Dd3χ

dτ3
= O(ε1/2D2) = O(De2)� 1,

so that the viscous terms are both negligible compared to the inertia term. The updated

balance in (5.30) is therefore
d2χ

dτ2
∼ 3

2

(
1 + χ2

)
, (5.36)

i.e. we recover the normal form for underdamped dynamics near a saddle-node bifurcation

(discussed in Chapter 4), as we anticipated. Multiplying by dχ/dτ and integrating twice,

the solution matching back to the quadratic growth for χ� 1 is given implicitly by

τ ∼
∫ χ

0

dξ√
ξ3 + 3ξ

.

The bottleneck duration, τb, is obtained by setting χ = O(ε−1/2). As in Chapter 4, we

may evaluate the resulting integral to leading order by replacing the upper limit by ∞;

the error in doing so is O(ε1/4). In the original dimensionless variables, T = De−1ε−1/4τ ,

this gives the bottleneck duration, Tb, as

Tb ∼ De−1ε−1/4

∫ ∞
0

dξ√
ξ3 + 3ξ

.

The integral can be evaluated to yield

Tb ∼
Γ
(

1
4

)2
2 · 31/4

√
π

De−1ε−1/4 ≈ 2.82 De−1ε−1/4. (5.37)

The sub-case Ψ & 1

Suppose instead that D � 1 and Ψ & 1, i.e. the linear growth due to viscous effects is

significant. We now have that χ = O(1) first when τ = O(Ψ−1) (again, we may verify

that ε1/2D � τ � D−1 at this point when D � 1). Using the expressions in (5.35), at
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this point we evaluate

Ddχ

dτ
= O(DΨ),

d2χ

dτ2
= O(1,DΨ), ε1/2Dd3χ

dτ3
= O(ε1/2D2, ε1/2D3Ψ). (5.38)

Provided that DΨ � 1, i.e. the linear growth is not too large, the viscous terms are

again negligible compared to the inertia term when χ = O(1), and the updated balance is

unchanged from (5.36). The implicit solution matching back into χ� 1 modifies to

τ ∼
∫ χ

0

dξ√
ξ3 + 3ξ + (3Ψ/8)2

, (5.39)

i.e. the integrand now has an O(Ψ2) correction due to the linear growth. The bottleneck

duration in original dimensionless time is then

Tb ∼ De−1ε−1/4

∫ ∞
0

dξ√
ξ3 + 3ξ + (3De ε−3/4e−Tind/8)2

. (5.40)

As expected, this expression reduces to (5.37) in the limit Ψ� 1 (this can be justified by

decomposing the interval of integration, and showing that the contribution when the Ψ2

term is comparable to the other terms, around ξ = 0, is negligible).

If Ψ� 1, however (which is possible while maintaining DΨ� 1 because D is assumed

small), we can uniformly approximate the integrand in (5.40) by ignoring the ξ term:

if ξ � Ψ2/3 then both ξ and ξ3 terms are negligible compared to the Ψ2 term, and if

ξ & Ψ2/3 � 1 then the ξ term is negligible compared to the ξ3 term. We deduce that

when Ψ� 1

Tb ∼ De−1ε−1/4

∫ ∞
0

dξ√
ξ3 + (3De ε−3/4e−Tind/8)2

.

Evaluating the integral, we obtain

Tb ∼
4Γ
(

1
3

)
Γ
(

7
6

)
31/3
√
π

De−4/3eTind/3 ≈ 3.89 De−4/3eTind/3, (5.41)

so that the bottleneck duration is independent of ε. This regime corresponds to the linear

growth dominating the quadratic growth due to inertia: as χ reaches O(1), the truss has a

significant velocity that consequently limits the time taken to leave the bottleneck. Hence,

critical slowing down does not occur as ε decreases.

Note that the De−4/3 scaling in (5.41) gives a bottleneck duration that scales as a

combination of both viscous and elastic timescales:

tsnap ∝
( η
E

)−1/3
(√

m

k

)4/3

exp

(
tind

3η/E

)
.
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Particularly surprising here is that increasing the viscosity (keeping all other parameters

constant) decreases the snapping time. This is due to both the negative exponent of η in

tsnap and the inverse dependence within the exponential. Physically, this result is because

increasing the viscosity (while tind is fixed) decreases the dimensionless indentation time

Tind = tind/(η/E), and so the destabilising effect of the unrelaxed stiffness at early times

becomes more significant.

We arrived at the expression (5.40) by assuming that DΨ � 1. If instead DΨ & 1,

(5.38) implies that the linear growth is sufficient to cause the first-order viscous term to

now balance the inertia term when χ reaches O(1). The updated balance (5.36) is then

no longer valid. However, further analysis (provided in Appendix 5.C) shows that the

ODE ultimately reduces to a balance between the inertia term and the χ2 term before

the truss leaves the bottleneck, and we recover the same implicit solution (5.39) when we

neglect the ξ term in the integrand. To leading order, the bottleneck duration is therefore

unchanged from (5.41).

Summary for D = De ε−1/4 � 1

We have shown that the bottleneck duration to leading order is given by the integral (5.40),

which remains uniformly valid for 0 < ε� 1 and D � 1, i.e. De� ε1/4. In particular, we

have the distinguished limits

Tb ∼


Γ( 1

4)
2

2·31/4
√
π

De−1ε−1/4 if Ψ = De ε−3/4e−Tind � 1,

4Γ( 1
3)Γ( 7

6)
31/3
√
π

De−4/3eTind/3 if Ψ = De ε−3/4e−Tind � 1.

The prediction (5.40) agrees well with the computed snap-through times — see figure 5.13,

where we have fixed De = 10−2 and varied ε in the range where D � 1 (the maximum

value is D ≈ 0.3 when ε = 10−6). As expected, the data collapse onto the predicted

ε−1/4 scaling only when Tind is sufficiently large to ensure Ψ� 1. We delay verifying the

dependence of the snap-through times on the Deborah number De until we have considered

the dynamics when D & 1.

The case D & 1

To build up a complete picture of the different dynamical regimes, we now consider the

case when De � 1 and D & 1, i.e. ε1/4 . De � 1. It turns out that determining the

different leading order balances the solution passes through once χ reaches O(1) is more

complicated, requiring more intermediate intervals. However, the analysis in Appendix
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Figure 5.13: Snap-through times in the limit D = De ε−1/4 � 1 (Xind = Xfold, De = 10−2).
Numerical results are shown (symbols; see legend) together with the asymptotic predictions using
(5.40), evaluated using quadrature (dotted curves), which are valid for 0 < ε � 1 and D � 1.
These collapse onto the limiting form (5.37) (black dotted line) when Tind is sufficiently large.

5.C suggests that the ODE (5.30) ultimately reduces to a balance between the χ2 term

and either the inertia term or the first-order viscous term, and that only this balance

is relevant for finding when χ leaves the bottleneck. We therefore determine when this

balance occurs and ignore the different proceeding balances. This approach is also justified

by noting that while the inertia or viscous terms dominate the χ2 term, the solution of

the linearised ODE is still asymptotically valid. This is because when χ is larger than

O(1), these terms will also dominate the constant term, so that linearising the ODE has

no effect on the leading order solution.

Recall from the linearised solution (5.34), expanded for times τ � D−1, that χ =

O(e−TindD2, εD2) by the time τ = O(ε1/2D). Using this solution, it may be shown that χ2

is always small compared to the viscous and inertia terms by this stage. Hence, we again

focus on the interval ε1/2D � τ � D−1 when the solution components are given by the

expressions (5.35).

Consider first the case when Ψ is sufficiently large that the linear part of χ dominates

the quadratic part. The expressions (5.35) imply that the first-order viscous and inertia

terms are both O(DΨ) � 1 (the third-order viscous term is a factor of De2 smaller).

It follows that χ2 first becomes comparable to these terms when τ = O(D1/2Ψ−1/2); to

ensure this occurs while τ � D−1, we then require Ψ� D3 & 1 (we also verify this occurs

while χ� ε−1/2). With the assumption Ψ� D3 & 1, the updated balance is then

d2χ

dτ2
+

1

4
Ddχ

dτ
∼ 3

2
χ2.
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Together with the matching requirement χ ∼ (3/8)Ψτ for τ � D1/2Ψ−1/2, this is precisely

the problem considered in Appendix 5.C when D was assumed small. We deduce that

the bottleneck duration is again given by (5.41) to leading order. This is not surprising:

because the destabilising effect of the linear growth is limiting the dynamics, the bottleneck

duration is insensitive to the values of D and ε, and so is unchanged from the case D � 1.

We also note the requirement Ψ� D3 is equivalent to

Tind � log(De−2).

Suppose instead that Ψ . D3. In this case we expect that the χ2 term will remain small

compared to the remaining terms while τ � D−1. This can be verified directly using the

expressions (5.35) and the fact that D & 1. Moreover, assuming D � 1, this also holds

when τ = O(D−1). This allows us to consider the linearised solution at times τ � D−1,

when both exponential terms in (5.33) are negligible. Inserting the expansion (5.32) for

Find, at leading order the solution reduces to

χ ∼ D−1

(
6τ +

3

2
Ψ

)
.

This breaks down when τ = O(D) and both the χ2 term and the first-order viscous

term are O(1). Because the higher order derivatives are exponentially small, the updated

balance is
1

4
Ddχ

dτ
∼ 3

2

(
1 + χ2

)
,

i.e. we now obtain the normal form associated with overdamped dynamics. In the original

dimensionless time, this becomes

dχ

dT
= 6ε1/2

(
1 + χ2

)
.

Matching backwards requires

χ ∼ 6ε1/2T +
3

2
ε−1/2e−Tind .

This is almost exactly the problem we considered in the limit De � 1 using multiple-

scale analysis; recall equations (5.26)–(5.27) in §5.3.2. In a similar way, we calculate the

bottleneck duration to be

Tb =
π

12
ε−1/2 − 1

6
ε−1/2 arctan

(
3

2
ε−1/2e−Tind

)
.

To leading order, this coincides with the expressions (5.29) in the distinguished limits

ε−1/2e−Tind � 1 and ε−1/2e−Tind � 1: if ε−1/2e−Tind � 1 we have Tb ∼ (π/12)ε−1/2, while
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if ε−1/2e−Tind � 1 critical slowing down does not occur with Tb ∼ eTind/9.

In summary, we have shown that when 0 < ε � 1 and ε1/4 � De � 1, the bottleneck

duration has the distinguished limits

Tb ∼


4Γ( 1

3)Γ( 7
6)

31/3
√
π

De−4/3eTind/3 if Tind � log(De−2),

1
9e
Tind if log(De−2) . Tind � log(ε−1/2),

π
12ε
−1/2 if Tind � log(ε−1/2).

We only recover the usual inverse square-root scaling associated with an overdamped

saddle-node ghost when Tind is sufficiently large.

Complete regime diagram

We are now able to present the complete picture of the dynamical regimes during the

bottleneck phase. This is shown schematically on the (De, Tind)-plane in figure 5.14. Here

we have combined the results of the above analysis, valid for De � 1, with the regions

predicted by the multiple-scales analysis in §5.3.2 when De � 1. In each case, we have

plotted the boundaries that separate different distinguished limits for the bottleneck du-

ration. These should be interpreted only in an order-of-magnitude sense, so that generally

the scaling laws for the snap-through time are valid away from these boundaries. We have

also plotted the minimum value of Tind needed for pseudo-bistable behaviour when De� 1

(yellow line; recall equation (5.23)). While our analysis is not valid for De = O(1), we

found that the scaling laws may be identical in the cases De� 1 and De� 1 for certain

values of Tind. We have therefore not plotted the boundary De = O(1) in these cases.

To further illustrate the different regimes, we have plotted the computed snap-through

times as a function of De in figure 5.15a (specifying ε = 10−6 to clearly distinguish the

different regimes). Here we have fixed Tind in each data set, so that different symbols

correspond to taking different horizontal slices through the regime diagram. Figure 5.15a

confirms that when Tind is smaller than unity, the snap-through times follow a De−1 scaling

when De is large, before switching to the predicted De−4/3 scaling for values De . 1

(blue circles, red upward-pointing triangles, yellow squares). As Tind increases past O(1),

pseudo-bistable behaviour is obtained when De � 1, in which the snap-through time is

independent of De; as De decreases, both De−4/3 and De−1 scaling laws may be observed in

succession (purple right-pointing triangles), corresponding to crossing multiple boundaries

in the regime diagram (i.e. the blue and red boundaries in figure 5.14). When Tind is larger

than unity, the results for De � 1 collapse onto the O(ε−1/2) prediction in the pseudo-

bistable regime, while only the De−1 scaling is observed as De decreases (green diamonds,

cyan upward-pointing triangles).
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Figure 5.14: Regime diagram for the snap-through dynamics when 0 < λ − λfold � 1 and
Xind = Xfold (here ε = λ − λfold = 10−6). Results for the dimensionless snap-through time Tsnap

are shown in each region. The pseudo-bistable regime, in which the snap-through time is governed
by the timescale of viscous relaxation, is lightly shaded.
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Figure 5.15: Snap-through times when 0 < λ − λfold � 1 (Xind = Xfold, ε = λ − λfold = 10−6).
(a) Computed snap-through times as a function of De for fixed Tind (symbols; see legend), together

with the asymptotic predictions Tsnap ≈ 3.89De−4/3eTind/3 (coloured dotted lines) and the prediction
Tsnap ≈ 2.82 De−1ε−1/4 (black dotted line). (b) Computed times as a function of Tind for fixed De.
We have also plotted the asymptotic predictions (5.40) (coloured dotted curves) and (5.28) (black
dashed curve), which move between the different distinguished limits on figure 5.14 as Tind is varied.

174



5.4 Snap-through dynamics: De� 1

We have also plotted the computed snap-through times as a function of Tind while De is

fixed; see figure 5.15b. We again find that the results are consistent with taking different

slices through the regime diagram in figure 5.14, now in the vertical direction. Remarkably,

the asymptotic prediction (5.40) (dotted curves) agrees excellently with the numerics when

De = O(1) and Tind is sufficiently small, even though this result is formally valid only for

De� 1. This suggests that it may be possible to generalise the above bottleneck analysis

to incorporate values De = O(1), though we do not pursue this here.

5.4.3 Premature snap-through behaviour (λ < λfold)

The above analysis allowed us to calculate the bottleneck duration, and hence approximate

the total time taken to snap-through. However, it does not explain when snap-through

behaviour is observed. Recall from figure 5.12b that viscous effects cause premature snap-

through when λ < λfold, i.e. when a purely elastic truss would instead be stable. In

particular, the boundary at which snap-through no longer occurs on the (λ, Tind)-plane is

located at 0 < 1/4 − λ � 1 and depends on De. In this final section, we briefly modify

the bottleneck analysis to determine this boundary.

We now set

λ =
1

4
− ε,

where 0 < ε � 1, and we introduce the re-scaled variables χ and τ as before. The

expansions for the force terms are now

Feq(X;λ) =
3

2
ε
(
χ2 − 1

)
+O(ε3/2χ, ε3/2χ3),

F ′eq(X; 2λ) =
1

4
+O(ε, ε1/2χ).

The re-scaled ODE (5.30) modifies to

ε1/2Dd3χ

dτ3
+

d2χ

dτ2
+

1

4
Ddχ

dτ
=

3

2

(
χ2 − 1

)
,

so that the sign of the constant term is flipped compared to (5.30). The initial conditions

(5.31) remain unchanged, though the expansion for Find becomes

χττ (0+) =
Find

ε
∼ −3

2
+

3

8
ε−1e−Tind = −3

2
+

3

8
ε−1/2 Ψ

D
,

i.e. the constant term also changes sign here. It follows that we recover the same problem

we considered earlier (i.e. when λ > 1/4) by flipping the sign of the constant terms in the
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ODE and the expression for χττ (0+). When the χ2 term is negligible, this can be achieved

by sending

χ→ −χ, Ψ→ −Ψ.

We deduce that the solution of the linearised ODE is found by applying the above trans-

formation to our previous solution for λ > 1/4. In particular, when ε1/2D � τ � D−1,

the solution (5.35) becomes

χ ∼ 3

8
Ψτ − 3

4
τ2.

Assuming that D � 1 and DΨ � 1, we can similarly show that when χ first reaches

O(1) the viscous terms are negligible in the updated balance, which here modifies to

d2χ

dτ2
∼ 3

2

(
χ2 − 1

)
.

The solution matching back into χ� 1 satisfies(
dχ

dτ

)2

∼ χ3 − 3χ+

(
3

8
Ψ

)2

.

For the truss to never leave the bottleneck and simply oscillate in an inverted state, the

right-hand side must be zero at a positive value of χ. Since this is a cubic function of χ,

the smallest value of Tind when this occurs corresponds to when the graph of the cubic has

a turning point that coincides with the horizontal axis; below this value (corresponding

to larger Ψ), the turning point lies above the horizontal axis and the velocity is always

positive for χ ≥ 0. This turning point is located at χ = 1, so the critical value of Tind

satisfies

−2 +

(
3

8
Ψ

)2

= 0.

This can be re-arranged to

Tind = log

[
3
√

2

16
De ε−3/4

]
. (5.42)

This prediction is superimposed (red dotted curve) onto the numerical snap-through times

in figure 5.12b, where we observe excellent agreement. Note that in the purely elastic limit

De→ 0, the critical value of Tind is always exceeded and the boundary will approach the

line λ = 1/4, as expected. Because Ψ = O(1) at the critical value, we also verify that the

earlier assumption DΨ � 1 is valid whenever D � 1, which in turn is violated only for

extremely small values of ε.
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5.5 Summary and discussion

In this chapter, we have analysed the dynamics of snap-through when viscoelastic effects

are present. We re-emphasise that such effects are fundamentally different to external

damping such as viscous drag: viscoelasticity modifies the bistability characteristics and

hence can change when snap-through occurs. Moreover, in an experiment where we first

indent a structure to a particular configuration, the resulting dynamics depend on the

history of stress relaxation during the indentation phase. Previous approaches have dealt

with this complexity by modelling the structure as being elastic with an effective stiffness

that evolves according to a Prony series ansatz (Santer, 2010; Brinkmeyer et al., 2012;

2013). Here, we have presented an alternative approach that derives the equations of

motion from first principles using the constitutive law of a standard linear solid. This

enables us to capture both stress relaxation and creep phenomena without making any

additional assumptions regarding the dynamic behaviour.

To gain analytical insight we studied a modified form of the Mises truss, a simple

and commonly used model system that exhibits bistability and snap-through (Panovko

& Gubanova, 1987; Krylov et al., 2008; Brinkmeyer et al., 2013). By introducing an ad-

ditional vertical spring and a point mass in our formulation, the truss becomes a more

realistic lumped model for more complex structures such as spherical shells and arches.

Using a small-angle approximation, we were able to reduce the number of dimensionless

parameters in our problem to four. These are the Deborah number De, measuring the

importance of inertia compared to viscosity; the relative stiffness λ, which acts as a bi-

furcation parameter and determines the bistability characteristics of the truss; and the

details of the indentation stage are specified by the indentation displacement Xind and

time duration Tind. Regarding the truss as a lumped model, we then expect that analo-

gous parameters will control the dynamics in elastic shells and arches; for example, λ may

be compared to the Föppl-von-Kármán number for spherical shells.

We began by considering the dynamics when De is large. Using direct numerical solu-

tions, we showed that the onset of snap-through cannot be inferred by whether or not the

truss is effectively bistable at the moment the indenter is released. Instead, we turned to a

detailed asymptotic analysis of the snap-through dynamics using the method of multiple

scales. This analysis showed that the leading-order dynamics generally obey the equa-

tions of motion when we neglect the terms associated with inertia, as expected. However,

immediately after the indenter is released, inertial effects become important, as the dis-

placement moves rapidly to a new value to balance the jump in the applied force. It is

this purely elastic behaviour at early times that determines whether the truss then creeps

in an inverted state or immediately jumps back to near its natural configuration. In this

way, we were able to build up a complete picture of the different dynamical regimes and
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determine precisely when pseudo-bistable behaviour is obtained (figure 5.8). Our analysis

describes many features of pseudo-bistability that have been reported previously in exper-

iments and numerical simulations, such as why a minimum indentation depth Xind and

duration Tind are needed to obtain any creep behaviour. Both of these features are readily

observed in a commercially available popper toy: this needs to be turned sufficiently far

‘inside-out’, and held for some seconds, to be placed on a surface without immediately

jumping upwards.

In the pseudo-bistable regime, the truss undergoes a creeping motion until a rapid snap-

back occurs. In our leading-order description of the dynamics, this snapping event is

associated with an infinite velocity, implying that inertial effects must become important

again. This is very similar to the analysis of creep buckling, in which an infinite velocity

is used as a criterion to determine the onset of instability (Hayman, 1978). Nevertheless,

the snap-back considered here is considerably more complicated compared to classical

creep buckling under a constant applied load. Due to the initial indentation stage in our

experiment, both the history of stress relaxation and inertial effects at early times must

be accounted for.

As well as being characterised by overdamped dynamics, a key feature of the pseudo-

bistable regime is that it occurs in a narrow parameter range at the transition between

bistability and monostability. This corresponds to the saddle-node bifurcation at λ = λfold.

As a direct consequence of this fact, the snap-through dynamics are susceptible to slowing

down due to the saddle-node ghost. Provided Tind is sufficiently large, we showed that

the snap-through time tsnap inherits the usual inverse square-root scaling law, i.e. we have

tsnap ∝ (η/E)ε−1/2 where η/E is the viscous timescale and ε = λ − λfold. In analysing

data from experiments and numerical simulations reported in the literature, we found that

this slowing down explains the sensitivity of the snap-through time in the pseudo-bistable

regime, and there is some evidence of an inverse square-root scaling law (figure 5.10).

While the snap-through times reported by Brinkmeyer et al. (2012) appear to follow a

different scaling, this may be due to the Prony series ansatz used in their finite element

simulations. However, the lack of experimental data means that it is not possible to draw

firm conclusions. In future work, it would be interesting to perform further experiments

and determine whether the square-root scaling indeed holds more generically, as we were

able to conclude for the pull-in instabilities studied in Chapter 2.

We then considered the limit of small Deborah number. By focussing on the indentation

displacement Xind = Xfold, i.e. the displacement associated with the saddle-node bifurca-

tion, our analysis becomes a natural extension to the elastic snap-through we studied in

Chapter 4. Away from the saddle-node bifurcation, the dynamics are largely independent

of Tind and the truss behaves as though it were purely elastic. However, we showed that

178



5.5 Summary and discussion

this conclusion is no longer valid when the system is near the saddle-node bifurcation.

When Tind is small, the stiffness is largely unrelaxed when the indenter is released, which

causes the displacement to initially grow linearly rather than quadratically. If λ < λfold,

this can induce snap-through when a purely elastic truss would be stable.

If λ > λfold, this linear growth interferes with the bottleneck dynamics during snap-

through. Because the bottleneck depends sensitively on ε, and the linear growth acts like

an ‘extra’ perturbation, this results in a bottleneck time that depends delicately on the

value of Tind. If Tind is sufficiently large, the Deborah number simply enters as a viscous

damping coefficient, and we obtain the usual underdamped/overdamped bottleneck scal-

ings depending on the value of D = De ε−1/4; this is analogous to the dynamics we studied

in Chapter 4. However, as Tind decreases, we showed that the regime diagram features

two further asymptotic regions while De � 1 (figure 5.14). In particular, we identified

a regime in which the snap-through time scales as tsnap ∝ (η/E)−1/3(
√
m/k)4/3, which

we believe has not been reported previously. It remains an interesting possibility as to

whether this scaling may be found in more complex structures.
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Figure 5.16: A typical force-displacement curve in the case λ < 1/8 (left panel), and the corre-
sponding phase plane of the first-order system (5.43) (right panel). In this regime (5.19) has three
distinct real roots (labelled as red circles), corresponding to three critical points on the phase plane.

Appendix 5.A Determining X (0+)

In this appendix we consider the solution X (0+) of the cubic equation (5.19). This provides

the initial value of the “slow part” of the displacement, and so determines whether the

truss initially creeps in an inverted position or immediately snaps to its natural state.

5.A.1 The case λ < 1/8

We first consider the case λ < 1/8. Here 2λ < λfold, so that the turning point X+ on the

force-displacement curve Feq(X ; 2λ) lies below the horizontal axis, i.e. Feq(X+; 2λ) < 0.

Furthermore, restricting to Xind ≤ 2, it is possible to show that

λXind

(
1− e−Tind

)
< Feq(X−; 2λ).

Hence, when λ < 1/8, the line of height λXind(1 − e−Tind) always lies between the two

turning points on the force-displacement curve — there are three distinct real roots of

equation (5.19). This is illustrated in the left panel of figure 5.16, which highlights the

roots as red circles. However, it is not immediately clear which root is the relevant one.

To determine the relevant root, we return to equation (5.13), i.e. the leading order

problem in the multiple-scale analysis. Recall that in our multiple-scale analysis, we first

re-scaled the ODE in terms of the fast elastic timescale T . Setting A(T ) = 0, equation

(5.13) then governs the dynamics of the truss at very early times, before viscous relaxation
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of the SLS element becomes important. Defining V0 = ∂X0/∂T , this equation can be

written as the first-order system

∂X0

∂T
= V0,

∂V0

∂T
= λXind

(
1− e−Tind

)
− Feq(X0; 2λ), (5.43)

with initial data (X0, V0) = (Xind, 0) at T = 0+. The significance here comes from the

fact that the critical points of this system are precisely the solutions of (5.19), and hence

correspond to the possible values of X (0+). The relevant value is then determined by

which critical point the solution oscillates around on the phase plane, when we follow the

trajectory emerging from (X0, V0) = (Xind, 0) — these oscillations correspond to the “fast

part” of the solution, X , as opposed to the slowly varying mean. For later reference, we

also note that (5.43) is Hamiltonian with conserved energy

1

2

(
∂X0

∂T

)2

+

∫ X0

Xind

Feq(ξ; 2λ) dξ = λXind

(
1− e−Tind

)
(X0 −Xind) . (5.44)

A typical phase plane of (5.43) in the case λ < 1/8 is shown in the right panel of

figure 5.16. Here the three real roots of equation (5.19) give rise to three critical points.

By considering the Jacobian of (5.43), we find that the two roots where F ′eq(X ; 2λ) > 0

correspond to centres, while the intermediate root where F ′eq(X ; 2λ) < 0 is associated with

a saddle point. Figure 5.16 also shows that there are two homoclinic orbits that emerge

from the saddle point (black solid curves). These orbits act as separatrices: all trajectories

that oscillate around the left centre are enclosed in the homoclinic orbit to the left of the

saddle point, while all trajectories that oscillate around the right centre are enclosed in

the right orbit. We therefore expect that X (0+) corresponds to one of the centres rather

than the saddle point, depending on whether the solution starts to the left or the right

of the saddle point on the phase plane. Moreover, because F ′eq(X ; 2λ) > 0 at the centres,

and F ′eq(X ; 2λ) < 0 when X ∈ (X−,X+) (as seen from the force-displacement curve), we

must have X (0+) < X− or X (0+) > X+. (In addition, because we expect the solution to

oscillate around these centres as T increases and A 6= 0, this verifies our earlier assumption

that F ′eq(X ; 2λ) > 0, which we made immediately after equation (5.17).)

Suppose that 1 ≤ Xind < 3/2. From the force-displacement curve in figure 5.16, we see

that Xind lies to the right of the saddle point if and only if Feq(Xind; 2λ) < λXind(1−e−Tind)

(since this is where Feq(X ; 2λ) is monotonically decreasing on the diagram). Using the

expression (5.6) for Find, this is precisely the statement

Find = Feq

(
Xind;λ

[
1 + e−Tind

])
< 0.

181



5 Viscoelastic snap-through

This is equivalent to

Tind > log

[
λXind

−Feq(Xind;λ)

]
. (5.45)

When this is satisfied the relevant solution is the right centre with X (0+) > X+; otherwise

we have X (0+) < X−.

Suppose instead that Xind ≥ 3/2. In this case, Xind always lies to the right of the saddle

point (the force-displacement curve illustrates how the intermediate root is smaller than

3/2 when λ < 1/8). However, it is also possible that Xind is large enough to fall outside the

homoclinic orbit to the right of the saddle point. If this occurs, the phase plane in figure

5.16 shows how the amplitude of the oscillations becomes very large, with the trajectory

enclosing both centre points. In particular, the trajectory crosses the horizontal axis again

near the origin, and so the truss will immediately snap in this regime. If this occurs, we

consider the relevant solution to be the left centre, i.e. X (0+) < X−.

Now imagine that λ and Xind are fixed, while the indentation time Tind is varied. As

Tind increases, the value of λXind

(
1− e−Tind

)
increases, and so both the right centre and

the homoclinic orbit are shifted further to the right on the phase plane. There will be a

critical value of Tind for which the initial point (Xind, 0) lies exactly where the homoclinic

orbit crosses the horizontal axis (highlighted as a yellow square on figure 5.16). Only

when Tind is larger than this value does the initial point fall inside the separatrix and we

have X (0+) > X+. This change in behaviour is an instance of a homoclinic bifurcation

(Strogatz, 2014), which has been observed in other dynamic snap-through (Nachbar &

Huang, 1967) and pull-in instabilities (Krylov, 2007).

To determine this critical value, we note that there is a discontinuous change in where the

trajectory starting from (Xind, 0) later crosses the horizontal axis. Setting ∂X0/∂T = 0

in (5.44), the value of X0 at this point satisfies∫ X0

Xind

Feq(ξ; 2λ) dξ = λXind

(
1− e−Tind

)
(X0 −Xind) .

At the critical value of Tind, the trajectory starts on the homoclinic orbit and later crosses

the axis at the saddle point, so that we also have

Feq(X0; 2λ) = λXind

(
1− e−Tind

)
.

It follows that ∫ X0

Xind

Feq(ξ; 2λ) dξ = (X0 −Xind)Feq(X0; 2λ),

which can be re-arranged to

−1

4
(X0 −Xind)2 [3X2

0 + 2(Xind − 4)X0 + (Xind − 2)2 + 4λ
]

= 0.
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Figure 5.17: A typical force-displacement curve in the case 1/8 < λ ≤ 1/2 (left panel), and the
corresponding phase plane of equation (5.43) (right panel). In this regime equation (5.19) may
have three distinct real roots (labelled as case 1©) or a single real root (case 2©).

The solution corresponding to the saddle point is

X∗ = −1

3
(Xind − 4) +

√
2

3

√
3− 6λ− (Xind − 1)2.

Hence, the critical value of Tind satisfies

λXind

(
1− e−Tind

)
= Feq(X∗; 2λ).

Solving for Tind, we conclude that when Xind ≥ 3/2, we have X (0+) > X+ if and only if

Tind > log

[
λXind

λXind − Feq(X∗; 2λ)

]
. (5.46)

5.A.2 The case 1/8 < λ ≤ 1/2

When 1/8 < λ ≤ 1/2, both turning points on the force-displacement curve Feq(X ; 2λ) lie

above the horizontal axis; see the left panel of figure 5.17. We deduce that there are two

possibilities. If the line of height λXind

(
1− e−Tind

)
lies below the turning point at X+,

i.e. if

λXind

(
1− e−Tind

)
< Feq(X+; 2λ),

then there is a single real root of equation (5.19) that corresponds to a centre on the phase

plane. This is labelled as case 2© on figure 5.17, and a typical phase plane is shown in the

right panel of the figure. We therefore always have X (0+) < X− in this case.

If instead

λXind

(
1− e−Tind

)
> Feq(X+; 2λ), (5.47)
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then there are three distinct real roots of equation (5.19) (labelled as case 1© on figure

5.17). (The third possibility, that the line λXind

(
1− e−Tind

)
lies above both turning

points, cannot occur when Xind ≤ 2 and λ ≤ 1/2.) The analysis then proceeds in a

similar way to the case λ < 1/8. In particular, if 1 ≤ Xind < 3/2 the relevant root has

X (0+) > X+ if and only if Tind satisfies (5.45), otherwise X (0+) < X−; while if Xind ≥ 3/2,

we have X (0+) > X+ if and only if Tind satisfies (5.46), otherwise X (0+) < X−.

Finally, it may be shown (e.g. by graphical considerations) that the conditions (5.45)–

(5.46) are always stronger than (5.47), i.e. the critical value of Tind required is larger.

Because X (0+) < X− whenever (5.47) is not satisfied, we conclude that necessary and

sufficient conditions that determine whether X (0+) < X− or X (0+) > X+ are given by

equations (5.45)–(5.46), both for λ < 1/8 and 1/8 < λ ≤ 1/2.

Appendix 5.B Assumption of an evolving stiffness

In the approach of Santer (2010), later adopted by Brinkmeyer et al. (2012; 2013), the

viscoelastic response is modelled as an elastic structure with an effective stiffness that

changes in time. The evolution is specified by a Prony series, which assumes that the

stiffness can be expressed as a sum of decaying exponential functions. For example, if

E(t) is the Young’s modulus at time t, and E0 = E(0) is the initial modulus, this can be

written as (Brinkmeyer et al., 2012)

E(t) = E0

1−
N∑
j=1

Kj

(
1− e−t/τj

) , (5.48)

where N ≥ 1 is an integer; the coefficients Kj and timescales τj are specified parameters

that can be fitted to experimental data from relaxation tests. In the case of a step increase

in strain applied at t = 0, this model is physically equivalent to a superposition of SLS

elements, with each term corresponding to the stress relaxation of a particular element

(Kim et al., 2010; Brinkmeyer et al., 2012); the value E0 corresponds to the fully unrelaxed

modulus, i.e. just after the strain is applied. As t → ∞, the modulus E(t) decays to the

fully relaxed value

E∞ = E0

1−
N∑
j=1

Kj

 .
To apply this model when the indenter is released, Santer (2010) and Brinkmeyer et al.

(2012; 2013) assume that the evolution during recovery is the reciprocal of the behaviour

during indentation, and that there is no jump in the value of the stiffness. The stiffness
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5.B Assumption of an evolving stiffness

is also allowed to fully relax before the indenter is released. With t = 0 now denoting the

point when the indenter is released, this corresponds to setting

E(t) = E0

1−
N∑
j=1

Kje
−t/τj

 ,
for t > 0. Thus E(t = 0+) = E∞, and E(t) decays to the fully unrelaxed value E0 as

t→∞. If instead the stiffness is only allowed to relax for a time duration tind before the

indenter is released, as in our truss experiment, this modifies to

E(t) = E0

1−
N∑
j=1

Kje
−t/τj

(
1− e−tind/τj

) , (5.49)

since when t = 0+ this corresponds to (5.48) evaluated at t = tind.

To understand this assumption within the framework of our truss model, we recall from

§5.2.3 that in response to an indentation displacement Xind suddenly applied at T = −Tind,

the dimensionless stress is

Σ = Xind

[
1 + e−(T+Tind)

]
, −Tind < T < 0.

Since X is the strain in the SLS element, the effective stiffness is therefore

Σ

X
= 1 + e−(T+Tind).

This corresponds to the Prony series (5.48) when we identify

E(t) = [σ]
Σ

X
, E0 = 2[σ], N = 1, K1 = 1/2, τ1 = η/E,

t

τ1
= T + Tind,

for some pressure scale [σ]. Hence, when the indenter is released, the above assumption

(5.49) would be equivalent to specifying for T > 0

Σ

X
= 2

[
1− 1

2
e−T

(
1− e−Tind

)]
.

(Here we instead identify t/τ1 = T .) Setting F = 0 in the momentum equation (5.4), and

substituting the effective stiffness above, the trajectory X(T ) would then obey

De−2 d2X

dT 2
= −Feq

(
X(T ); 2λ

[
1− 1

2
e−T

(
1− e−Tind

)])
, (5.50)

for T > 0, together with

X(0+) = Xind, Ẋ(0+) = 0. (5.51)
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To understand how the behaviour of (5.50) differs to the model we consider in the main

text when De� 1, we neglect the inertia term in a first approximation to obtain

Feq

(
X(T ); 2λ

[
1− 1

2
e−T

(
1− e−Tind

)])
= 0, T > 0.

The dynamics can therefore be determined by considering the force-displacement curve

(figure 5.2a) as λ varies. Recall that indentation corresponds to rotating the curve clock-

wise as stress relaxation occurs. Because of the assumption that the response during

recovery is the reverse of relaxation, it follows that the graph rotates anticlockwise as

soon as the indenter is released. In particular, the effective value of λ increases from

λ(1 + e−Tind) to 2λ as T → ∞. For each value of λ, the displacement is found as the

value of X at which the force-displacement curve crosses the horizontal axis. If λ < 1/8

(so 2λ < λfold), the truss is bistable in the fully unrelaxed state, and so is bistable during

recovery — provided the truss is indented near the stable root of Feq = 0 away from zero,

snap-through does not occur and the truss remains at this root. If λ > 1/4, the truss is

monostable when the indenter is released, and so remains monostable during recovery —

to satisfy Feq = 0 the solution must immediately jump to X = 0 and the snap-through

time is governed by inertia. If 1/8 < λ < 1/4 the truss is temporarily bistable when the

indenter is released if and only if

λ
(
1 + e−Tind

)
<

1

4
. (5.52)

In this case, rapid snap-through occurs as soon as the anticlockwise rotation is enough to

put the turning point on the force-displacement curve above the line Feq = 0; the snap-

through time is therefore O(1). In fact, since the turning point intersects the horizontal

axis at X = Xfold = 3/2, the snap-through time satisfies

Feq

(
3

2
; 2λ

[
1− 1

2
e−Tsnap

(
1− e−Tind

)])
= 0.

This can be re-arranged to

Tsnap = log

[
λ
(
1− e−Tind

)
2(λ− 1/8)

]
.

If instead λ
(
1 + e−Tind

)
> 1/4, the truss is initially monostable and so immediately snaps,

similarly to the case λ > 1/4.

Comparing this picture with figure 5.8 in the main text, we conclude that this model

exhibits very different behaviour compared to that derived without making assumptions

regarding the behaviour of the stiffness during recovery: both the regions where snap-
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Figure 5.18: Snap-through times obtained by integrating (5.50)–(5.51) numerically until the point
when X = 0 (see colourbar), which assumes that the stiffness during recovery reverses back to its
fully unrelaxed value (Xind = Xfold, De = 100). Also shown is the boundary above which pseudo-
bistable behaviour is obtained predicted by (5.52) (red dotted curve).

through and pseudo-bistability occur differ significantly between the two models. More-

over, the expression above implies that in the pseudo-bistable regime the snap-through

time diverges according to

Tsnap ∼ log

[
1

λ− 1/8

]
as λ↘ 1/8,

i.e. we obtain a logarithmic scaling rather than an inverse square-root scaling law. This

conclusion also holds when we account for the effects of inertia and directly solve the

ODE (5.50) with initial conditions (5.51); see figure 5.18, which plots the computed snap-

through times on the (λ, Tind)-plane for Xind = Xfold and De = 102. This shows that

the region where snap-through occurs is roughly in agreement with the above analysis

(contrast this to figure 5.8), though the boundary is shifted slightly to the left of the line

λ = 1/8 due to the de-stabilising effects of inertia. Analysing the slowing down near this

boundary confirms that a logarithmic scaling is indeed obtained. We then suggest that the

snap-through times reported by Brinkmeyer et al. (2012) may exhibit a similar logarithmic

scaling, due to the Prony series ansatz used in their finite element simulations of spherical

caps.
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Appendix 5.C Bottleneck analysis for D � 1, DΨ & 1

In this appendix we extend the bottleneck analysis of §5.4.2 to consider the case D � 1

and DΨ & 1. Unlike the case DΨ � 1, the order-of-magnitude estimates in (5.38) imply

that the first-order viscous term balances the inertia term at the point when χ reaches

O(1) (the third-order derivative is again negligible).

In particular, when Ψ = O(D−1), both terms are O(1) and the updated balance is

d2χ

dτ2
+

1

4
Ddχ

dτ
∼ 3

2

(
1 + χ2

)
. (5.53)

Multiplying by dχ/dτ and integrating, the solution matching back into χ� 1 satisfies(
dχ

dτ

)2

∼ χ3 + 3χ+

(
3

8
Ψ

)2

− 1

2
D
∫ τ

0

(
dχ

dτ

)2

dξ.

Due to the integral on the right-hand side (arising from the viscous term), it is not clear

how to make further analytical progress. However, when χ grows sufficiently large, we

expect that the inertia term will dominate the viscous term and (5.53) will reduce to the

underdamped dynamics we have previously considered. To show this, we note that the

integral on the right-hand side is positive, so we can bound the velocity by

dχ

dτ
≤

√
χ3 + 3χ+

(
3

8
Ψ

)2

= O(χ3/2,Ψ).

From (5.53), we calculate the ratio of the viscous term to the inertia term:

D dχ
dτ

d2χ
dτ2

∼
D dχ

dτ
3
2 (1 + χ2)− 1

4D
dχ
dτ

.

This ratio becomes small when χ2 � D(dχ/dτ). Using the above bound for the velocity,

this is satisfied when χ � (DΨ)1/2 = O(1). (This occurs before χ reaches O(ε−1/2) and

leaves the bottleneck.) The solution then reduces to(
dχ

dτ

)2

∼ χ3 +

(
3

8
Ψ

)2

.

Integrating again, we recover the implicit solution (5.39) when we neglect the ξ term in

the integrand. To leading order, the bottleneck duration is therefore identical to the case

1 � Ψ � D−1, i.e. equation (5.41). The only difference when Ψ = O(D−1) is a further

transient that involves a different leading order balance, before the same underdamped

dynamics are recovered at later times.
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A similar picture also occurs if Ψ� D−1. The inertia and viscous terms are now much

larger than unity when χ = O(1), so the updated balance modifies to

d2χ

dτ2
∼ −1

4
Ddχ

dτ
.

The solution matching backwards is

χ ∼ 3

2

Ψ

D

(
1− e−Dτ/4

)
.

While τ � D−1, we have χ ∼ (3/8)Ψτ and the viscous and inertia terms are both O(DΨ).

The χ2 term then becomes comparable when τ = O(D1/2Ψ−1/2), at which point we solve

d2χ

dτ2
+

1

4
Ddχ

dτ
∼ 3

2
χ2.

The solution matching backwards satisfies(
dχ

dτ

)2

∼ χ3 +

(
3

8
Ψ

)2

− 1

2
D
∫ τ

0

(
dχ

dτ

)2

dξ.

Similar to the case Ψ = O(D−1), it is possible to show that the viscous term becomes

negligible before the end of the bottleneck phase, so the bottleneck duration is unaffected.
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Chapter 6

Epilogue

6.1 Summary of the thesis

This thesis has been dedicated to understanding the dynamics of snap-through. In partic-

ular, we have explored how the mathematical structure underlying snap-through controls

the timescale of instability, and the precise role played by energy dissipation in obtaining

surprisingly slow dynamics.

We began in Chapter 2 by analysing the dynamics of pull-in instabilities in micro-

electromechanical systems (MEMS). This provided a context in which to understand the

dynamics of overdamped snap-through. Because the equilibrium away from collapse dis-

appears at a saddle-node bifurcation, a standard linear stability analysis fails to yield any

information about the dynamics. Using a lumped-parameter model with a single degree of

freedom, we showed that the bottleneck phenomenon reported near the pull-in transition

is a type of critical slowing down, in which the displacement grows linearly rather than

exponentially. As a result, the pull-in time, tPI, inherits an inverse square-root scaling law:

we have tPI ∝ ε−1/2 as ε → 0, where ε is the normalised difference between the applied

voltage and the pull-in voltage. This new realisation unifies previous experimental and

simulation results, as well as providing a useful design rule for micro-accelerometers and

pressure sensors that use pull-in time as a sensing mechanism.
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Building on this work, in Chapter 3 we presented the pull-in dynamics of MEMS mi-

crobeams. We extended the lumped-parameter approach of Chapter 2 to explicitly con-

sider the geometry of the beam, modelled using the dynamic beam equation with viscous

damping. Because this constitutes a PDE in space and time, the associated dynamical

system is infinite dimensional. To make progress, we developed a perturbation method

that exploits the proximity to the pull-in transition to systematically reduce the PDE to

the normal form for a saddle-node bifurcation — hence the ghost phenomenon is imme-

diately inherited by the elastic continuum. In this way, we were able to obtain a simple

expression for the pull-in time in terms of the beam parameters, which agrees well with

numerical simulations and experiments. We also explored the accuracy of a single-mode

approximation of the microbeam equations, showing that this method can provide a viable

alternative to our perturbation approach by yielding quantitatively similar results with

much less effort.

In Chapter 4, we studied the dynamics of macroscopic snap-through caused by varying

geometric confinement (rather than external loading). To understand the influence of

viscous damping, we focussed on a shallow elastic arch as a simple and common structural

prototype. Using a beam model, we showed that the steady problem may be entirely

characterised by the single geometrical parameter µ, analogous to the Föppl-von-Kármán

number for shallow spherical caps. We then modified the perturbation method of Chapter 3

to show that two bottleneck regimes are possible, depending delicately on the importance

of external damping compared to the distance to bifurcation in parameter space. In

particular, we showed that critical slowing down is still possible in the underdamped

limit, and determined a new scaling law for the snap-through time that was confirmed by

dynamic elastica simulations and experiments. This provides a fresh perspective on the

various factors that limit the speed of snap-through in applications, and suggests a new

tool for controlling dynamic responses.

Finally, in Chapter 5, we investigated the effect of viscoelasticity on the dynamics of

snap-through. To make analytical progress we considered a Mises truss, a single-degree-of-

freedom structure that can be regarded as a lumped model for more complex systems, such

as spherical caps and arches. We focussed on a theoretical experiment in which the truss

is first allowed to relax in a specified shape before being released. When the timescale of

viscous relaxation is much larger than the elastic timescale, we showed that only two types

of snap-through are possible: the truss either immediately snaps on the elastic timescale, or

it first undergoes a slow creeping motion governed by the viscous timescale. This creeping

motion may be very slow indeed, as we found that the snap-through time is still subject

to critical slowing down in this regime. In the limit when the viscous timescale is smaller

than the elastic timescale, we determined how viscoelasticity interacts with the bottleneck

phenomenon near the snap-through transition. We discovered that even a small amount
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of viscosity modifies the dynamics we saw in Chapter 4, leading to new dynamical regimes

and associated scaling laws for the snap-through time.

In summary, while snap-through generates fast motions on a global scale, it is generally

caused by a loss of stability at a local bifurcation. We have exploited this fact to show that

anomalously slow dynamics in macroscopic snap-through, as well as electrostatic pull-in,

can result from being close to a bifurcation in parameter space, in a similar manner to

the critical slowing down observed in other areas of physics (Strogatz & Westervelt, 1989;

Chaikin & Lubensky, 1995; Scheffer et al., 2009). This is a generic property of dynamical

systems near bifurcation that does not require an additional physical mechanism. Never-

theless, we have found that material viscoelasticity may significantly enhance the slowing

down effect. By developing the machinery to understand the bifurcation structure, we have

been able to obtain expressions for the snap-through time that are in good agreement with

direct numerical solutions and experiments.

6.2 Future work

6.2.1 Spherical caps and dynamic loading

The perturbation method we developed in Chapters 3 and 4 depends only on the mathe-

matical structure underlying the saddle-node bifurcation, and so can be applied to study

the dynamics of other snap-through problems. An obvious candidate for future work in

this direction is the snap-through of a spherical cap, which more closely resembles the

jumping popper toy that first motivated our studies of snap-through. Because we chose

the boundary conditions of our arch system in Chapter 4 to recreate the morphology of

a spherical cap, many features of the shell problem work analogously. For example, the

stability characteristics of a spherical cap are completely characterised by the geometric

parameter (Huang, 1964; Fitch, 1968)

λd = [12(1− ν2)]1/4
(

2H

h

)1/2

,

together with the Poisson ratio ν; here H is the rise of the apex above the base diameter,

and h is the shell thickness. (The related parameter γ = λ4
d is sometimes referred to as

the Föppl-von-Kármán number for spherical caps, as opposed to complete shells.) Just

like the µ parameter, λd can be interpreted as the ratio of bending to stretching energies

so the dependence on the Young’s modulus cancels out (Brinkmeyer et al., 2012).

When λd is large, corresponding to relatively thin/deep caps, the shell can be turned

‘inside-out’ and the everted shape is also stable; as λd is decreased, this shape eventually
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becomes unstable at a saddle-node bifurcation, and the shell snaps back to its natural

shape (Brodland & Cohen, 1987). This is similar to varying µ in our arch setup, and

varying the relative stiffness λ in the Mises truss (Chapter 5). Starting from the equations

of force balance and compatibility of strains for a shallow spherical shell, this suggests

that a similar asymptotic analysis may be performed near the snap-through transition.

If the material is viscoelastic, it would also be interesting to see whether the different

scaling laws for the bottleneck duration, predicted in Chapter 5, can be observed. Due to

the complexity of the shallow shell equations (Gomez et al., 2016), and the possibility of

non-axisymmetric deformations (Seffen & Vidoli, 2016), few analytical results concerning

their snap-through dynamics are available; such scaling laws would provide an analytical

basis for tuning the dynamic response in morphing applications.

The snap-through of spherical caps also provides a context in which to understand

the effects of dynamic loading. We briefly discussed at the end of Chapter 4 how our

asymptotic analysis does not apply in these scenarios, since we assumed that the system

is quasi-statically placed beyond the snap-through transition. Experimentally this was

achieved in our arch setup by an indenter that is suddenly removed before snap-through

occurs. In many real systems, however, the stimulus that causes snap-through smoothly

evolves in time, so the system gradually approaches the snap-through transition. For

example, the leaf of the Venus flytrap swells with water when stimulated by an insect,

causing a gradual change in natural curvature that makes the ‘open’ equilibrium unstable

(Forterre et al., 2005). Similarly, in many systems the stimulus is driven by mass transport

meaning that changes occur on a diffusion-limited timescale; for example, the snap-through

of colloidal particles under changes in pH (resulting from absorption of a chemical) (Epstein

et al., 2015), and hydrogels upon solvent uptake (Lee et al., 2010). In low-dimensional

systems, previous work has demonstrated how dynamic loading can delay the onset of

instability and modify the scaling law describing critical slowing down (Tredicce et al.,

2004; Majumdar et al., 2013) — a so-called delayed bifurcation. It would be interesting

to understand how such effects influence the dynamics of snap-through, which may yield

new insights into how systems such as the Venus flytrap behave near critical transitions.

6.2.2 Effects of noise

In our analysis of snap-through dynamics, we have neglected the effects of noise (thermal

or mechanical). One type of mechanical ‘noise’, material imperfections, is discussed in

the next section. However, in nanoscale systems thermal noise becomes significant and

may interact with elastic instabilities to produce new types of dynamical behaviour. In

particular, a natural question to ask is how does noise interact with the slowing down

phenomenon we have studied in macroscopic snap-through?
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Figure 6.1: (a) Experimental setup used by Ackerman et al. (2016) to measure the dynamics of a
freestanding graphene membrane. (b) Time series of the out-of-plane displacement measured using
a scanning tunneling microscope (red curve). For comparison, the time series for a rigid sample is
also shown (lower brown curve). (c) The distribution of measured velocities (blue circles) extracted
from the time series in (b), together with the best-fit Cauchy-Lorentz (green curve) and Gaussian
(black dashed curve) distributions. (Reprinted figures with permission from [M. L. Ackerman,
P. Kumar, M. Neek-Amal, P. M. Thibado, F. M. Peeters and S. Singh. Physical Review Letters.
117 (12), 126801 (2016). DOI: https://doi.org/10.1103/PhysRevLett.117.126801]. Copyright 2016
by the American Physical Society.)

This question is inspired by recent experiments on graphene membranes — atom-thick

sheets of carbon atoms arranged in a hexagonal lattice. When a graphene membrane is

freestanding and not bonded to a substrate, it is constantly in motion due to thermal fluc-

tuations. These fluctuations mean that the membrane is not planar but is rippled. Using

a scanning tunneling microscope, Ackerman et al. (2016) have measured the out-of-plane

displacement of a single point on such a membrane over an extended time interval; see

figure 6.1a. This generates a time series of the displacement (figure 6.1b), from which a

probability density function of the velocities can be extracted (figure 6.1c, blue circles).

Experimentally, it is observed that the membrane occasionally exhibits large jumps be-

tween different positions, so that the velocity distribution has anomalously long tails away

from usual Brownian motion. Classical models that couple membrane elasticity to thermal

fluctuations predict a Gaussian distribution, which does not account for these tails (the

best-fit Gaussian is plotted as a black dashed curve). Instead, the long tails are much

better fitted by a Cauchy-Lorentz distribution (green curve), which decays algebraically

rather than exponentially. Molecular dynamics simulations performed by Ackerman et al.

(2016) suggest that the large jumps correspond to local snapping events: a portion of the

rippled membrane spontaneously becomes doubly curved, resembling part of a spherical

shell, which snaps through and reverses its curvature. However, it is not yet clear how

these snapping events interact with the thermal fluctuations, and lead to the velocity

distribution that is observed.

Similar anomalous dynamics have also been reported in optomechanical buckling transi-
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Figure 6.2: (a) Experimental setup used by Xu et al. (2017) to investigate radiation pressure-
induced buckling of a dielectric membrane (thickness 258 nm). (b) The predicted displacement of
steady equilibrium states as a function of laser power. (c) Histogram of measured membrane posi-
tions, coloured as a heat-map according to dwell times at each laser power. (Reprinted from [H. Xu,
U. Kemiktarak, J. Fan, S. Ragole, J. Lawall and J. M. Taylor. Nature Communications. 8, 14481
(2017). DOI: https://doi.org/10.1038/ncomms14481] under a Creative Commons Attribution 4.0
International License [https://creativecommons.org/licenses/by/4.0/].)

tions. In recent experiments performed by Xu et al. (2017), an ultra-thin membrane is held

under tension and subject to radiation pressure inside an optical cavity. This radiation

pressure is controlled by adjusting the power of two pump lasers; see figure 6.2a. When a

critical laser power is exceeded, it is observed that the straight membrane suddenly breaks

symmetry and buckles out-of-plane. Using an optical spring model, Xu et al. (2017) show

that in a certain parameter range this corresponds to a subcritical pitchfork bifurcation:

the straight configuration loses stability to two remote buckled states, similar to a snap-

through instability (figure 6.2b). In experiments, the membrane fluctuates around these

states due to mechanical noise; a histogram of the measured positions is shown in figure

6.2c. As expected, at low laser powers the membrane fluctuates in a narrow band of po-

sitions around the straight configuration, the only stable equilibrium; at high powers, the

fluctuations are restricted to near the two buckled states. Interestingly, at powers just

beyond the buckling transition, the distribution widens significantly and the membrane

spends a large proportion of its time near the straight configuration, even when this is no

longer the minimum energy state. This is reminiscent of the bottleneck phenomena we

have studied in snap-through, in which the dynamics are slowed by the remnant of the

equilibrium shape at the snap-through bifurcation. We also note that the widening of the

distribution in figure 6.2c causes the system to become highly sensitive to external forces,

and so has important implications for sensing applications of optomechanical devices.

In both of these examples, there are tantalising hints that the observed anomalous

dynamics may be connected to the slowing down we have studied in macroscopic snap-

through. If a system driven by noise is near a snap-through transition, it is conceivable
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0

Figure 6.3: (a) Schematic of a cantilever beam buckling due to self-weight. (b) A typical response
diagram of the cantilever when the moment-curvature relationship exhibits softening behaviour.
Here collapse occurs at a subcritical pitchfork bifurcation (black curves), which becomes a saddle-
node bifurcation in the presence of small imperfections (red curves). In both cases, solid branches
correspond to stable equilibrium modes, while dotted branches correspond to unstable modes.

that this slowing down effect could modify the dynamics, causing the system to spend

long periods of time in the tails of the distribution. It remains an intriguing possibility

as to whether this mechanism could explain the observed dynamics in systems such as

graphene, and if it is possible to make quantitative predictions about the form of the

velocity distribution. This is a technical challenge due to qualitatively different physical

effects present in these systems compared to those we have previously studied: as well as

the importance of noise, inertia forces are unlikely to play a significant role.

6.2.3 Effects of imperfections

Another effect that has been neglected throughout this thesis is the influence of material

imperfections. By focussing on snap-through caused by a saddle-node bifurcation, this

is partly justified: this type of bifurcation is imperfection insensitive in the sense that

it generally does not change type in the presence of small imperfections. However, other

types of bifurcation may qualitatively change type when imperfections are present, and the

critical load may be significantly reduced (Hayman, 1978). This has been well documented

in many examples of buckling instabilities (Bushnell, 1981), though the full consequences of

this fact for the dynamics (particularly when there is a bottleneck) are unclear. Because we

have shown that such phenomena are controlled by the underlying mathematical structure,

we anticipate that the dynamics will depend delicately on the size of the imperfection.

As a more concrete example, consider a heavy cantilever beam that is clamped vertically

at its base while the upper end is freely suspended. If the beam is linearly elastic, it is
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well known that it buckles due to self-weight when a critical height is exceeded (Wang,

1986); see figure 6.3a. Similar to classical Euler buckling, this corresponds to a supercrit-

ical pitchfork bifurcation. If instead the material is non-linearly elastic with a softening

property, i.e. its stiffness decreases when subject to bending, the bifurcation at collapse

becomes subcritical: any small increase in length causes the beam to abruptly droop to

one side, similar to a snap-through instability (figure 6.3b, black curves). This experiment

may readily be performed using a piece of ordinary curtain wire, which possesses such

a softening property (Fraser & Champneys, 2002). Virgin & Plaut (2004) have shown

how the presence of imperfections then changes this to a saddle-node bifurcation (figure

6.3b, red curves). Now imagine an experiment in which the beam is held near the straight

position before being released, as illustrated in figure 6.3b. There is the curious possibility

of observing different dynamical regimes depending on the excess length ε beyond bifur-

cation. If ε is sufficiently large compared to the imperfection size, the system only ‘sees’

a perfect diagram in the initial state, and so the displacement should grow exponentially

(as would be predicted by a standard linear stability analysis about the unstable branch);

for smaller ε, i.e. ‘zooming in’ on the bifurcation, the fold structure becomes apparent and

so we expect the growth to instead be algebraic. It should therefore be possible to move

between these two behaviours within a single experimental system.

6.2.4 Other mechanical instabilities

In fact, there is nothing special about snap-through in the perturbation method we devel-

oped in Chapters 3 and 4. The reduction to the normal form for a saddle-node bifurcation

showed that there are only three fundamental ingredients: the nonlinearity giving rise to

the saddle-node bifurcation, the perturbation to the bifurcation parameter, and inertia

and/or damping. This suggests that we can adopt our method to study a whole host of

other mechanical instabilities that feature similar delay phenomena.

In conclusion, some of the features that make snap-through difficult to analyse are

generic to elastic instabilities. Because of this fact, previous approaches are mainly com-

putational or experimental in nature. However, the general techniques developed in this

thesis promise to be applicable more broadly, and may lead to new analytical frameworks

for understanding the dynamics of such instabilities in a quantitative way.
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