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ABSTRACT

The primary challenge in the development of large-scale AI systems lies in achieving scalable decision-making – extending
the AI models while maintaining sufficient performance. Existing research indicate that distributed AI can improve scalability
by decomposing complex tasks and distributing them across collaborative nodes. However, prior technologies suffered from
compromised real-world applicability and scalability due to the massive requirement of communication and sampled data.
Here we develop Model-based Decentralized Policy Optimization framework, which can be efficiently deployed in multi-agent
systems. By leveraging local observation through the agent-level topological decoupling of global dynamics, we prove that this
decentralized mechanism achieves accurate estimations of global information. Importantly, we further introduce model learning
to reinforce the optimal policy for monotonic improvement with a limited amount of sampled data. Empirical results on diverse
scenarios demonstrate the superior scalability of our approach, particularly in real-world systems with hundreds of agents,
thereby paving the way for scaling up AI systems.

Introduction

Achieving scalable decision-making becomes a critical challenge when deploying AI models into large-scale systems1. Firstly,
this requires effective information exchange among system entities to help an agent perceive the state of the environment
and other agents2. However, due to constraints and high costs associated with communication3, achieving comprehensive
information sharing across the entire system becomes unfeasible (Fig. 1a). For example, in traffic networks, frequent and
extensive communication between traffic lights can cause a significant power loss (Fig. 1b). In some systems involving
user information, centralized information collection also increases the risk of privacy leakage4. Secondly, efficient sample
acquisition and learning from limited data are necessary because the cost of agent-environment interaction rises exponentially
with the scale of the system5, and in some scenarios, only limited interactions are permitted. Therefore, developing an effective
communication mode and a sample-efficient approach is crucial for achieving scalable decision-making.

As an advanced paradigm of distributed AI, Multi-Agent Reinforcement Learning (MARL) provides a possible solution6, 7

and has made progress in various scenarios, including autonomous driving8–12, wireless communications13, 14, multi-player
games15, 16, power systems17, 18 and urban transportation19–24. The advantage of MARL lies in its ability to perform nonlinear
fitting solely by data and attain efficient inference. In contrast, traditional methods such as Model Predictive Control (MPC)
require precise system dynamics25, 26, which are often difficult to obtain in complex systems. Even with accurate dynamics,
traditional methods often rely on system linearization27, which inevitably harms performance by disregarding numerous
intricate nonlinear factors and system perturbations inherent in complex systems. Additionally, deficiencies in computational
efficiency, numerical stability and communication costs are also difficult to avoid for traditional methods28. Therefore, we
focus on MARL approaches to realize large-scale AI systems.

However, despite its numerous advantages, developing efficient and scalable MARL algorithm applicable to real-world
scenarios remains challenging29–36. Previous works towards alleviating information exchange have been shown insufficient
because they rely on impractical assumptions and redundant communication mechanisms, resulting in inferior adaptability
to complex systems compared to our framework. Specifically, one direction involves connecting agents through a network
topology and executing decentralized control by neighboring information21, 37–39. Based on this setting, existing methods
have achieved policy learning convergence by assuming linear approximation of the value functions40, or assuming that



the system dynamics are fully independent and decouplable39. By contrast, we discard this assumption to adapt to more
generalized systems. Additionally, some insightful research adopt the truncated policy gradient method to optimize local
policies and provide guarantees for policy improvement where communication is limited41, 42. We further extend the concept of
truncated Q-learning41 from tabular case to deep MARL, thereby factoring global Markov Decision Processes (MDPs) into
marginal transition to reduce system complexity43. This extension provides theoretical guarantees for policy improvement at
each step in general systems. Another direction involves learning hidden information through computational communication
protocols21, 44–47, whereas our approach only requires neighbor states. This indicates that each agent needs less information for
learning and inference21.

Furthermore, high sample efficiency is also crucial yet unaddressed, rendering current methods only effective in small-scale
or simulated environments48–51. Model-based methods are widely studied as a promising approach for improving sample
efficiency52–57, as they can leverage estimated dynamic models to execute efficient interactions in for acquisition of policy
learning data53, 58. This is particularly helpful for the application of MARL in large-scale systems with constrained interactions
(Fig. 1b). However, prior research on model-based MARL is primarily restricted to specific scenarios, e.g. two-player
zero-sum games59, 60, the pursuit-evasion game61, or tabular tasks62. Some works formulate opponent models or dynamics in a
decentralized structure63, but these approaches assume full state observability, and their scalability has not been sufficiently
verified. Subsequently, some researchers extended model-based prioritized sweeping to a MARL scenario62 but were only
limited to the tabular MARL setting, thus unable to address more general tasks. In summary, existing MB-MARL methods
are difficult to achieve scalable decision-making due to the following limitations64: (1) Despite being rooted in local models,
they still rely on a global critic, undermining their effectiveness in communication-constrained scenarios65–67. (2) Theoretical
analysis and bounded estimation for multi-agent model learning are lacking, resulting in an insufficient understanding of the
model’s impact on MARL66, 68. (3) The integration of model learning and policy learning in MARL scenarios, a potential
iterative process in real-world scenarios, has not been achieved66.

Here we surpass the existing research bottleneck and take a significant step toward a decision paradigm that is scalable
to large-scale systems. Firstly, we propose the ξ -dependent networked MDP, which possesses the Markovian property of
transition. This is a form of Decentralized Partially Observable MDP (Dec-POMDP), and its advantage lies in its ability to deal
with more general partially observable cooperative multi-agent tasks. This concept bridges the gap between standard network
systems and general multi-agent systems, providing the necessary theoretical framework and analytical tools for research into
multi-agent systems. Secondly, building upon ξ -dependent network systems, we propose the first decentralized model-based
framework for networked systems, called Model-based Decentralized Policy Optimization. Our method is efficient and scalable,
enabling overall performance improvement of the general system even when individual agents have severely limited access to
information retrieval (our method can achieve the minimum local message size O(|si|)). In our method, we couple localized
model learning with decentralized policy optimization. Specifically, we use well-learned localized models to predict future
states and use local communication to broadcast their predictions. To alleviate the issue of compounding model error, we adopt
a branching strategy55, 69 by replacing few long-horizon rollouts with many short-horizon rollouts to reduce compounding
errors in model-generated rollouts. In the policy optimization part, we perform decentralized Proximal Policy Optimization
(PPO)70 using data generated by localized models and incorporating extended value function. Theoretically, we prove that
the policy gradient computed from the extended value function is a close approximation to the true gradient, establishing the
theoretical bridge between model learning and monotonic policy improvement. Our theoretical analysis begins with extending
the fully independent systems41, 71 to more realistic and general multi-agent systems, and expanding single-agent model learning
theory55 to multi-agent systems.

Empirically, we evaluate our algorithms in highly realistic simulators and real-world scenarios in a progressive manner,
encompassing various systems such as transportation, electric energy and social healthcare. Specifically, the evaluation
scenarios involved: (1) Cooperative Adaptive Cruise Control (CACC)21 and connected autonomous vehicle control (Flow)72,
(2) Adaptive Traffic Signal Control (ATSC), including the construction of a traffic network using real maps of Monaco21

and New York, (3) IEEE Power-Grid73 and the real power systems constructed using real-time electricity consumption data
from Portugal74, and (4) the pandemic networks constructed by epidemiologists based on real epidemiological dynamics,
COVID-19 prevention and control policies, and infection status from real Swedish government data75. These tasks accurately
and comprehensively simulate the complexities and challenges that existed in large-scale networked systems, with agent
counts reaching 199 and 436. Importantly, although some MARL methods can handle tasks involving large-scale multi-agent
systems (500 agents and above)76–78, these approaches often simplify the complexity of large-scale problems through agent
grouping77, 78 or mean-field approximations76. The problem setting remains approximately centralized and cannot address
decentralized multi-agent learning in communication-limited scenarios. In contrast, our method is decentralized. Therefore, it
is necessary to qualify our statements to indicate that our method significantly surpasses previous decentralized MARL methods
in terms of the number of agents it can handle.
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Model-based Decentralized Policy Optimization
In the general framework of our algorithm (Algorithm 1), three key components need to be specified: (1) how to perform
decentralized policy optimization, (2) how to query localized models, and (3) to what extent can we approximate the true
policy gradients? To train the models and policies, we maintain two experience buffers, DE for trajectories generated by true
environment p and DM for data generated by the model. The trajectories for agent i consist of (si,ai,s′i,ri,di), i ∈ V , where
V = {1, ...,n} is the set of agents, si is state, ai is action, s′i is next state, ri is reward and di is binary, indicating whether the
task is completed or reaches maximum episode length. The architecture of our framework is presented in Fig. 2a. Below we
present the details of model learning and policy improvement.

For each agent i, let π∗i denote the optimal policy and Vi(s) denote the critic. The parameterized policy πθi and critic V φi

are used to approximate these functions. Let {(si,τ ,ai,τ ,ri,τ)}i∈V ,τ∈B represent a mini-batch of samples from DM generated by
policies πθi , i ∈ V , where τ is the collected interaction trajectory and B represents a mini-batch sampled from the experience
buffer. As it is not easy to obtain the true value Vi(s), we adopt the extended value function39, which is defined as

Vi(sNκ
i
) = EsNκ

−i

[
∞

∑
t=0

rt
i |s0

Nκ
i
= sNκ

i

]
, i ∈ V . (1)

Let Nκ
i denote the κ-hop neighbor of agent i.. Note that Vi(sNκ

i
) is a good approximation of Vi(s), with the discrepancy

decreasing exponentially with κ (according to Theorem 3). To generate the objective for the extended value function, or return
Ri, we use reward-to-go technique79. The target of Vi(st

Nκ
i
) is

Rt
i =
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γ
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where γ ∈ (0,1) is the temporal discount factor and T is the length of each episode. The loss for learning value function
approximation is defined as

L (φi) =
1
|B| ∑

τ∈B

(
V φi(sτ
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i
)−Rτ

i
)2
. (3)

Empirically, we use communication within κ-hop neighbors to generate an estimation of the global value function, denoted as
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]
. We adopt a PPO agent70 in implemen-

tations. The loss function of an agent in our method is defined as:

L (θi) =
1
|B| ∑

τ∈B

(
−

πθi(ai,τ |sNi,τ)

πθ old
i (ai,τ |sNi,τ)

Âi,τ +βH(πθi)
)
. (5)

where H(πθi) represents the policy entropy function used to compute the entropy of the policy πθi , and β is the constant
coefficient corresponding to the policy entropy.

In general, larger κ leads to higher performance on policy training, but also more communication costs. In algorithms,
computation cost cannot be overlooked, as larger κ results in more complex models or policy architectures, thereby complicating
the training process. We discuss more about this problem in the experiments section.
Update Model. To perform decentralized model-based learning, each agent maintains a localized model. This localized
model observes the state of its κ-hop neighbors and its own action, with the goal of predicting the next timestep’s information,
including state and reward. Let ŝi,t+1 = pψi (sNi,t ,ai). In practice, each agent stores the data locally. The models are updated by
minimizing the following objective function:

L (ψi) =
1
|B| ∑

τ∈B
∥ŝi,τ+1− si,τ+1∥2. (6)

Scaling model-based methods to real tasks can lead to decreased performance, even if the model itself is relatively accurate.
A primary reason for this is the compounding modeling error during long model rollouts, where errors accumulate along the
rollout trajectory, ultimately making it inaccurate. To mitigate the negative effects of model error, we adopt a branched rollout
scheme55, 69. In branched rollout, the model rollout does not start from an initial state, but from a state randomly selected from
the most recent environmental trajectory τ . Additionally, the model rollout length is fixed to T . The model training steps are
described in lines 4-7 of Algorithm 2.
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Results
In this section, we will introduce the results of our method and baselines (more details in Supplementary Table 1) in the
control of large-scale networked systems (more description in Supplementary Section 2). We have solved many control
problems in simulators and real-world systems (more details in Supplementary Table 2). Baselines consist of two main
categories: model-based algorithm such as MAG65, Independent Model-based Policy Optimization (IMPO), MPOna and
model-free algorithms CommNet47, IC3Net80, DIAL45, NeurComm21, ConseNet40, FPrint81, CPPO and DPPO, where IMPO
is a fully independent MB-MARL method, MPOna ablated disconnected agents in our method (Fig. 1b) and our method with
linear models (Ours-lin) ablated linear models in our method (more details in Supplementary Fig. 1). Overall, our method
has decentralized models, policies, and value functions, with the minimum local message size. Especially compared to the
centralized methods, the communication costs of our method in different scenarios is only about 5%-35% of that in centralized
methods (more details in Supplementary Table 3).

Training Results and Ablation Study
Learning process. We first focus on the convergence of the episode reward and sample efficiency in the learning process.
Figure 3e shows that our method significantly improves sample efficiency and achieves highest sample efficiency, converging
within 1e5 training steps, exceedingly outperforms baselines (more results in Supplementary Fig. 2). The reason is that the
usage of the model will greatly increase the amount of experience to support training and improve the exploration efficiency
(corresponding to line 9-12 in Algorithm 2). Our algorithm in Fig. 3d generates more extensive state-visited, further confirming
this point. Therefore, the experimental results are consistent with the theoretical results. From the results in different tasks, we
observe that the performance of CPPO does not exceed that of the algorithms that use extended value functions. In this way, we
conclude that by using an extended value function, a centralized algorithm can be decomposed into a decentralized algorithm,
but the performance would not drop significantly. According to Theorem 3 and Theorem 4, the extended value function is
accurate enough to evaluate the overall multi-agent system and support the training process. Therefore, the experimental results
are consistent with the theoretical results. Compared to the two model-based baselines IMPO and MPOna, we conclude that
the existence of the extended value increased the estimation accuracy of the global value function and gradient. Although
theoretical analysis of our method in Theorem 3 and Theorem 4 does not provide more restrictions on whether the neighbor
selection is adjacent, in the actual experiment, we recommend using information of adjacent neighbors in the topology of the
networked systems to predict the global value and gradient, which can reduce the variance of the learning process and improve
the performance. It is worth noting that MAG models the learning process of model errors as MARL tasks, resulting in lower
model errors in certain scenarios. However, MAG still relies on global modeling information during the learning phase. In the
model prediction phase, the traditional control algorithm MPC is utilized in the model prediction phase, thus having a higher
computational complexity and communication cost.

In terms of optimal performance, Figure 3a shows that our method reaches the highest performance with the minimum local
message size among all the baselines. Due to the fact that CPPO is a fully centralized algorithm, where each agent obtains
global complete information, it has the highest theoretical performance and performs well on ATSC Monaco. However, due to
its dependence on large network size and computing resources, it is difficult to truly achieve theoretical optimal performance.
MAG also has high performance in multiple scenarios but leads to high computational burden and poor scalability.
Rollout length. In order to verify the relationship of rollout length k to Theorem 1 and Theorem 2, we designed relevant
experiments to observe the effects of different choices of rollout length on the convergence of the episode reward and sample
efficiency. Model rollout length represents the step size of using the model forward to predict the state and reward. Figure 3b
report more details in experimental results. We choose four representative environments: CACC Catch-up, Ring Attenuation,
ATSC Monaco and Power-Grid with the set of rollout length: 1, 25, 50, 100 and 200, to validate how sensitive the accuracy of
environment model is to rollout length. From the final episode reward and sample efficiency in Ring Attenuation under the
rollout lengths of 1, 25 and 100, it can be concluded that the environment model is accurate enough to support normal training.
However, the accuracy of model drops significantly when the rollout length is 200, which is reflected in the final episode reward
and sample efficiency are lower than shorter rollout lengths. According to Theorem 1 and Theorem 2, a shorter rollout length k
leads to a lower model error and better convergence of episode reward. Therefore, the experimental results are consistent with
the theoretical results.
κ-hop neighbors. In order to further verify the relationship of κ to Theorem 3 and Theorem 4, we designed relevant experiments
to observe the effect of different choices of κ on the convergence of the episode reward, sample efficiency and the model error
which is defined as the MSE loss under the fixed network structures in our framework. From the Fig. 3c, we conclude that
neighbor information is accurate enough for a model to predict the next state in these environments, but the effect of different κ

on state prediction is different. When the network structure of is fixed, the sampling efficiency will increase and the error of our
model in predicting the state will increase with the increase of κ . But when κ is greater than a certain value, the sampling
efficiency will decrease and the error of our model in predicting the state will increase due to the limited fitting ability of the
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network. The optimal choice of κ is 4 under our network structure in Ring Attenuation and 3 in CACC Catch-up. There is
almost no difference between different choice of κ in Ring Attenuation, which indicates that the information of neighbors
under κ = 1 is sufficient for policy learning. According to Theorem 3 and Theorem 4, a larger κ leads to a lower model error,
higher sample efficiency and better convergence of episode reward. Therefore, the experimental results are consistent with the
theoretical results.

Execution Results
Connected vehicle control. Figure 4a-b show the execution performance of the trained policies in Flow and CACC. In CACC,
both the velocity and headway of vehicles with the same interval in the queue can be stably controlled around the target value
by our method. In Flow, We conclude that our decentralized controller improves the efficiency of the overall traffic flow while
ensuring safety (more results in Supplementary Fig. 3).
Traffic signal control. Figure 5a-b show scenarios description and execution performance in ATSC Grid, Monaco and New
York. The average queue length and average intersection delay at intersections are important indicators to measure the level
of traffic congestion. Compared to the baselines, our method significantly reduces the average queue length and intersection
delay. Our solution still effectively solves traffic congestion with low communication costs, achieving the maximum number of
arrived vehicles, average velocity, and the minimum number of halting vehicles. The reason why our method in New York City
road network with 436 controllable intersections has a lower average velocity after 1800s is that in the later stage, our method
has already cleared most vehicles to the destination, and only a few vehicles are driving at this time.
Pandemic network control. In the large-scale spread of the epidemic in society, real-time local decision-making is very
important. As the infection situation gradually worsens, the decisions of different decision-making institutions (education
departments, medical systems, social service systems, etc.) usually rely on the local information possessed by the current
institutions (Fig. 4c). We observe the overall infection of different infectious disease prevention and control strategies in a
society with a growing population in three months. Figure 4c reports the relationship between critical cases and the maximum
capacity of hospitals under different policies, If the number of critical cases exceeds the maximum capacity of the hospital,
it indicates that the current virus transmission is very serious. Our approach can effectively control severe cases below the
maximum capacity of the hospital and alleviate the pressure on medical staff. Figure 4c shows the relationship between death
cases and maximum hospital capacity under different policies. our method maintained a small number of deaths in multiple
scenarios, controlling the mortality rate at a lower level between 0.8 % and 1.5%, while also balancing regional economic
development as much as possible (According to the final performance shown in Fig. 3a, more results in Supplementary Fig. 4).
Power control. Figure 6a shows the architecture of secondary voltage control in Power-Grid. Figure 6c shows execution
performance of the trained policies based on different algorithms. We can conclude that our method can maintain reliable
control performance and adaptability to random disturbances while reducing the cost of communication (more results in
Supplementary Fig. 5). Furthermore, We report the main results in the large-scale Real Power-Net 141-bus, 322-bus and
421-bus scenarios within 12 hours in Fig. 6b. Our method can maintain a higher safety control rate in the 141 bus scenario
and achieve lower power loss in terms of q loss and total power loss (Fig. 6d). When we expand the system scale to 322-bus
(22 agents) and 421-bus (199 agents), the system complexity and modeling difficulty are higher. Our method still maintains
effective policies, which demonstrate its scalability. The strong baseline OPF82 algorithm, which relies on the real dynamics of
the system, and its decision-making ability will decrease in large-scale systems. Besides, solving the constrained optimization
problem in OPF is time-consuming, so it is difficult to react to the rapid change of load profile in a large network. This further
confirms the advantages of our solution in practical power grid problems and modeling complex non-stationary dynamic
systems.

Discussion
Here we provide a new theoretical framework for scalable decision-making and propose a novel MARL framework for the
control of general systems. Notably, our MARL framework remains effective even when the system size scales up to the
hundreds of agents which significantly surpasses the scale of problems addressed by previous decentralized methods. Therefore,
this novel method holds promise in establishing large-scale AI decision-makers for traffic, energy systems, and pandemic
systems, thereby elevating the intelligence level in the real world. The core idea in this work shares an intriguing parallel with
the theory of six degrees of separation83. Through interconnected topology, agents require only minimal information exchange
to assess the global situation. In the future, we hope to explore the optimal system topology through information entropy theory
and expand modules such as vision and natural language, which will comprehensively improve the ability of AI models and
provide new insights for developing scalable AI methodologies.
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Methods

In this section, we mainly describe the details of the problem formulation and our algorithm84 (more details in Supplementary
Code 1), as well as some basic theoretical conclusions. Firstly, we introduce networked MDP. We define Independent system39

and ξ -dependent system, and we present diverse experimental results on algorithms and models.

Networked MDP
We consider a system with n agents as a graph. Specifically, n agents coexist in an undirected and stationary graph G = (V ,E ).
Each agent in a system is represented as a node in an undirected and stationary graph G = (V ,E ), therefore V = {1, ...,n} is
the set of agents. E ⊂ V ×V comprises the edges that represent the connectivity of all the agents. Each agent can communicate
along the edges with their adjacent agents. Let Ni denote the neighbor of the agent i including itself. Let Nκ

i denote the κ-hop
neighbor of i, i.e. the nodes whose graph distance to i is less than or equal to κ . For the simplicity of notation, we also define
Nκ
−i = V \Nκ

i . We define an adjacency matrix A with size of n×n. If there is an adjacency relationship between agent i and
agent j, then Ai j = A ji = 1, otherwise Ai j = A ji = 0. This adjacency relationship is determined by the system structure and κ .

We define its corresponding networked MDP as (G ,{Si,Ai}i∈V , p,r). Each agent i has its local state si ∈Si, and performs
action ai ∈ Ai. The global state is the concatenation of all local states: s = (s1, ...,sn) ∈S := S1× ...×Sn. The global
action is a = (a1, ...,an) ∈A := A1× ...×An. For the simplicity of notation, we define sNi to be the states of i’s neighbors.
The transition function is defined as: p(s′|s,a) : S ×A → ∆(S ), and the state transition satisfies Markov properties. Each
agent maintains a localized policy π

θi
i (ai|sNi) with parameter θi ∈ Θi, which means that the localized policy is dependent

only on states of its neighbors and itself. We use θ = (θ1, ...,θn) to denote the tuple of localized policy parameters, and
πθ (a|s) = ∏

n
i=1 π

θi
i (ai|sNi) denote the joint policy. The reward function for each agent only depends on local state and action:

ri(si,ai), and the global reward function is defined to be the average reward r(s,a) = 1
n ∑

n
i=1 ri(si,ai). The goal of reinforcement

learning is to find a policy πθ that maximizes the accumulated reward:

π
θ∗ = argmax

πθ

E
πθ

[ ∞

∑
t=0

γ
tr(st ,at)

]
, (7)

where γ ∈ (0,1) is the temporal discount factor. The value function is defined as

V
πθ (s) = E

πθ

[ ∞

∑
t=0

γ
tr(st ,at)|s0 = s

]
=

1
n

n

∑
i=1

Vi(s). (8)

In the last step, we have defined Vi(s), which is the value function for individual reward ri.

Model-based Learning Let η [π] denote the return of the policy in the true environment:

η [π] = Eπ

[ ∞

∑
t=0

γ
tr(st ,at)

]
(9)

Let η̂ [π] denote the returns of the policy under the approximated model. To analyze the difference between η [π] and η̂ [π], we
need to construct a bound

η [π]≥ η̂ [π]−C(p, p̂,π,πD), (10)

where C is a non-negative function, and πD is the data-collecting policy. According to (10), if every policy update ensures
an improvement of η̂ [π] by at least C, η [π] will improve monotonically. This inequality was first presented in single agent
domain55.

ξ -dependent Networked System
Networked system may have some extent of locality, meaning in some cases, local states and actions do not affect the states of
distant agents. In such systems, environmental transitions can be factorized, and agents are able to maintain local models to
predict future local states. We define Independent Networked System (INS) and ξ -dependent Networked System as follows.
Figure 1b shows different topological structure in networked systems. In addition, exponential decay has been shown to hold in
networked MARL when the network is static41, 71. It means that with the increase of the topological distance, the influence
between agents will gradually decrease in networked systems. We have proved the properties of these networked systems
through experiments in the Ring Attenuation (more results in Supplementary Fig. 6).

Definition 1. An environment is an Independent Networked System (INS) if:

p(s′|s,a) =
n

∏
i=1

pi(s′i|sNκ
i
,ai). (11)
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INS might be an assumption that is too strong to hold. However, for the dynamics that cannot be factorized, we can still use
an INS to approximate it. Let DTV denote the total variation distance between distributions, we have the following definition:

Definition 2. (ξ -dependent) Assume there exists an Independent Networked System p̄ such that p̄(s′|s,a) = ∏
n
i=1 pi(s′i|sNκ

i
,ai).

An environment is ξ -dependent, if:

sup
s,a

DTV

(
p(s′|s,a)∥p̄(s′|s,a)

)
= sup

s,a

1
2 ∑

s′∈S
|p(s′|s,a)− p̄(s′|s,a)| ≤ ξ .

Denote p̂(s′|s,a) = ∏
n
i=1 p̂i(s′i|sNκ

i
,ai). By using p̂(s′|s,a) to approximate the true dynamics, larger κ leads to better

approximation of model p, but also heavier computation overhead. The universal model error D(p∥p̂) can be divided into two
parts: dependency bias D(p∥p̄) and independence-approximation error D(p̄∥p̂) with

D(p∥p̂)≤ D(p∥ p̄)+D(p̄∥p̂). (12)

More details of networked MDP and distances among p̄, p̂ and p̂ are shown in Fig. 2b-d. Then for a ξ -dependent system,
when model becomes very accurate, meaning D(p̄∥ p̂)≈ 0, supD(p∥p̂)≈ supD(p∥p̄) = ξ . While D can be any appropriate
distance metric, we use the TV-distance hereafter for the ease of presentation. In section Methods, we give analysis under both
independent and ξ -dependent networked systems. In the following experiments, the systems used to evaluate the algorithms
also possess properties of ξ -dependent system.

Let π indicate a collective policy π = [π1, ...,πn], and the model p̂ be an INS p̂(s′|s,a) = ∏
n
i=1 p̂i(s′i|sNi ,ai) that approximat-

ing the true MDP. Denote the data-collecting policy as πD. For decentralized learning and control, each agent learns a localized
model p̂i, policy πi(·|sNi). For each agent i, we solve the following problem:

π
k+1
i , pk+1

i = argmax
πi,pi

η̂ [π]−C(p, p̂,π,πD). (13)

Below, we first lay out the monotonic improvement property of independent and ξ -independent systems. Then we describe
our framework in Algorithm 1, and Fig. 2e shows the model learning process. Experience data of state transition and rewards
from the interaction between the environment and the agent are used to train the environment model. Then our method can use
the large amount of data generated by the interaction between the model and the agent to improve the sampling efficiency in the
training process.

Monotonic model-based improvement
In model-based learning, different rollout schemes can be chosen. The vanilla rollout assumes that models are used in an
infinite horizon. The branched rollout performs a rollout from a state sampled by a state distribution of previous policy πD,
and runs T steps in π̂ according to π . Based on different rollout schemes, we can construct two lower bounds. Under vanilla
rollout, real return and model return can be bounded by model error and policy divergence. Formal results are presented in
Theorem 1. The detailed proof is deferred to Supplementary Section 4.2.

Theorem 1. Consider an independent networked system. Denote local model errors as:

εmi = max
sNi ,ai

DTV [pi(s′i|sNi ,ai)∥ p̂i(s′i|sNi ,ai)]

and divergences between the data-collecting policy and evaluated policy as:

επi = max
sNi

DTV [πD(ai|sNi)∥π(ai|sNi)]

Assume the upper bound of rewards of all agents is rmax. Let η p[π1, ...,πn] denote the real returns in the environment. Also, let
η p̂[π1, ...,πn] denote the returns estimated in the model trajectories, and the states and actions are collected with πD. Then we
have:

|η p[π1, ...,πn]−η
p̂[π1, ...,πn]| ≤

2rmax

1− γ

n

∑
i=1

[επi

n
+(εmi +2επi) ·

∞

∑
k=0

γ
k+1 |Ni

k|
n

]
. (14)

Intuitively, the term ∑
∞
k=0 γk+1 |Ni

k|
n would be in the same magnitude as 1

1−γ
, which might be huge given the choice of γ ,

making the bound too loose to be effective. To make tighter the discrepancy bound in Theorem 1, we adopt the branched
rollout scheme. The branched rollout enables a effective combination of model-based and model-free rollouts. For each rollout,
we begin from a state sample from dπD , and run T steps in each localized π̂i. When branched rollout is applied in an INS,
Theorem 2 gives the returns bound.
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Algorithm 1 A General Model-Based Learning framework

1: Initialize policy π(a | s) = {πi}n
i=1, predictive model pψ (s′ | s,a) = {pψi(si | sNκ

i
,ai)}n

i=1, empty dataset {Di}n
i=1.

2: for N epochs do
3: Collect data with {πi}n

i=1 in real environment: Di = Di∪
{(

st
i,a

t
i,s

t+1
i ,rt

i
)}

t for all agents

4: Train model pψi on dataset Di via maximum likelihood: ψi← argmaxψi
EDi

[
log pψi(si | sNκ

i
,ai)

]
5: Optimize policy under predictive model: π

k+1
i ← argmaxπ ′i

η̂ [π ′]−C(p, p̂,π ′,πD).

6: end for

Theorem 2. Consider an independent networked system. Denote local model errors as:

εmi = max
sNi ,ai

DTV [pi(s′i|sNi ,ai)∥ p̂i(s′i|sNi ,ai)]

and divergences between the data-collecting policy and evaluated policy as:

επi = max
sNi

DTV [πD(ai|sNi)∥π(ai|sNi)]

Assume the upper bound of rewards of all agents is rmax. Let η p[π1, ...,πn] denote the real returns in the environment. Also, let
ηbranch[π1, ...,πn] denote the returns estimated via T -step branched rollout scheme. Then we have:

|η p[π1, ...,πn]−η
branch[π1, ...,πn]| ≤

2rmax

1− γ

n

∑
i=1

[
εmi ·

(T−1

∑
k=0

γ
k+1 |Ni

k|
n

)
+ επi ·

( ∞

∑
k=T

γ
k+1 |Ni

k|
n

)]
Comparing the results in Theorem 1 and 2, we can see that branched rollout scheme reduced the coefficient before εmi

from ∑
∞
k=0 γk+1 |Ni

k|
n ≤

γ

1−γ
to ∑

T−1
k=0 γk+1 |Ni

k|
n ≤∑

T−1
k=0 γk+1 = γ(1−γT )

1−γ
. This reduction explains that empirically, branched rollout

brings better asymptotic performance. Also, if we set T = 0, this bound turn into a model-free bound. This indicates that when
εmi is lower than επi allowed by our algorithm, a model might increase the performance.

Incorporating Dependency Bias
In reality, not every system satisfies the definition of INS. Yet we can generalize Theorem 2 into a ξ -dependent system.

Corollary 1. Consider an ξ -dependent networked system. Denote local model errors as:

εmi = max
sNi ,ai

DTV [pi(s′i|sNi ,ai)∥ p̂i(s′i|sNi ,ai)]

and divergences between the data-collecting policy and evaluated policy as:

επi = max
sNi

DTV [πD(ai|sNi)∥π(ai|sNi)]

Assume the upper bound of rewards of all agents is rmax. Let η p[π1, ...,πn] denote the real returns in the environment. Also, let
ηbranch[π1, ...,πn] denote the returns estimated via T -step branched rollout scheme. Then we have:

|η p[π1, ...,πn]−η
branch[π1, ...,πn]| ≤

2rmaxγ

(1− γ)2 ξ +
2rmax

1− γ

n

∑
i=1

[
εmi ·

(T−1

∑
k=0

γ
k+1 |Ni

k|
n

)
+ επi ·

( ∞

∑
k=T

γ
k+1 |Ni

k|
n

)]
The proof can also be found in Supplementary Information. Compared to Theorem 2, Corollary 1 is more general, as it

applies to multi-agent systems that are not fully independent. Intuitively, if a networked system seems nearly independent, local
models will be effective enough. The bound indicates that when the policy is optimized in a trust region where D(π,πD)≤ επi ,
the bound would also be restricted, making monotonic update more achievable.

Compared with the theorems of model-based policy optimization in the single-agent domain55, we extend them to the multi-
agent domain, especially for completely independent networked systems or even more general and real-world systems named
ξ -dependent networked systems. Further, to solve the problems of the increase of computation complexity, communication
cost and system instability caused by the multi-agent system, we propose a novel communication mechanism and analyze the
accuracy of the estimation of value functions and policy gradients through the following theoretical proofs, which is completely
different from the general model-based algorithms.
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Algorithm 2 Model-based Decentralized Policy Optimization

1: Initialize the model buffer DM
i and the environment buffer DE

i , where i ∈ V .
2: Initialize the rollout length T and adjacency matrix A through κ .
3: Initialize the decentralized model pψi , actor πθi and critic V φi by adjacency matrix A, where i ∈ V .
4: for many epochs do
5: Sample action according to decentralized πθi and local observation sNκ

i
in environment to collect trajectories τE

i .
6: Store trajectories to environment buffer DE

i for each agent i, DE
i = DE

i ∪{τE
i }.

7: Minimize the objective in Eq.(6) to update model pψi through trajectories from DE
i .

8: for many steps do
9: for many rollouts do

10: Sample st
i from DE

i as an initial state.
11: Simulate T -step trajectories τM

i from st
i by decentralized policy πθi and decentralized model pψi .

12: Store trajectories τM
i to model buffer DM

i for each agent i, DM
i = DM

i ∪{τM
i }.

13: end for
14: for many gradient steps do
15: Update the extended value functions V φi on trajectories τM

i sampled from DM
i according to Eq. (3)

16: Update the decentralized policies πθi on trajectories τM
i sampled from DM

i according to Eq.(5).
17: end for
18: end for
19: end for

Therefore, the challenges for our algorithm and theorems are mainly two-fold in these ξ -dependent networked systems with
fewer communications. One is that local communication and approximation dependency bias D(p∥ p̄) between independent
networked systems and ξ -dependent networked systems will increase the generalization error εmi of the environment model
and policy shift επi between π and πD, which will further increase the lower bounds C(p, p̂,π,πD) in Theorem 1 and Theorem
2. The results of experiments fully prove that our method can reduce the influence of these errors on the montonic improvement
of the model-based learning through the following algorithm design and hyperparameter selection. The other is that our method
needs to provide accurate policy gradients and value functions for the multi-agent system to guide the policy optimization,
which will be explained with more details in Theorem 3 and Theorem 4.

Analysis of Policy Gradients Approximation
In this section, we show that the policy gradient induced by Eq. (5) is an asymptotic approximation of the true policy gradients.
We start from discussing that the extended value function Vi(sNκ

i
) is a good approximation of the real value function. We

formally state the result in Theorem 3 and defer the proof to Supplementary Section 4.5.

Theorem 3. Define Vi(sNκ
i
) = EsNκ

−i
[∑∞

t=0 rt
i(st ,at)|s0

Nκ
i
= sNκ

i
], and Vi(s) = E[∑∞

t=0 rt
i |s0 = s], then

|Vi(s)−Vi(sNκ
i
)| ≤ rmax

1− γ
γ

κ . (15)

Remark 1. Recall that V (s) = 1
n ∑

n
i=1 Vi(s). From Eq. (15), it is easy to obtain the following result,

|V (s)− 1
n

n

∑
i=1

Vi(sNκ
i
)| ≤ rmax

1− γ
γ

κ , (16)

which indicates that the global value function V (s) can be approximated by the average of all extended value functions.

In policy optimization, value functions are used for calculating advantages Â(t), and we have shown that V (s) can be
estimated with the average of extended value functions 1

n ∑
n
i=1 Vi(sNκ

i
). In practice, an agent might not get the value function of

distant agents and can only access the value function of its κ-hop neighbors. However, we can prove that Ṽi =
1
n ∑ j∈Nκ

i
Vj(sNκ

j
)

is already very accurate for calculating the policy gradient for agent i. This theoretical result has been extended to general
multi-agent systems based on previous research39. Theorem 4 formally states this result and the proof is deferred to Section 4.6.

Theorem 4. Let Ât = r(t)+ γV (s(t+1))−V (s(t)) be the TD residual, and gi = E[Â∇θi logπi(a|s)] be the policy gradient. If Ãt
and g̃i are the TD residual and policy gradient when value function V (s) is replaced by Ṽi(s) = 1

n ∑ j∈Nκ
i

Vj(sNκ
i
), we have:

|gi− g̃i| ≤
γκ−1

1− γ
[1− (1− γ

2)
Nκ

i
n
]rmaxgmax, (17)
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where rmax and gmax denote the upper bound of the absolute value of reward and gradient, respectively.

Remark 2. Theorem 4 justifies that the policy gradients computed based on the sum of the neighboring extended value functions
is a close approximation of true policy gradients. The power of this theorem is that the extended value function Vi(sκ

Ni
) requires

only the neighboring information, thus easier to approximate and scalable. Despite the reduction in computation, the difference
between the approximated and true gradient in Eq. (17) is small.

Based on the difficulties and challenges proposed in the above theoretical analysis, we designed corresponding solutions in
the algorithm and the specific implementation details can be found in our code. In Theorem 1 and Theorem 2, the probability to
monotonic improvement of the model-based learning in the algorithm will be increase when the lower bound C(p, p̂,π,πD)
that consists of two parts: generalization model error εmi and policy shift επi is tight enough to constrain (10). In order to
reduce the generalization model error εmi caused by dependency bias D(p∥ p̂) in (12), we design a stage of warm-up in our
algorithm to pre-train the model until an acceptable accuracy of the model is obtained and a method to select data from
the true MDP or model with a probability to guide the usage of the model, and we further adopted a k-branched rollout
method to improve the accuracy of model. According to (12), when model becomes very accurate, meaning D(p̄∥p̂) ≈ 0,
supD(p∥p̂) ≈ supD(p∥ p̄) = ξ . Then we design a distribution of the neighbors for each agent, including the quantity and
topology of neighbors, to reduce the model error εmi caused by dependency bias D(p∥p̄) in the experiments. Lastly, in order to
constrain the policy shift επi between π and πD, We use the method of proximal policy optimization to limit the difference in
policies.

Data availability
The SUMO data generated during other experimental processes, as well as the power-grid and pandemic data used, are
all included in the code repository and can be used directly https://github.com/CDM1619/Networked-MB-MARL84.
The specific usage methods are further explained in README.md. The real data of Real Power-Net are available in
https://drive.google.com/file/d/1-GGPBSolVjX1HseJVblNY3KoTqfblmLh/view, This is a publicly available dataset
from previous research work74. For more details on how to use this data to run the experiments, please refer to https:
//github.com/CDM1619/Networked-MB-MARL.

Code availability
An implementation of our method is available at https://github.com/CDM1619/Networked-MB-MARL. We provide detailed
installation tutorials and running examples in https://github.com/CDM1619/Networked-MB-MARL84.
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Figure 1. Research motivation and relationship of networked agents. a, When comparing our method with two main
learning paradigms, centralized learning (left) requires each agent to have global observations, significantly increasing
algorithm complexity and communication costs, and reducing scalability. In independent learning (right), each agent learns in a
single-agent fashion through local observations, which reduces system and algorithm complexity. However, the learning
process is unstable, leading to poor decision-making performance and mismatch with real-world scenarios. Our method
(middle) learns based on local communication between topologically connected agents, avoiding the drawbacks of these two
learning paradigms and achieving superior performance with low observation costs. b, When controlling traffic lights on a
traffic system, obtaining information from many other traffic lights to make decisions for many other traffic lights can lead to
power loss with each communication step, thereby reducing the endurance of the traffic lights. Additionally, frequent and
large-scale communication operations increase the probability of signal interference and raise computational complexity, which
are drawbacks of extensive communication operations. Our approach relies on local communication between topologically
adjacent agents to reduce communication costs, power consumption, and computational complexity. Each agent receives the
state observation from its neighbors and aggregates them with its state and action to obtain the final decision-dependent
information. Furthermore, our framework maps the real system to a model, allowing it to learn policies through safe and
efficient interactions between agents and the model. On the right, we describe the relationships between agents and neighbors
of different orders in our methodology, where the order corresponds to κ , and a larger κ implies a broader communication
range. In our method, each agent accurately estimates the global value and policy gradient solely through its neighbors’
information, aiding policy learning. Another advantage of our solution is its ability to handle heterogeneous agents and systems
of multiple types. In our experiments, CACC represents a linear-type system, Flow represents a ring-type system, and ATSC,
Power Grid, Real Power Net, and Pandemic Networks represent grid-type systems. The agents in CACC, Flow, and ATSC Grid
are homogeneous, while agents in ATSC Monaco, ATSC New York, Real Power Network, and Pandemic Networks are
heterogeneous. Additionally, in the non-adjacent setting, some disconnected agents existed in systems.
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Figure 2. The architecture of our method, distinctions, and connections among different MDPs, and the model learning
process. a, Our algorithm comprises decentralized policy, value function, model, model buffer and environment buffer. Bold
red arrows highlight primary steps, involving experience sampling from both the model and the real environment for policy and
model learning. The model framework incorporates embedding layers for state and action feature extraction, followed by
merging based on graph network topology. b, Distinction and connection of different p in networked MDP, original MDP, and
model MDP as depicted in inequality 12. The differences between different p constitute dependency bias, model error, and
independence-approximation error, respectively. c, These different D constitute the triangular inequality relationship in
inequality 12. The main objective of model learning is to minimize the independence-approximation error D(p̄∥p̂) to reduce
the difference between model error D(p∥p̂) and dependency bias D(p∥p̄). d, In real-world complex systems, we prove that the
values of ξ are all small positive values (ξ ≥ 0.2 in Catch-up and ξ ≥ 0.8 in Real Power-Net), which proves the authenticity
and correctness of our assumptions about ξ -dependent systems in Definition 2. The data (n = 5) are presented as median values
(the central line of each box) along with the 25th and 75th percentiles (the bottom and top edges of each box), minima and
maxima (the whiskers attached to each box), as well as outliers (outside the box and whiskers). e, The process of model
learning in our approach involves sampling trajectories from the model buffer for multiple iterations of learning. As a result,
the model’s predictions of transition gradually approach the real world, with supD(p∥ p̂)≈ supD(p∥p̄) = ξ , which promotes a
monotonic improvement of the policies.
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Figure 3. The main training results and ablation studies. These results demonstrate the advantages of our method,
including high performance, accurate model learning, low communication cost, efficient exploration ability, and higher sample
efficiency. a, The performance upper bound of all the baselines in different scenarios with different random seeds. The color
red illustrates the performance of our algorithm. We compared it with model-based and model-free baselines. Our approach
achieves superior performance in terms of optimality, as demonstrated by the upper edge of the red boxplot being at its highest
position in the figure. Additionally, our method exhibits excellent performance in the upper quartile, median, and lower quartile,
as shown in the plot. Furthermore, our algorithm demonstrates enhanced training stability, indicating the absence of outliers
within the red boxplot. The data (n = 5) are presented as median values (the central line of each box) along with the 25th and
75th percentiles (the bottom and top edges of each box), minima and maxima (the whiskers attached to each box), as well as
outliers (outside the box and whiskers). b, Training reward under different rollout lengths in Ring, Catchup, ATSC-Gtid and
Real Power-Net 141-bus (n = 5). c, Training rewards and model error (n = 5) under different κ in Ring and Catch-up.
Different κ corresponding to different neighbors order (Fig. 1b). d, The states visited by different algorithms in Slow-down and
ATSC-Grid. The distance between points represents the difference between states85. Due to the existence of the model, our
approach outperforms other algorithms in exploration efficiency, thereby increasing sample efficiency. This augmentation is
visually represented by the more even and expansive spatial coverage of the red data points within the depicted space. e,
Training reward increment during the training process under different scenarios and different algorithms. Solid lines represent
the mean rewards, and error bars correspond to the standard deviation (n = 5).
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Figure 4. The evaluation results on vehicle control on CACC, Flow and pandemic network. a, Description of velocity
and headway of vehicles 1,5,8 in Catch-up. The headway stabilizes at 20 m which matches the target headway. The velocity
stabilizes at 15 m/s, matching the target velocity. b, Description of velocity and position of vehicles 1-4 in Figure Eight. The
visualization of tasks is adapted from existing work72. Our approach controls the formation of queues to cross the intersection
with an orderly process of accelerating to the target velocity and then decelerating to the safe velocity near 0 m/s. c,
Description of pandemic network, where various societal units adjust control policies to manage the critical cases and death
cases. The right side shows the strategies provided by different algorithms for handling critical cases and death cases with
different population sizes. The data are presented as mean values +/− SD. The center line represents the mean values and the
error bar represents the standard deviation (n = 5).
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Figure 5. The evaluation results on large-scale traffic control from ATSC. a, Monaco traffic network (a part of Monaco,
adapted from existing research21) with 28 heterogeneous traffic lights and New York traffic network with 432 traffic lights (a
part of New York). b, Key evaluation indicators for ATSC tasks. The data are presented as mean values +/− SD. The center
represents the mean values and the error bar represents the standard deviation (n = 5). During the first 3000s, the system will
continue to load vehicles, causing the traffic pressure at the intersections to gradually increase, and the average queue length
will gradually increase. However, our method clears the traffic congestion well, so that the maximum average queue length
does not exceed about 6 vehs in Grid, 2 vehs in Monaco and 1 vehs in New York. This indicator is lower than other algorithms.
After 3000s of vehicles loading, our method can maintain an average intersection delay at about 250 s/veh in Grid, 300 s/veh
in Monaco and 10 s/veh in New York. Our method prevents it from increasing. At different times, our decentralized policies
achieved the most arrived vehicles, the least halting vehicles, and stable average velocity. It should be noted that in New York
scenario, the actual total evaluation time is 1000s. to unify the time with all scenarios, we have standardized it to within 3600s.
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Figure 6. The evaluation results on large-scale power control from Power-Grid and Real Power-Net. a, The architecture
of secondary voltage control in Power-Grid with the objective of stabilizing the output voltages of the distributed generators at
a pre-defined reference value. 0.95 pu to 1.05 pu is the range of reference value. This system structure is adapted from existing
research73. b, The structures of 141-bus, 322-bus and 421-bus in Real-Power Net. We report the capabilities in terms of safety
control rate, Control rate calculates the ratio of time steps. The data are presented as mean values +/− SD. The top of the bar
chart represents the mean values and the error bar represents the standard deviation (n = 5) where all buses’ voltages are under
control for 12 hours. c, The Voltage control performance without random disturbances and with random disturbances in
Power-Grid with 20 agents and 40 agents. The control performance of the baselines decreases when random disturbances are
added and it is difficult to control the voltage of all distributed generators within the range of reference value. but our method
can control the voltage of most distributed generators well within the range of reference value regardless of the presence of
random disturbances. d, We report the Q loss and total line loss in Real Power-Net. The data are presented as mean values
+/− SD. The center line represents the mean values and the error bar represents the standard deviation (n = 5). Q loss
represents the average of the mean reactive power generations by agents each time step during 12 hours. total line loss
represents the average of the total power loss overall buses per time step during 12 hours.
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