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Abstract—Photoacoustic (PA) imaging is a hybrid modality
based on optical absorption and ultrasound (US) detection. Quan-
titative PA imaging provides valuable functional information such
as blood oxygen saturation, sO2, by estimating chromophore
concentrations from multispectral PA images. The quantification
remains challenging due to unknown light attenuation in hetero-
geneous tissues. Monte Carlo (MC) simulation is regarded as the
gold standard for modelling light propagation in turbid media.
It leverages stochastic modelling methods through the simulation
of the random walk of photon packets, thus it is computationally
demanding and not suitable for real-time applications. In this
work, for the first time, we propose a deep learning (DL)
framework for light propagation modelling, with a focus on
quantitative PA imaging. Compared to the MC simulation, our
method reduced the computation time by 4 orders of magnitude,
from 33 minutes to 46 milliseconds for a 3D simulation. In
addition, the DL-based light fluence estimation improved sO2

quantification accuracy, achieving an average estimation error of
0.3% with a blood phantom, and showed no significant difference
compared to the MC simulation. This framework aims to provide
a time-efficient solution for light propagation modelling in turbid
media, thereby enhancing the quantification accuracy for real-
time PA imaging applications.

Index Terms—spectral decolouring, quantitative photoacoustic
imaging, generative adversarial networks, oxygen saturation
estimation

I. INTRODUCTION

Photoacoustic (PA) imaging is an emerging modality that
features a combination of optical spectroscopic contrast and
ultrasonic spatial resolution [1]. Quantitative PA imaging
provides functional and molecular information such as oxy-
gen saturation (sO2) by retrieving the relative concentrations
of oxy- and deoxyhemoglobin in blood. However, accurate
quantification remains challenging, especially for in vivo ap-
plications, due to the unknown wavelength-dependent light
fluence distribution [2], [3]. While non-invasive assessment of
light fluence distribution can be achieved with diffuse optical
tomography and acousto-optics, it increases the system com-
plexity and limits its practicability in clinical settings [4], [5].
Alternatively, the light fluence spectrum can be approximated
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using numerical methods that model light propagation in op-
tical scattering and absorption media [6]. For example, Monte
Carlo (MC) simulation is regarded as the gold standard for its
accuracy and flexibility in terms of light propagation modelling
[7]. MC method simulates the random walk of a photon as
it propagates through turbid media, and tens to hundreds of
millions of photon packets are typically required to ensure
the convergence of absorbed energy density. The simulation
process can be accelerated using graphical processing units
(GPUs) [8] and parallelisation. Recent work also demonstrated
the application of deep learning models for MC simulation
acceleration by denoising the results acquired using a small
number of photo packets [9]. However, the computational
time required to obtain the noisy results was not alleviated,
thereby limiting its suitability for real-time applications, such
as guiding surgical and interventional procedures [10], [11].

Deep learning techniques, especially deep generative mod-
els, have garnered attention for their ability to produce high-
fidelity synthetic images, particularly in the field of medical
imaging, including representative applications such as retinal
images [12], brain images [13], and dose radiation [14]. Our
previous work showed the feasibility of applying conditional
generative adversarial networks for light fluence synthesis and
its application on light fluence compensation for quantitative
PA imaging using simulated data [15]. In this work, we further
extended the work by proposing a deep learning framework
for light propagation modelling and validated its performance
in terms of oxygen saturation estimation using phantom data.

II. MATERIALS AND METHODS

A. Dataset preparation

The training data were prepared by simulating 3D light
propagation in biological tissues using Monte Carlo eXtreme
(MCX) [8]. The illumination patterns were modelled based
on the PA probe used in the LED-based PA/Ultrasound (US)
imaging system AcousticX where two LED bars were sym-
metrically positioned on either side of a linear array US probe,
as shown in Fig. 1(a) [16]. A simulation domain of size 256
× 270 × 114 voxels was established with a spatial resolution
of 0.1 mm. The two LED bars were simulated encompassing
38 × 2 (number of elements per row × number of rows)
for each bar. The light incident from each LED element was
simulated as a collimated Gaussian beam with a waist radius



of 0.6 voxels (an opening angle of 120 deg). The spacing
between the LED elements within the array was set to 0.7
mm, while the spacing between the distinct arrays was 1.25
mm. The ground truth by MC simulation was obtained using
108 photons. Fig. 1 demonstrates a 3D volumetric light fluence
distribution and 2D light fluence distributions in the x-y, x-z,
and z-y planes, respectively.

Fig. 1. Light fluence distribution in 3D acquired using Monte Carlo sim-
ulation. (a) Photography of an imaging probe used in a linear-array based
photoacoustic/ultrasound imaging system with light-emitting-diode illumina-
tion. (b) Light fluence distribution in 3D (c) Light fluence distribution in 2D.

Furthermore, human soft tissue models were incorporated
for light fluence simulation. The anatomical structures were
derived from manual segmentations using in vivo human data
based on co-registered US images acquired with the same
probe. Fig. 2 shows a few representative tissue anatomies
consisting of a coupling medium, a skin layer, and soft tissue.
To augment the data, randomised deformations were intro-
duced at the tissue boundaries (Fig. 2(c)). The parameterisation
of the corresponding optical property maps was randomised
according to the literature values of the tissue types in the
wavelength range of 600 nm to 900 nm [17] (Tab. I). The tissue
anatomical structure was defined in 2D and was stacked along
the z-axis to obtain the tissue model in 3D. Finally, the light
fluence distribution at the imaging plane (x-y) was extracted
from the 3D light fluence volume. 800 samples with sizes of
256 × 256 were generated and used for model training.

B. Neural network implementation

A conditional generative adversarial network (cGAN) called
pix2pix was employed for light fluence synthesis [18]. As
shown in Fig. 3, the generator G took a multi-channel input
comprising tissue segmentation maps encoded with three op-
tical properties respectively, i.e., optical absorption coefficient
µa, optical scattering coefficient µs, and anisotropy g. The
generator G employed a UNET model architecture [19]. The

Fig. 2. Tissue anatomies used for Monte Carlo simulation. (a) B-mode
Ultrasound (US) images of in vivo human fingers (up) and human wrist
(bottom). (b) Manual segmentation using B-mode US images. (c) Random
deformation at tissue boundaries.

TABLE I
OPTICAL PROPERTIES OF THREE TISSUE TYPES INVOLVED IN A HUMAN

SOFT TISSUE MODEL (µa : OPTICAL ABSORPTION; µs : OPTICAL
SCATTERING; g: GRUNEISEN PARAMETER; WAVELENGTH RANGE: 600 NM

TO 900 NM)

µa
(
mm−1

)
µs

(
mm−1

)
g

Coupling
medium [5e− 4 5e− 3] [0.9 1] 1

Skin [0.01 0.4] [5 28] 0.9
Soft tissue [0.001 0.13] [7 12] 0.9

discriminator D was a PatchGAN network and trained to
distinguish between light fluence maps generated from the
generator G and MC method at the scale of patches. Here,
a patch size of 16×16 was found to be effective.

C. Oxygen saturation estimation

Linear unmixing is the most commonly used method for
blood oxygen saturation estimation using multispectral PA
images. The multispectral PA images (initial pressure distri-
butions) can be expressed as:

p0(r, λi) = Γµa(r, λi)ϕ(r, λi) (1)

where Γ is Grüneisen parameter, µa is optical absorption
cofficient, and ϕ is light fluence spectrum. Take blood oxygen
saturation estimation as an example, µa can be written as the
combination of oxyhemoglobin HbO2 and deoxyhemoglobin
HbR.

p0(r, λi) = Γϕ(r, λi)[CHbO2
(r)ϵHbO2

(λi)+CHbR(r)ϵHbR(λi)]
(2)

Suppose PA imaging is performed using two wavelengths λ1

and λ2, set
b(r, λi) = p0(r, λi)/Γϕ(r, λi) (3)

Let A be:

A =

[
ϵHbR(λ1) ϵHbO2

(λ1)
ϵHbR(λ2) ϵHbO2(λ2)

]
(4)



Fig. 3. A conditional generative adversarial network pix2pix for light propagation modelling in biological tissues. For the generator G, the input is an optical
property-encoded segmentation based on ultrasound image and the output is a synthetic light fluence map. The discriminator D is trained to distinguish the
real light fluence map generated by the Monte Carlo simulation and the synthetic light fluence map by the generator. µa: absorption coefficient, µs: scattering
coefficient, g: Gruneisen parameter.

and the molar concentration of HbR and HbO2 is:

x =

[
CHbR(r)
CHbO2(r)

]
(5)

Eq. (2) can be expressed as a linear equation Ax = b and
the solution is given by:

x = (ATA)−1AT b (6)

Light fluence distribution ϕ(r, λi) in Eq. (3) is typically
unknown and is assumed to be constant for linear unmixing.
Therefore, light fluence compensation is necessary for accurate
oxygen saturation estimation, with the light fluence distribu-
tion typically obtained using MC simulations.

D. Multispectral photoacoustic phantom
A multispectral PA phantom was developed for quantitative

evaluation. Copper sulphate (CuSO4.5H2O) and nickel sul-
phate (NiSO4.6H2O) were selected as surrogates for HbO2

and HbR [20]. 0.5 M copper sulphate mother solution and 2.2
M nickel sulphate mother solution were prepared and mixed
following the ratiometric quantity defined in Eq. (7) where
Q(%) is an analogue for oxygen saturation sO2.

Q(%) =

cNiSO4

2.2
cCuSO4

0.5 +
cNiSO4

2.2

× 100 (7)

The absorption coefficient spectra of the mixtures were mea-
sured by a Vis-NIR spectrophotometer (Aligent, CA, USA).
The multispectral PA phantom comprised four silicone tubes,
each with an inner diameter of 0.5 mm. These tubes were
filled with mixtures of copper and nickel sulphate solutions, set
against a background composed of 1% Intralipid and 0.0004%
India ink. The imaging was conducted using the LED-based
PA imaging probe encased within a cling film bag filled with
water. For each mixture, both B-mode US data (1536 frames)
and multispectral PA data (690 and 850 nm; 768 frames at
each wavelength) were collected. Image reconstruction based
on Fast Fourier Transform (FFT) [17] and PA quantification
was conducted offline.

III. RESULTS

Fig. 4. Validation of the deep learning framework for quantitative photoacous-
tics (PA) using multispectral PA phantoms. (a) Ultrasound (US) image of the
PA phantom. (b) Manual segmentation based on US contrast. (c) Light fluence
map by pix2pix. (d) Reference light fluence map by Monte Carlo simulation.
(e) Profiles comparing the light fluence decay in the depth direction. (f)
Compensated and Uncompensated PA images.

The LED-based PA probe with LED arrays of two wave-
lengths (850 and 690 nm) was employed for imaging the
multispectral PA phantoms. Fig. 4(a) is the US image of
the phantom, showing the cling film separating the coupling
medium and the aqueous background. Fig. 4(b) shows the
corresponding US segmentation, with black representing the
coupling medium and grey representing the background. Fig.
4(c-d) shows the light fluence maps generated by pix2pix
and MC simulation at 690 nm. Besides, the light fluence
distributions were further compared in Fig. 4(e) by drawing
line profiles through the light fluence maps at the imaging
plane. The maximum discrepancy between the synthetic light
fluence map by pix2pix and the reference MC simulation was
2.5. In Fig. 4(f), PA signals from the tubes located at the
deep depths were barely visible (indicated by a yellow circle).
In contrast, the PA signals were enhanced by compensating



TABLE II
COMPARISON OF TIME EFFICIENCY IN LIGHT PROPAGATION MODELLING.

MONTE CARLO (MC) SIMULATIONS WERE PERFORMED IN 3D WITH
DIMENSIONS OF 256 × 270 × 114 AND 108 PHOTONS.

MC simulation Our Model
Light fluence distribution

at the imaging plane 33 mins 46 ms

The MC simulation and model tests were conducted using an NVIDIA QUADRO RTX
5000 GPU

the light attenuation estimated by pix2pix. Furthermore, the
performance of the deep learning-based fluence compensation
for PA spectral decolouring was validated using the phantom
with a blood oxygenation level of 25%. The conventional
linear unmixing method underestimated the oxygenation levels
of the phantoms. The average sO2 was around 22.1%. In
contrast, the estimation accuracy was improved by incorpo-
rating light fluence distribution estimated by either pix2pix or
MC simulation. The estimated sO2 values were about 25.3%
and 24.9% on average, respectively. There was no significant
difference in terms of the estimated oxygenation obtained via
pix2pix and MC simulation.

IV. DISCUSSIONS AND CONCLUSIONS

The primary challenge in achieving accurate quantitative PA
imaging in biological tissues is the unknown light fluence. MC
simulation, the gold standard for light propagation modelling,
can approximate light fluence in the tissues. However, MC
simulation can be computationally demanding, restricting its
real-time applications in quantitative PA imaging. In this work,
a deep learning framework was proposed for light propagation
modelling in quantitative PA imaging. A deep generative
model pix2pix was trained for generating light fluence dis-
tributions in heterogeneous tissues based on tissue anatomy
and optical properties. Consequently, PA quantification such as
sO2 can be compensated using the estimated fluence spectrum.
The proposed framework was validated using a liquid-based
multispectral PA phantom that consisted of copper sulphate
and nickel sulphate as surrogates for HbO2 and HbR. High-
quality light fluence spectra at 850 nm and 690 nm were
generated by pix2pix, respectively, with the largest estimation
error of around 2.5 compared to the fluence generated by the
MC method, indicating the effectiveness of the deep learning-
based fluence model. More importantly, the generated light
spectrum was employed for light fluence compensation in
PA quantification. Comparable estimation accuracy of sO2

was achieved compared to the gold standard MC simulation.
Moreover, the proposed model generated the light fluence
distribution at the 2D imaging plane in under 46 ms, compared
to around 33 mins using MC simulation (Tab. II). This sig-
nificant improvement in computational efficiency enables the
integration of light fluence compensation or iterative inversion
methods for accurate and real-time quantitative PA imaging.
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