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Abstract—Strings in the real world are often encoded with
some level of uncertainty, for example, due to: unreliable data
measurements; flexible sequence modeling; or noise introduced
for privacy protection. In the character-level uncertainty model, an
uncertain string X of length n on an alphabet Σ is a sequence of
n probability distributions over Σ. Given an uncertain string X
and a weight threshold 1

z
∈ (0, 1], we say that pattern P occurs

in X at position i, if the product of probabilities of the letters
of P at positions i, . . . , i+ |P | − 1 is at least 1

z
. While indexing

standard strings for online pattern searches can be performed in
linear time and space, indexing uncertain strings is much more
challenging. Specifically, the state-of-the-art index for uncertain
strings has Θ(nz) size, requires Θ(nz) time and space to be
constructed, and answers pattern matching queries in the optimal
O(m+OCC) time, where m is the length of P and OCC is the total
number of occurrences of P in X . For large n and (moderate)
z values, this index is completely impractical to construct, which
outweighs the benefit of the supported optimal pattern matching
queries. We were thus motivated to design a space-efficient index
at the expense of slower yet competitive pattern matching queries.
We show that when we have at hand a lower bound ℓ on the length
of the supported pattern queries, as is often the case in real-world
applications, we can slash the index size and the construction
space roughly by ℓ. In particular, we propose an index of O(n+
nz
ℓ
log z) expected size, which can be constructed using O(n +

nz
ℓ
log z) expected space, and supports very fast pattern matching

queries in expectation, for patterns of length m ≥ ℓ. We have
implemented and experimentally evaluated several versions of
our index. The best-performing version of our index is up to two
orders of magnitude smaller than the state of the art in terms
of both index size and construction space, while offering very
competitive query times and construction times.

I. INTRODUCTION

A large portion of the data feeding real-world database
systems, including bioinformatics systems [80], Enterprise
Resource Planning (ERP) systems [73], or Business Intelli-
gence (BI) systems [93], is textual; namely, these data are
finite sequences of letters over some alphabet (also known
as strings). This happens because strings can easily encode
data arising from different sources such as: sequences of
nucleotides read by DNA sequencers (e.g., short or long DNA
reads); natural language text generated by humans (e.g., de-
scription or comment fields); identifiers generated by software
(e.g., URLs, email addresses, or IP addresses); or discretized
measurements generated by sensors (e.g., EEG or EMG data).

Given the ever increasing size of string data, it is crucial to
represent them in a concise form but also to simultaneously
allow efficient pattern searches. This goal is formalized by the
classic text indexing problem [29]: preprocess a string T of

length n over an alphabet Σ of size σ, known as the text, into
a data structure that supports pattern matching queries; i.e.,
report the set of all OCC positions in T where an occurrence
of a string P , known as the pattern, begins.

In text indexing we are usually interested in four measures
of efficiency [16], [56]: (i) How much space does the final
index occupy for a string T of length n (the index size)?
(ii) How fast can we answer a query P of length m (the
query time)? (iii) How much working space do we need to
construct the index (the construction space)? (iv) How fast can
we construct the index (the construction time)? For example,
the classic indexing solution of suffix tree [94] has index size
O(n), optimal query time O(m + OCC), where OCC is the
size of the output, construction space O(n), and construction
time O(n) [33]. Nowadays, as the data volume grows rapidly,
a lot of works are devoted to obtaining space-query time
trade-offs [42], [34]. Such works propose data structures that
occupy O(n log σ) bits of space, instead of the Θ(n log n) bits
occupied by suffix trees in any case, at the expense of a factor
of O(logϵ n) penalty in the query time, where ϵ > 0 is an
arbitrary predefined constant.

In the real world, strings are often encoded with some level
of uncertainty; for example, due to: (i) imprecise, incomplete
or unreliable data measurements, such as sensor measure-
ments, RFID measurements or trajectory measurements [10];
(ii) deliberate flexible sequence modeling, such as the rep-
resentation of a pangenome, that is, a collection of closely-
related genomes to be analyzed together [89]; or (iii) the
existence of confidential information in a dataset which has
been distorted deliberately for privacy protection [9].

While there are many practical solutions for text index-
ing [70], [34], [40], [37], [16] and also for answering different
types of queries on various types of uncertain data (see Sec-
tion VI), practical indexing schemes for uncertain strings are
rather undeveloped. In response, our work makes an important
step towards developing such practical space-efficient indexes.

A. Our Data Model and Motivation

We use the standard character-level uncertainty model [48].
An uncertain string (or weighted string) X of length n on
an alphabet Σ is a sequence of n sets. Every X[i], for all
1 ≤ i ≤ n, is a set of |Σ| ordered pairs (α, pi(α)), where
α ∈ Σ and pi(α) is the probability of having the letter α at
position i. Table I shows an example of a weighted string X
for n = 6 and Σ = {A,B}, represented as a |Σ| × n matrix.



TABLE I: Example of a weighted string X .

1 2 3 4 5 6
A 1 1/2 3/4 4/5 1/2 1/4
B 0 1/2 1/4 1/5 1/2 3/4

The data model of [48] has been employed by many
works [12], [59], [76], [38], [65], [57]. In bioinformatics,
for example, weighted strings are known as position weight
matrices [54]. As in these works, we define the occurrence
probability of pattern P = ABA at position 3 in X of Table I
as 3/4 · 1/5 · 1/2 = 3/40 (shown in Table I in red).

The indexing problem on weighted strings can thus be
naturally defined as follows [13]: Given a weighted string X
of length n on an alphabet Σ of size σ and a weight threshold
1
z ∈ (0, 1], preprocess X into a data structure (an index) that
supports pattern matching queries; i.e., report the set of all
positions in X where P occurs with probability at least 1

z .
The indexing problem on weighted strings has attracted a

lot of attention by the theory community [46], [13], [20], [18],
[20], [17], [22], culminating in the following result:

Theorem 1 ([18], [17]). For any weighted string of length n
and any weight threshold 1

z , we can construct an index of size
Θ(nz) in O(nz) time and space supporting pattern matching
queries in O(m+ OCC) time, for any pattern of length m.1

Although Theorem 1 is very appealing from a theoretical
perspective—due to the linear dependency on z and the linear
dependency on n—from a practical perspective, Θ(nz) size
and construction space are prohibitive for large strings. Imag-
ine that we have an input weighted string of length n = 109,
that z = 100, and that the constant in Θ(nz) is something
small, like 20, which is in line with the state of the art [22].
Then we need 2TBs of RAM to store the index for an input
of 1GB! We were thus motivated to seek space-query time
trade-offs for indexing weighted strings. In particular, we seek
conditions under which we can have indexes of size smaller
than Θ(nz). Ideally, we would also like to construct these
indexes using smaller than Θ(nz) space. We show that this is
possible, both in theory and in practice, when a lower bound
ℓ on the length m of any queried pattern is known in advance,
which is arguably a reasonable assumption in applications.
For instance, in bioinformatics [47], [95], [66], the length of
sequencing reads (patterns) ranges from a few hundreds to
30,000 [66]. Even when at most k errors must be accommo-
dated for matching, at least one out of k+1 fragments must be
matched exactly. In natural language processing, the queried
patterns can also be long [92]. Examples of such patterns
are queries in question answering systems [43], description
queries in TREC datasets [19], [15], and representative phrases
in documents [71]. Similarly, a query pattern can be long when

1We can safely make the assumption that σ ≤ z. If σ > z, we construct a
new string Xz from X of total size ⌊z⌋n, because there can be no more than
⌊z⌋ letters in X[i], i ∈ [1, n], with an occurrence probability at least 1

z
. We

then index X[i] using a linked-list or a hash table for a sparse representation.

it encodes an entire document (e.g., a webpage in the context
of deduplication [44]), or machine-generated messages [49].

B. Our Techniques and Results

In [18], Barton et al. showed that for any weighted string
X of length n, and any weight threshold 1

z , one can construct
a family S of ⌊z⌋ standard strings, each of length n, so that a
pattern P occurs in X at position i with probability p only if P
occurs at position i in ⌊p ·z⌋ strings from S. The authors have
then shown that by indexing S using a modified version of
suffix trees [94], we can arrive at an index of total size Θ(nz)
supporting queries in the optimal time O(m + OCC). The
resulting index is known as the weighted suffix tree (WST). An
array-based, more space-efficient, version was also presented
in [22]; it is known as the weighted suffix array (WSA). WST
and WSA are the state of the art for indexing weighted strings.

Here, we first show how to slash the size of both WST and
WSA roughly by ℓ, while still supporting very fast queries
in expectation for any pattern P of length m ≥ ℓ, by com-
bining the minimizers sampling mechanism [79], [82], several
combinatorial and probabilistic arguments, and a geometric
data structure (2D grid) [69]. Our technique still requires us
to first construct the family S of the ⌊z⌋ strings, which in
any case gives an index with Θ(nz) construction space. To
circumvent this, we develop a highly non-trivial algorithm for
constructing the same index without generating S explicitly.
The algorithm samples an implicit representation of S using
minimizers outputting the final index directly.
Our main contributions are summarized as follows:

1) We show that for any weighted string X of length n
over an alphabet Σ, a weight threshold 1

z , and any
integer ℓ > 0, after O(nz) construction time using
Θ(nz) construction space, we can construct an index of
O(n + nz

ℓ log z) expected size to report all occurrences
of a pattern P of length m ≥ ℓ in O(m + nz

|Σ|m log nz
ℓ )

expected query time. In particular, when m ≥ logσ nz
(recall that m ≥ ℓ), we get O(m + log nz

ℓ ) query time
and an index of size less than Θ(nz). The bounds we
prove are in expectation because minimizers are usually
analyzed in the average-case model [79], [82]. Similar
notions with worst-case guarantees exist [55] but, as they
are not practical [16], we resort to employing minimizers.

2) Although the above-mentioned index has very desirable
size and query time, we still need Θ(nz) space to
construct it. We were thus motivated to design a space-
efficient construction algorithm for this index. In fact, we
show that this index can be constructed in expected time
O(nz log ℓ+ nz

ℓ log nz
ℓ log z) and space O(n+ nz

ℓ log z).
This is the most technically involved result of the paper.

3) Following the different paradigms of suffix trees [94] and
suffix arrays [51] in the classic setting of standard strings,
we have implemented tree and array-based versions of
our index underlying Contributions 1 and 2. The results
show that our indexes are up to two orders of magnitude
smaller than the state of the art in terms of both index size



and construction space. They also show that our array-
based indexes outperform the tree-based ones, offering
very competitive query times and construction times to
those of the state-of-the-art indexes. For example, for
indexing a collection of 1, 432 bacterial samples, with
ℓ = 256 and z = 1024, which are reasonable in appli-
cations, our space-efficient index has size 640MBs and
needs only 772MBs of memory to be constructed, while
WSA has size 7GBs and needs 32GBs of memory to be
constructed! Furthermore, compared to WSA, our space-
efficient index takes 44% less time to be constructed and
its query time is 80 microseconds on average (over about
1.9M queries), while that for WSA is 81 microseconds.

C. Paper Organization

In Section II, we provide the necessary definitions and
notation as well as some previous results that we make use
of. In Section III, we provide the full description of our new
index. In Section IV, we present the space-efficient algorithm
for constructing our index. In Section V, we present a simple,
more practical algorithm for querying our index. In Section VI,
we discuss related work. Finally, in Section VII, we provide
an extensive experimental evaluation of our algorithms.

II. PRELIMINARIES AND PROBLEM DEFINITION

Strings. An alphabet Σ of size σ = |Σ| is a nonempty set of
elements called letters. By Σk we denote the set of all length-
k strings over Σ. By ε we denote the empty string of length
0. For a string S = S[1] · · ·S[n] over Σ, by n = |S| we
denote its length. The fragment S[i . . j] of S is an occurrence
of the underlying substring P = S[i] · · ·S[j]. We also say
that P occurs at position i in S. A prefix of S is a substring
of S of the form S[1 . . j] and a suffix of S is a substring of
S of the form S[i . . n]. Given a string S = S[1] · · ·S[n], its
reverse is the string Sr = S[n] · · ·S[1]. For any two strings S1

and S2 of the same length, we define their Hamming distance
dH(S1, S2) as their total number of mismatching positions.
Sampling. Given a fixed pair of positive integers ℓ, k s.t.
ℓ ≥ k, we call a function f : Σℓ → [1, ℓ − k + 1] that
selects the starting position of a length-k fragment, for any
string of length ℓ, an (ℓ, k)-local scheme. We call the set
Mf (S) = {i + f(S([i . . i + ℓ − 1])) − 1 | 1 ≤ i ≤
|S| − ℓ + 1}, for an (ℓ, k)-local scheme f on a string S,
the set of selected indices. The specific density of f on S is
the value |Mf (S)|/|S|, and the density of f is the expected
specific density on a sufficiently long random string (with
letters chosen independently at random). An (ℓ, k)-minimizer
scheme is an (ℓ, k)-local scheme that selects the position of
the leftmost occurrence of the smallest length-k substring,
for a fixed k and a fixed order on Σk. In that case, we
call minimizers the selected indices [79], [82]. The minimizer
scheme can be based on a lexicographic order on Σk. As
an example of this scheme, let S = ABAABB, ℓ = 4, and
k = 2. We obtain Mf (S) = {3} as S[3 . . 4] = AA is the
lexiographically smallest length-2 substring in every window

of S of length ℓ = 4. The minimizer scheme can also be
specified by a hash function, e.g. Karp-Rabin fingerprints [52].

Lemma 2 ([100]). The density of an (ℓ, k)-minimizer scheme
over an alphabet Σ with k ≥ log|Σ| ℓ + c is O( 1ℓ ), for some
c = O(1).

Weighted Strings. A weighted string X of length n on an
alphabet Σ is a sequence of n sets. Every X[i], for all 1 ≤
i ≤ n, is a set of |Σ| ordered pairs (α, pi(α)), where α ∈ Σ
is a letter and pi(α) is the probability of having α at position
i of X . Formally, X[i] = {(α, pi(α)) | ∀α ∈ Σ, pi(α) ∈
[0, 1], and

∑
α∈Σ pi(α) = 1}. A letter α occurs at position i

of a weighted string X if and only if the occurrence probability
of α at position i, pi(α), is greater than 0. A string U of
length m is a factor of a weighted string X if and only if it
occurs at some starting position i with occurrence probability
P(X[i . . i+m− 1] = U) = Πm

j=1pj+i−1(U [j]) > 0. Given a
weight threshold p ∈ (0, 1], factor U is valid or equivalently
U has a valid occurrence in X , if it occurs at starting position
i and if P(X[i . . i+m− 1] = U) ≥ p. For a weighted string
X , a pattern P , and a weight threshold p ∈ (0, 1], Occp(P,X)
is the set of starting positions of valid occurrences of P in X .
String U is a solid factor of X if it has a valid occurrence in
X for some p; U is maximal at position i of X if U is a solid
factor of X starting at position i and no string U ′ = Uα, for
any α ∈ Σ, is a solid factor starting at i. Given a weighted
string X , we call a heavy string HX of X a string defined
such that HX [i] is the letter having a largest probability in
X at position i (ties are broken arbitrarily). For example, let
X be the weighted string of Table I; a heavy string of X is
HX = ABAAAB (the tie at position 2 is broken for B and the
tie at position 5 is broken for A).

A property Π of a string S is a hereditary collection
of integer intervals 2 contained in [1, n]. For simplicity, we
represent every property Π with an array π[1 . . |S|] such
that the longest interval I ∈ Π starting at position i is
[i, π[i]]. Observe that π can be an arbitrary array satisfying
π[i] ∈ [i − 1, n], and π[1] ≤ π[2] ≤ · · · ≤ π[n]. For a string
P , by Occπ(P, S) we denote the set of occurrences i of P in
S such that i+ |P |− 1 ≤ π[i]. For example, let (S2, π2) from
Table II be a string-property pair. Then P = AAA occurs at
position i = 3 because i+ |P | − 1 = 3 + 3− 1 ≤ π2[3] = 5.

Let us consider an indexed family S = (Sj , πj)
k
j=1 of

strings Sj with properties πj . For a string P and an index
i, by CountS(P, i) = |{j | i ∈ Occπj

(P, Sj)}| we denote
the total number of occurrences of P at position i in the
strings S1, . . . , Sk of S that respect the properties. We say
that an indexed family S = (Sj , πj)

z
j=1 is a z-estimation of a

weighted string X of length n if and only if, for every string P
and position i ∈ [1, n], CountS(P, i) = ⌊P(X[i . . i+|P |−1] =
P ) · z⌋. The following result has been shown by Barton et al.:

Theorem 3 ([17]). For any weighted string X of length n and
any weight threshold 1

z , X admits a z-estimation of total size
Θ(nz) that can be constructed in O(nz) time and space.

2A collection that contains all the subintervals of its elements.



TABLE II: A 4-estimation
of X from Table I.

i 1 2 3 4 5 6
S1 A A A A A A
π1 2 2 3 4 5 6
S2 A A A A A B
π2 4 4 5 6 6 6
S3 A B A A B B
π3 4 4 5 6 6 6
S4 A B B B B B
π4 2 2 3 3 5 6
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Fig. 1: Suffix tree of S =
CAGAGA$.

Example 1. For 1
z = 1

4 , the weighted string X in Table I
admits the 4-estimation S in Table II, given by Theorem 3.

For pattern P = AB and S3, we have that Occπ3
(P, S3) =

{1, 4} because P occurs at position 1, with 1 + |P | − 1 ≤
π3[1] = 4, and at position 4, with 4 + |P | − 1 ≤ π3[4] = 6.

For pattern P = AB and i = 1, we have that P(X[i . . i +
|P | − 1] = P ) = 1 · 1/2 = 1/2 and so P occurs in
CountS(P, i) = ⌊P(X[i . . i+|P |−1] = P )·z⌋ = ⌊(1/2)·4⌋ =
2 strings of the z-estimation at position 1.

We construct the set of (lexicographic) minimizers that
respect the property, for ℓ = 3 and k = 2, for every
Sj , j ∈ [1, 4], from S. We underline the positions of the
minimizers. Note that we have selected no minimizer in S1 or
S4 as they have no solid factor of length 3.

Problem Definition. We study the following problem:

ℓ-WEIGHTED INDEXING

Input: A weighted string X of length n over an alphabet
Σ, a weight threshold 1

z ∈ (0, 1], and an integer ℓ > 0.
Query: For any string P of length m ≥ ℓ, report all
elements of Occ 1

z
(P,X).

Suffix Tree. The classic indexing solution for standard (not
weighted) strings is the suffix tree. Given a set F of strings,
the compacted trie of these strings is the trie obtained by
compressing each path of nodes of degree one in the trie of
the strings in F , which takes O(|F|) space [72]. Each edge in
the compacted trie has a label represented as a fragment of a
string in F . The suffix tree ST(S) is the compacted trie of the
suffixes of S [94]. Assuming S ends with a unique terminating
letter $, every suffix S[i . . n] is represented by a leaf decorated
by index i; see Fig. 1. The set of indices stored at the leaf
nodes in the subtree rooted at node v is the leaf-list of v, and
we denote it by LL(v). Each edge in ST(S) is labeled with a
nonempty substring of S such that the path from the root to
the leaf annotated with index i spells the suffix S[i . . n]. The
substring of S spelled by the path from the root to node v is the
path-label of v, and we denote it by L(v). Given any pattern
P [1 . .m], ST(S) allows us to report all OCC occurrences of P
in S using only O(m log σ+OCC) operations. We simply spell
P from the root of ST(S) (to access edges by the first letter of
their label, we use binary search) until we arrive (if possible)
at the first node v such that P is a prefix of L(v). Then all
OCC occurrences (starting positions) of P in S are LL(v). The

suffix tree occupies Θ(n) space and it can be constructed in
O(n) time for an integer alphabet [33]. To improve the query
time to the optimal O(m + OCC) we use randomization to
construct a perfect hash table in linear time [35] for accessing
edges by the first letter of their label in constant time.

III. THE NEW INDEX: MINIMIZER-BASED WST

In this section, we describe our new index for solving ℓ-
WEIGHTED INDEXING and the underlying data structures that
we employ to construct it. We assume read-only access to X
but we can also discard X at the end of this construction.

Main Idea. We start the index construction by building the
z-estimation of X , whose total size is Θ(nz). We then use
minimizers sampling to select O(nzℓ ) positions of the z-
estimation, where ℓ is a predetermined lower bound on the
length of the supported queries. Next, we construct two trees,
called minimizer solid factor trees: (1) the compacted trie of
all suffixes of the solid factors in the z-estimation starting
at the minimizer positions, and (2) the compacted trie of all
the reversed prefixes of the solid factors in the z-estimation
ending at the minimizer positions. After that, we pair up the
leaf nodes corresponding to the same minimizer position, from
one of these trees to the other, using a 2D grid for range
reporting [21]. To reduce the index size, we discard the z-
estimation using a combinatorial observation that allows us to
store only O(log z) information per minimizer position. This
results in an index of expected total size O(n+ nz log z

ℓ ).
Finally, we show how to query the index efficiently, for any

pattern of length m ≥ ℓ, by using a probabilistic argument on
the number of expected points returned by the 2D grid.

Minimizer Solid Factor Trees. Let us fix a weighted string X
of length n over an alphabet Σ and a weight threshold 1

z . We
first define a forward solid factor tree (resp. backward solid
factor tree) for X as the suffix tree for the set of maximal
solid factors (resp. the set of reversed solid factors) in X .
By Theorem 3, we know that each such solid factor appears
in a z-estimation of size O(nz), and therefore both the solid
factor trees have size O(nz) as well. This argument also gives
a method to construct the solid factor trees [17].

We adapt the solid factor trees to make them more space-
efficient for ℓ-WEIGHTED INDEXING by employing minimizer
schemes. Let us fix ℓ, k and an (ℓ, k)-minimizer scheme f
by employing Lemma 2. In particular, we assume throughout
that ℓ and k are chosen so that f has density O( 1ℓ ). We
then construct a z-estimation S = (Sj , πi)

⌊z⌋
j=1 of X using

Theorem 3 and compute the set MX of minimizers from
S respecting the property; namely for Sj ∈ S we compute
f(Sj [i . . i+ ℓ− 1]) if and only if i+ ℓ− 1 ≤ πj [i].

We represent each minimizer in MX by a pair (i, j), where
i is the minimizer position in the string Sj ∈ S. In the
following, we consider MX fixed with |MX | = O(nzℓ ), as
by Lemma 2 there are in expectation O(nzℓ ) minimizers in S.

Based on MX , we define a minimizer forward (resp.
backward) solid factor tree as a compacted trie containing
suffixes of solid factors (resp. of reversed solid factors) starting



at position i from a string Sj ∈ S with (i, j) ∈ MX . Each
leaf has a label (i, j) ∈ MX associated to the corresponding
suffix. If one same suffix corresponds to several such labels (it
occurs at several minimizers from S), we add one copy of the
leaf for each such label. Since |MX | = O(nzℓ ), the minimizer
solid factor trees contain O(nzℓ ) leaves, and therefore nodes.

Still the size of the z-estimation S is, by definition, always
Θ(nz), which makes the total size of the index O(nzℓ ) +
Θ(nz) = Θ(nz). We avoid this by employing the following
simple yet crucial combinatorial observation [58]:

Lemma 4 ([58]). Let HX be a heavy string of X . For a weight
threshold 1

z and any solid factor U starting at position i and
ending at position j of X , dH(U,HX [i . . j]) ≤ log2 z holds.

Indeed, we directly get the following result, which allows
us to avoid storing the z-estimation S explicitly.

Corollary 5. Every solid factor of a weighted string X for
a weight threshold of 1

z can be characterized by an interval
of the heavy string HX plus the information of at most log2 z
single mismatches. The minimizer solid factor tree can be
implemented as a compacted trie whose edges store only that
information, which takes O(log z) extra space per edge.

We apply Corollary 5 to obtain Lemma 6. Based on this
lemma, we construct the minimizer solid factor trees for X .

Lemma 6. The minimizer solid factor trees can be constructed
in O(nz) time using O(nz) space. Each tree has O(nzℓ )
expected nodes and its expected total size is O(nzℓ log z). 3

Proof. We apply Theorem 3 to construct a z-estimation for X
in O(nz) time and space. The set of minimizers of any string
can be computed in linear time [67]. Thus, computing MX

for the z-estimation takes O(nz) time. The compacted trie of
any collection of substrings of a string can be constructed in
linear time in the length of the string [22], [53], and thus the
minimizer solid factor trees can be constructed in O(nz) time
using O(nz) space. The number of nodes and the total size
of the trees follow from Lemma 2 and Corollary 5.

Exploiting 2D Range Reporting. We explain how to employ
a geometric data structure to pair up the leaf nodes correspond-
ing to the same minimizer position from one of the minimizer
solid factor tree we constructed above to the other.

Let us write Tsuff (resp. Tpref) for the forward (resp. back-
ward) minimizer solid factor tree. We fix an order on the leaves
of both Tpref and Tsuff, such that for any node in one of the
trees, the set of its descendant leaves forms an interval. This
is possible, for example, by sorting the strings corresponding
to the leaves in lexicographical order. Via this ordering, we
can consider a pair of leaves from Tsuff and Tpref as a point of
a 2D data structure, which we call the grid.

We start by some definitions: (1) Given a string P , we
denote by Isuff(P ) (resp. Ipref(P )) the (possibly empty) in-
terval of leaves in the subtree obtained by reading P in Tsuff

3We claim O(nz) time and space during our construction because if
log z > ℓ, we can abort the construction and resort to O(nz) size.

(resp. Tpref). (2) We denote by N the set of all those points
corresponding to pairs of leaves from Tsuff and Tpref with iden-
tical labels. Each point in N corresponds to a given minimizer
(i, j) ∈ MX , and a pair of maximal solid factors in X that can
be read from i, both right-wise and left-wise. (3) Given a pair
P1, P2 of strings, we denote by N (P1, P2) the intersection of
the set N with the rectangle Isuff(P1) × Ipref(P2). (4) Given
a string P of length m ≥ ℓ, such that f(P [1 . . ℓ]) = µ,
we denote N (P [µ . .m], (P [1 . . µ])r) by N (P ). We prove the
following.

Lemma 7. For any pattern P of length m, with n ≥ m ≥ ℓ,
if P is a solid factor in X , then N (P ) is nonempty. In
particular, if P has a valid occurrence in X starting at
position k then N (P ) contains at least one point having label
(k − 1 + f(P [1 . . ℓ]), j) for some j ∈ [1, z].

Proof. Let P be such a pattern, which is a solid factor in X
at position k. By definition of a z-estimation, we know that P
occurs at position k in some Sj ∈ S. The minimizer computed
for position k of S is i = k − 1 + µ with µ = f(P [1 . . ℓ]),
since Sj [k . . k + ℓ − 1] = P [1 . . ℓ]. Therefore, the tree Tsuff
(resp. Tpref) contains a leaf k1 (resp. k2) corresponding to
the longest substring of Sj starting at position i respecting
the property Π, which starts with P [µ . .m] (resp. the longest
reversed substring of Sj ending at position i respecting the
property, which starts with P [1 . . µ]r). Those leaf nodes both
have a label (i, j) = (k − 1 + µ, j), hence the corresponding
point is in N (P ), which proves the result.

Our index (i.e., Tsuff, Tpref, and the grid) solves ℓ-
WEIGHTED INDEXING by answering 2D range reporting
queries [21]. In the 2D range reporting problem, we are given
a set N of N points to be preprocessed, so that when one gives
an axis-aligned rectangle as a query, we report the subset K of
N such that point p ∈ K if and only if the rectangle encloses
p. We consider a special case of this problem which suffices
for our purposes. In particular, we use the following result.

Lemma 8 (Section 2 of [69]). Let N be a set of N points
coming from pairing two permutations of [1, N ]. With O(N)
construction time, we can answer 2D range reporting queries
in O((1 + k) logN) time using O(N) space, where k is the
number of points from N enclosed by the query rectangle.

Note that, if each occurrence of a pattern can be detected
with 2D range reporting queries, the converse is not true: if a
pattern U has a minimizer at position µ and both U [1 . . µ] and
U [µ . . |U |] are solid factors occurring at respective positions k
and k+µ−1, then a corresponding point will be detected with
the 2D range reporting queries, even if U is not a solid factor
itself. In that case, U is by definition a substring of some
Sj ∈ S , but does not respect the property. We can simply
compute all the points by 2D range reporting, and check
naively for false positives by comparing the pattern with X
at the positions corresponding to these points. Conversely, one
can have several points corresponding to a single occurrence, if
the pattern appears in multiple strings in S at a same position,
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Fig. 2: Our index for the weighted string from Table I, 1
z = 1

4 ,
and the minimizers from Example 2. Tsuff is the forward
minimizer solid factor tree and Tpref is the backward one.
Edges without labels are constructed for readability and mean
that the parent and the children nodes correspond to the same
string. Each leaf node corresponds to a unique pair (i, j) such
that the string is the minimizer appearing at position i in string
Sj from the 4-estimation. The points from N are marked in
red. The blue rectangle corresponds to N (P ) for the pattern
P = AAAA, the green rectangle to N (P ′) for P ′ = BAAB,
and the orange rectangle to N (P ′′) for P ′′ = BABA (the
underlined positions are the minimizer positions).

which could also increase the running time. To control the
number of such additional checks (both for false positives and
duplicate ones), we give a bound on the expected number of
occurrences of a given pattern in the z-estimation S:

Lemma 9. For any string P chosen uniformly at random from
Σm, there are O(nz/σm) points expected in N (P ).

Proof. Tsuff and Tpref are constructed from a z-estimation S,
therefore each point in N (P ) corresponds to an occurrence
of P in S (it might not respect property Π however). Since
S has (n−m+ 1)⌊z⌋ ≤ nz substrings of length m, we have∑

P∈Σm |N (P )| ≤ nz, and hence if P is chosen uniformly at
random we obtain no more than nz

σm points in expectation.

Main Result. We arrive at the main result of the section:

Theorem 10. Let X be a weighted string of length n, 1
z be

a weight threshold, and ℓ > 0 be an integer. With O(nz)
construction time and space, we can construct an index of
O(n + nz

ℓ log z) expected size answering ℓ-WEIGHTED IN-

DEXING queries of length m ≥ ℓ in O(m+(1+ nz
|Σ|m ) log nz

ℓ )
expected time.

Proof. We first construct the minimizer solid factor trees of
X in O(nz) time and space; the trees have size O(nzℓ log z)
(Lemma 6). We preprocess the pairs of leaves for 2D range
reporting queries in O(nzℓ ) time (Lemma 8). When a pattern
P of length m ≥ ℓ is given, we compute its leftmost
minimizer µ in O(ℓ) time [67], compute the sides of the
rectangle in O(m) time by spelling P [µ . .m] in Tsuff and
(P [1 . . µ])r in Tpref, and answer a 2D range reporting query
in O(log nz

ℓ (1 + |N (P )|)) time (Lemma 8). Finally, we
must check, for every output point (i, j), for a valid occur-
rence around the ith minimizer of the jth string of the z-
estimation. To do this efficiently (i.e., in O(log z) time per
point) without storing the z-estimation of X , we store only
the log2 z closest mismatching positions to the left and to
the right of every minimizer in MX (Lemma 4). The total
verification time is thus O((log z+log(nz/ℓ))(|N (P )|)+1) =
O(log nz

ℓ (|N (P )| + 1)). By Lemma 9, we know that in
expectation we have |N (P )| = nz

|Σ|m . We obtain an expected
query time of O(m + (1 + nz

|Σ|m ) log nz
ℓ ). The total size is

O(n+ nz
ℓ log z), to store HX plus the index.

Example 2. Let X be the weighted string from Table I and
1
z = 1

4 . The construction of our index is detailed in Figure 2,
and query rectangles N (P ) (resp. N (P ′) and N (P ′′)) are
constructed for patterns P = AAAA (resp. P ′ = BAAB and
P ′′ = BABA) whose minimizer positions are underlined.
The blue rectangle N (P ) contains exactly one point which
corresponds to a substring AAAA in S2. This substring corre-
sponds to an occurrence of P at position 1 with probability
1 · 1

2 · 3
4 · 4

5 = 0.3 in X . The green rectangle N (P ′) contains
one point, which corresponds to an occurrence of P ′ in S3.
However, this occurrence does not respect the property Π
(because i + |P ′| − 1 = 2 + 4 − 1 = 5 > π3[2] = 4) and
therefore is a false positive in X . Finally, the orange rectangle
N (P ′′) does not contain any point, because the pattern does
not occur in the z-estimation.

IV. SPACE-EFFICIENT CONSTRUCTION OF THE INDEX

Recall that to construct the index in Section III, we first
construct a z-estimation, which temporarily takes Θ(nz) space
during construction. In this section, we improve the space
required for the construction of the index by designing a space-
efficient algorithm for constructing a minimizer solid factor
tree with only a moderate increase in the construction time.

Main Idea. We start the construction by simulating the
construction of an extended solid factor tree. In particular,
we maintain the subtree induced by the solid factors starting
at minimizer positions but discard the nodes that we do not
need upon returning to their parents. We do this via traversing
the full tree in a depth-first search (DFS) order. Thus, even
though the full tree size is Θ(nz), we store only the current
leaf-to-root path plus the actual output. Therefore, we use only
O(n+ nz

ℓ log z) expected space at a cost of O(nz log ℓ) time.



We next reverse this tree (the solid factors are read from leaf
to root there, while in the minimizer solid factor tree those are
read from root to leaf), in O(nzℓ log nz

ℓ log z) expected time,
using O(n + nz

ℓ log z) expected space. In total, this adds up
to O(nz log ℓ + nz

ℓ log nz
ℓ log z) expected construction time

(instead of O(nz)) and O(n+ nz
ℓ log z) expected construction

space (instead of Θ(nz)).
Key Concepts. The string U ·HX [j+1 . . n] (resp. (HX [1 . . i−
1]·U)r) is called the right extension of the solid factor U (resp.
left extension of the solid factor U ), if U is a solid factor of
X starting at position i and ending at position j ≥ i− 1 4.

For such a U , we define a forward extended solid factor
tree of X as a trie of all the reversals of U ·HX [j + 1 . . n],
and a backward extended solid factor tree of X as a trie of
all HX [1 . . i− 1] · U . We employ the following results.

Lemma 11 ([18]). The set of extensions of every solid factor
for a weighted string X is equal to the set of extensions of its
maximal solid factors.

Lemma 12 ([18]). The extended solid factor tree of a weighted
string X has O(nz) nodes.

Construction. We start by constructing the minimizer versions
of the extended solid factor trees – that is for the solid factors
trimmed to their parts starting (resp. ending) at the position
of their minimizer; see Algorithm 1. In particular, we show
how to construct the forward extended solid factor tree (see
Fig. 4) – the backward one can be constructed by simply doing
the same operations on the reversed string, except that the
minimizers will be computed on the reversed substrings.
Initialization. (see Algorithm 1). We construct the tree with
a DFS traversal of the full (non-minimizer) extended solid
factor tree, starting from the root, which corresponds to an
empty string. Each node corresponds to the right extension of
a solid factor U of X starting at a position i (recall that U
can be empty, in which case its right extension is HX [i . . n]).
First Visit to a Node. (see Algorithm 2). When a node u
that corresponds to a solid factor U starting at position i of X
and ending at position j is created, we keep a pair of labels (i,
Diff), where Diff is the sequence (list) of mismatches between
U and HX [i . . j]. By Lemma 4, the label of a given node has
size O(log z). Note, also, that for any ancestor of a node u its
list of mismatches will be a suffix of Diff.

A single node and equivalently such a pair of labels can
still represent multiple solid factors (for different values of j
– if the suffix of the solid factor matches the heavy string);
henceforth, by U we mean the shortest such solid factor: j is
the largest element of Diff or j = i− 1 if Diff is empty.

Additionally, for each node u, we check if the longest
represented heavy factor has length at least ℓ 5 in which case
we ask for the minimizer µ of this solid factor, and mark the
(µ−1)-th ancestor of u as a minimizer node. Such minimizer

4If j = i− 1, then U [i . . i− 1] = ε, the empty string.
5We check this in O(1) time using value p – a global variable that

denotes the probability of the current node – that is the weight of U and
the precomputed array PPH of prefix products of HX for the heavy part.

can be found in O(1) time using a heap data structure [28],
which stores information about the length-k substrings of the
length-ℓ prefix of S = U · HX [j + 1 . . n] and is updated in
O(log ℓ) time in each step of the traversal.
Stepping Down to a Child Node. (see Algorithm 3). If U is
empty, then the node u corresponds to a string HX [i . . n].
In this case, p is not updated when creating its child v
corresponding to HX [i − 1 . . n]. This way, we ensure by
induction that p = 1 at the creation of each such a node,
and only for such a node, so that this can be checked in O(1)
time. We now assume that U is nonempty (Diff is nonempty).
To create a child v of the node u, corresponding to the right
extension of the string α ·U for some letter α ∈ Σ, one needs
to check if α ·U is valid by computing its probability. This is
done using p, which we multiply by pi−1[α].

In any case, the labels of v are computed from the labels of
u by decreasing the starting position and potentially adding a
new label to Diff via Algorithm 2.
Returning to the Parent Node. (see Algorithm 4). In the
DFS we traverse the full extended solid factor tree, but we
are only interested in the strings that start in those minimizer
nodes. Thus, we remove the nodes which correspond to letters
of the solid factors that appear before the position of the
first minimizer and recursively compactify the tree during the
traversal to save computation space.

After all descendants of u are created, we keep u explicit if
it is a minimizer node or if it has more than one (not removed)
child. Otherwise, the node u is made implicit by merging it
with its parent. Finally, upon returning to the parent of u we
update p by dividing it by pi[U [1]] (if p < 1) and the list of
differences by removing position i if i ∈ Diff.
Complexity Analysis. By Lemma 6 the final tree has O(nzℓ )
nodes in expectation. As for the construction space, observe
that while a node u is being processed, only the path between
u and the root is uncompacted, and contains at most n nodes.
All the other global variables also have size O(n), therefore
the total expected work space needed is O(nzℓ log z + n).

As for the construction time, note that the set of created
nodes is exactly the set of nodes from the original extended
solid factor tree (namely, without minimizers), which has size
O(nz) by Lemma 12. During the construction, all the opera-
tions cost O(1) with the exception of updating the minimizer
heap which takes O(log ℓ) time and storing a copy of the
list of differences for each minimizer node in O(log z) time.
Note that the last type of the operation does not influence the
worst case running time as we can abandon the computation
upon learning that the total size of those lists reaches nz – in
which case the classic (non-minimizer) data structure is more
efficient. We have thus proved the following lemma.

Lemma 13. For any weighted string of length n, any weight
threshold 1

z , and any integer ℓ > 0, we can construct a
representation of the minimizer extended solid factor trees in
O(nz log ℓ) time using O(n+ nz log z

ℓ ) expected space.

Main result. By Lemma 13, we show below that the mini-
mizer solid factor trees can be constructed in expected time



Algorithm 1 Construct-T (X)

1: Global variables: Weighted string X , heavy string HX , j =
n, p = 1.0, string S = ε, set Diff = ∅, set Minimizers = ∅.

2: create a node root
3: run Augment-T (n+ 1, root)
4: return root ▷ The minimizer extended solid factor tree

Algorithm 2 DOWN(i, u, α)

1: S ← αS
2: if α ̸= HX [i] then add (i, α) to Diff
3: if |S| ≥ ℓ and p · PPH [i− 1 + ℓ]/PPH [j] ≥ 1

z
then ▷

S[1 . . ℓ] is solid
4: Minimizers← Minimizers ∪ {i+ f(S[1 . . ℓ])− 1}
5: add a node v as a child of u
6: run Augment-T (i, v)

Algorithm 3 Augment-T (i, u)

1: for α ∈ Σ do
2: if p = 1 and α = HX [i− 1] then ▷ If U is empty
3: j ← j − 1
4: run DOWN(i− 1, u, α)
5: j ← j + 1
6: else if p · pi−1[α] ≥ 1

z
then

7: p← p · pi−1[α]
8: run DOWN(i− 1, u, α)

9: if i < n+ 1 then run UP(i, u)

Algorithm 4 UP(i, u):

1: if i ∈ Minimizers then
2: remove i from Minimizers
3: set label of u to (i,Diff)
4: else if u has at most one child then merge u with PARENT(u)

5: p← min(1, p · pi[S[1]]−1)
6: if (i, S[1]) ∈ Diff then remove (i, S[1]) from Diff
7: remove the first letter from S

Fig. 3: The space-efficient algorithm for constructing the minimizer extended solid factor tree of a weighted string X .
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Fig. 4: (a) The forward extended solid factor tree with X
from Table I. The blue edges correspond to the heavy string
HX = ABAAAB (reversed). The minimizer positions are
underlined. (b) The minimizer extended solid factor tree. The
edges without any minimizer descendant nodes are pruned
and the non-minimizer nodes are made implicit. (c) The
lexicographically sorted strings corresponding to each path
from a minimizer node to a root. (d) The minimizer solid
factor tree constructed by Theorem 14. It contains the forward
(top) tree from Figure 2 as a red subtree. The edge with
no label is added in the figure to stress that AAB also has
a corresponding leaf. In the algorithm, we simply make the
corresponding internal node explicit and treat it as a leaf node.

O(nz log ℓ+ nz
ℓ log nz

ℓ log z) and space O(n+ nz
ℓ log z):

Theorem 14. For any weighted string X of length n, any
weight threshold 1

z , and any integer ℓ > 0, we can construct
the minimizer solid factor tree from the minimizer extended
solid factor tree in O(n+ nz

ℓ log nz
ℓ log z) expected time and

O(n+ nz
ℓ log z) expected space.

Proof. We need to reverse the tree: create the trie of all the
strings from the minimizer extended solid factor tree read from
leaf to root (corresponding to strings U ·HX [j+1 . . n]). Note
that for two such strings we can find their longest common
prefix (LCP), and hence also compare them in O(log z) time

with a use of an LCP data structure for HX [62] (comparison
of O(log z) intervals of HX and O(log z) differences).

We first sort those strings in lexicographic order. Since there
are in expectation O(nzℓ ) of them, and a single comparison
takes O(log z) time, this takes O(nzℓ log nz

ℓ log z) time in total
using any optimal comparison-based sorting algorithm [28].
Now we construct the compacted trie of those strings node by
node in the order of a DFS. Each edge will be labeled with
an interval of HX and a list of at most log2 z differences.

We start from creating a single edge from root to a leaf
representing the first string. Now we iterate over all remaining
strings in lexicographic order – we first compute the length of
the LCP of this string, and the previous one, next starting
from the leaf representing the previous string we move up the
tree node by node to find its ancestor at depth equal to the
length of this LCP. If this node turns out to be an implicit one,
then we make it explicit by dividing the edge (and hence also
the interval of HX and the list of differences). We finish by
creating a new child of the reached node – this child becomes
the leaf representing the new string.

Unlike the construction from [18] we do not need to trim the
HX parts after constructing the tree, as in our query algorithm
we must verify the weight for each match anyway.

V. PRACTICALLY FAST QUERYING WITHOUT A GRID

In this section, we describe a simple and fast querying algo-
rithm that does not require the grid to be constructed on top of
the trees. While this querying algorithm has worse guarantees
than Theorem 10, it performs much better in practice, due to
its simplicity, as we show later in the experimental evaluation.

Like in the previous construction let µ = f(P [1 . . ℓ]).
Without loss of generality we assume that µ ≤ m

2 (otherwise
we swap the roles of the parts of P and of trees Tsuff and
Tpref). Let u be the node reached by reading P [µ . .m] in



Tsuff. We can separately check each leaf in the subtree of
u as a potential candidate in O(m) time: we can do this
assuming we have random access to X . This time we cannot
use the nz

|Σ|m bound on the expected number of candidates from
Lemma 9. However, P [µ . .m] has length at least m/2, and
hence the expected number of candidates can still be bounded
by

∑m
k=⌈m/2⌉

nz
|Σ|k ≤ 2 nz

|Σ|m/2 using a similar argument. Thus
we can answer a query in O(m · (1+ nz

|Σ|m/2 )) expected time.

VI. RELATED WORK

As mentioned in Introduction, there are no practical in-
dexing schemes for uncertain strings due to their prohibitive
space requirements (we refer to [17] for a survey of theoretical
solutions). However, there is substantial work on practical
indexing schemes for probabilistic/uncertain data. There have
been proposed indexes for various types of queries, including
range queries [87], [23], [88], [26], [8], top-k queries [98],
[45], [99], [78], nearest neighbor queries [7], [25], [24], sql-
like queries [77], inference queries [50], and probabilistic
equality threshold queries [84]. These indexes were developed
for different uncertainty data models, such as tuple uncer-
tainty and attribute uncertainty [85]. Under tuple uncertainty,
the presence of a tuple in a relation is probabilistic, while
under attribute uncertainty a tuple is certainly present in a
database but one or more of its attributes are not known with
certainty. Several indexes are built on R-trees or inverted in-
dexes (e.g., [84], [30]), while others are built on R∗-trees [87].
There are also specialized indexes, e.g., for probabilistic XML
queries [39] or uncertain graphs [97], [86]. Our work differs
substantially from these indexes in the type of supported data
(uncertain string) and query type (pattern matching query).

Many topics beyond indexing have also been studied
on probabilistic, uncertain, incomplete, and/or fuzzy data;
see [64], [63], [11], [68], [81] for surveys. These topics range
from the theoretical development of data models (e.g., [36],
[61], [41], [83], [75]) to query languages (e.g., [14], [60], [31])
and to systems (e.g., [96], [74], [91]).

VII. EXPERIMENTAL EVALUATION

A. Data and Setup

Data. We used three real weighted strings which model vari-
ations found in the DNA (σ = 4) of different samples of the
same species. The chromosomal or genomic location of a gene
or any other genetic element is called a locus and alternative
DNA sequences at a locus are called alleles. Allele frequency,
or gene frequency, is the relative frequency of an allele at
a particular locus in a population, expressed as a fraction
or percentage. Thus, alleles have a natural representation as
weighted strings. In particular, we model the probability pi(α)
in these strings as the relative frequency of letter α at position
i among the different samples.

We next describe the datasets we used (see also Table III):
• SARS: The full genome of SARS-CoV-2 (isolate Wuhan-

Hu-1) [1] combined with a set of single nucleotide poly-
morphisms (SNPs) [2] taken from 1, 181 samples [90].

TABLE III: Characteristics of the real datasets we used.

Dataset # of Length ∆ Size of z-estimation
samples n as percentage of n for the default z (MBs)

SARS 1, 181 29, 903 3.6% 31
EFM 1, 432 2, 955, 294 6% 378

HUMAN 2, 504 35, 194, 566 3.2% 282

• EFM: The full chromosome of Enterococcus faecium
Aus0004 strain (CP003351) [3] combined with a set of
SNPs [4] taken from 1, 432 samples [27].

• HUMAN: The full chromosome 22 of the Homo sapiens
genome (v. GRCh37) [5] combined with a set of SNPs [6]
taken from the final phase of the 1000 Genomes Project
(phase 3) representing 2, 504 samples on GRCh37 [32].

The percentage of positions where more than one letter has
a probability of occurrence larger than 0 is denoted by ∆.

We also used a synthetic weighted string of length n =
10, 000 over an alphabet of size σ = 20. For this dataset,
∆ = 5.37%. The results were analogous to those for the real
datasets (omitted for space). Indeed, note from our theoretical
results (e.g., Theorem 10) that increasing σ does not negatively
affect our index in any measure of efficiency.
Parameters. For every weighted string of length n, every
pattern length m ∈ {64, 128, 256, 512, 1024}, and every z we
used, we selected ⌊nz/200⌋ patterns, occurring with probabil-
ity at least 1

z , uniformly at random from the weighted string,
to account for the different n and z values in our datasets. For
example, for HUMAN, which is of length n = 35, 194, 566,
and for z = 32, we have selected 5, 631, 130 valid patterns
uniformly at random. The default z for SARS, EFM, and
HUMAN was 1024, 128, and 8, respectively, and led to z-
estimations with sizes of several MBs; see Table III. The
parameter ℓ was set to m, and the default m value was 256.
Implementations. We used the implementations of the state-
of-the-art indexes WST and WSA from [17] and [22], re-
spectively. We implemented: (1) MWST-G, the algorithm
underlying our Theorem 10. (2) MWST, a simplified version
of MWST-G that drops the 2D grid and performs pattern
matching as described in Section V. (3) MWSA and MWSA-
G, the array-based versions of MWST and MWST-G, re-
spectively. A standard in-order DFS traversal of MWST gives
MWSA. (4) MWST-SE, the space-efficient construction of
MWST underlying Theorem 14. In all implementations, we
used Karp-Rabin fingerprints [52] to compute the minimizers.
Measures. We used all four relevant measures of efficiency
(see Introduction): index size; query time; construction space;
and construction time. To measure the query and construction
time, we used the chrono C++ library. To measure the index
size, we used the malloc2 C++ function. To measure the
construction space, we recorded the maximum resident set size
using the /usr/bin/time -v command.
Environment. All experiments ran using a single AMD EPYC
7282 CPU at 2.8GHz with 252GB RAM under GNU/Linux.
All methods were implemented in C++ and compiled with
g++ (v. 12.2.1) at optimization level -O3.
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Fig. 5: Index size (log scale, MB) vs. ℓ.
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Fig. 6: Index size (log scale, MB) vs. z. The tree-based indexes
for HUMAN (Fig. 6e) needed > 252GB of space when z ≥
16 and hence could not be constructed.
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Fig. 7: Construction space (MB) vs. ℓ.
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Fig. 8: Construction space (MB) vs. z. The tree-based indexes
for HUMAN (Fig. 8e) needed > 252GB when z ≥ 16 and
hence could not be constructed.
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Fig. 9: Average query time (log scale, µs) vs. ℓ.
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Fig. 10: Average query time (log scale, µs) vs. z. The tree-
based indexes for HUMAN (Fig. 10e) needed > 252GB when
z ≥ 16 and hence could not be constructed.
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Fig. 11: (a, b) Construction time (s) vs. ℓ for EFM. (c, d)
Construction time (s) vs. z for EFM. The results for SARS
and HUMAN were analogous (omitted for space).

Code and Datasets. The code and all datasets are available
at https://github.com/solonas13/ius under GNU GPL v3.0.

B. Evaluating our Minimizer-based Indexes

This section shows that: (1) our indexes are up to two orders
of magnitude smaller than the state-of-the-art indexes and can
be constructed in much less space; (2) our indexes have query
and construction times that are competitive to that of the state
of the art; and (3) our simplified indexes allow faster queries
than the grid-based ones despite having weaker guarantees.
Index Size. Figs. 5 and 6 show that our tree-based (resp.
array-based) indexes occupy up to two orders of magnitude
less space than WST (resp. WSA). The size of our indexes
decreases with ℓ and increases with z (see Theorem 10).
Furthermore, the array-based indexes occupy several times less
space than the tree-based ones, as it is widely known [51]. For
example, note from Figs. 5c and 5d that for ℓ = 1024, WST
occupied 126GB of space, whereas our MWST 900MB and
MWSA only 204MB! As expected, our grid-based indexes
MWST-G and MWSA-G occupy a slight amount of extra
space compared to MWST and MWSA, respectively.
Construction Space. Figs. 7 and 8 show that our tree-based
(resp. array-based) indexes outperform WST (resp. WSA)
by 27% (resp. 61%) on average. Although our construction
algorithm (see Theorem 10) takes Θ(nz) space in any case,
it carries lower constant factors than that of WST. That is,
in practice, the index construction space for our tree-based
indexes decreases as ℓ increases and increases with z – see
Lemmas 6 and 8, which show a clear dependency on the
number O(nzℓ ) of sampled minimizers. The same explanation
holds for WSA and our array-based indexes. Again, as it is
widely known [51], the array-based indexes outperform the
tree-based ones in terms of space; and, as expected, MWST-
G and MWSA-G need a very slightly larger construction space
than MWST and MWSA, respectively.

https://github.com/solonas13/ius
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Fig. 12: Construction space (log scale, MB) vs: (a, b) ℓ. (c,
d) z. WST and MWST for HUMAN (Fig. 12d) needed >
252GB when z ≥ 16 and hence could not be constructed. The
results for SARS were analogous (omitted for space).
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Fig. 13: Construction time (log scale, s) vs: (a, b) ℓ. (c, d) z.
WST and MWST for HUMAN (Fig. 13d) needed > 252GB
when z ≥ 16 and hence could not be constructed. The results
for SARS were analogous (omitted for space).

Query Time. Figs. 9 and 10 show that MWST is generally
slower than WST because its search operation is more costly
than that of WST (see Theorem 10). However, MWSA is com-
petitive to WSA since, due to the smaller size of the former,
the binary search operation used in query answering (pattern
matching) [70] becomes faster. This is very encouraging given
its substantially smaller index size and index construction
space across all z and ℓ values. Furthermore, MWST and
MWSA outperform MWST-G and MWSA-G, respectively.
This is in line with the findings of [16], [67], which show
that simple verification schemes like the one developed by
us in Section V, are faster than grid approaches, even if the
theoretical guarantees provided by the former are weaker. The
query time of the grid-based indexes is not negatively affected

by increasing ℓ, unlike MWST and MWSA, which highlights
the benefit of Theorem 10. The query time of all indexes
increases with z, as expected by their time complexities. The
query time of WST and WSA does not depend on ℓ, as
expected by their time complexities.
Construction Time. Fig. 11 shows that WST and WSA can
be constructed in less time than our tree-based and array-based
indexes, respectively. This is expected as our construction
is much more complex than that of WST and WSA [17],
[22]. In particular, although our construction algorithm (see
Theorem 10) takes Θ(nz) time in any case, it carries higher
constant factors than those of WST and WSA. This is expected
as, in some sense, our construction largely follows the one
of WST and WSA but it does additional work implied by
the sampling mechanism. In practice, the construction time
decreases as ℓ increases and increases with z – see Lemmas 6
and 8, which show a clear dependency on the number O(nzℓ )
of sampled minimizers. On average, MWST requires 70%
(resp. MWSA requires 41%) more time to be constructed
than WST (resp. WSA). MWST-G and MWSA-G has similar
construction time to MWST and MWSA, respectively.

C. Evaluating our Space-efficient Index Construction

Construction space. Fig. 12 shows that the construction space
of MWST-SE is one order of magnitude smaller than that of
WSA and 52 times smaller than that of MWST on average.
The construction space of MWST-SE decreases with ℓ and
increases with z, as expected by Theorem 14. For example,
in Fig. 12a MWST-SE needs only 772MB of memory to be
constructed when ℓ = 1024, while WSA and MWST need
over 32GBs and 183GBs, respectively. Even for ℓ = 64, the
construction space of MWST-SE is 4 times smaller than that
of WSA and more than 25 times smaller than that of MWST.
Construction Time. Fig. 13 shows that the construction
time of MWST-SE is on average 13% smaller than that of
WSA, the next fastest index. This is very encouraging, as
MWST-SE is quite complex. The construction time of MWST-
SE decreases with ℓ and increases with z, as expected by
Theorem 14. For example, for ℓ = 1024 and z = 128 in
Fig. 13a, the construction time of MWST-SE is smaller by
44% (resp. 16 times smaller) compared to that of WSA (resp.
MWST). This faster construction is a consequence of WST
being always of Θ(nz) size (producing copies of solid factors),
while in the extended solid factor trees each solid factor is
considered only once. The O(log ℓ) cost for heap operations
is very optimized and in practice comparable with the large
constants of the other constructions for reasonable ℓ values.

D. Conclusion of our Experimental Evaluation

To conclude, the most practical solution to ℓ-WEIGHTED
INDEXING is to use the MWST-SE algorithm to construct
MWST, which requires the smallest construction space and
time (see Figs. 12 and 13), and then infer MWSA, the array-
based version of MWST via a standard in-order DFS traversal
on MWST [70], as MWSA has the smallest index size and a
competitive query time to WSA (see Figs. 5, 6, 9, and 10).
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editors, Proceedings of the 23rd International Conference on Data
Engineering, ICDE 2007, The Marmara Hotel, Istanbul, Turkey, April
15-20, 2007, pages 616–625. IEEE Computer Society, 2007.

[85] Sarvjeet Singh, Chris Mayfield, Rahul Shah, Sunil Prabhakar, Su-
sanne E. Hambrusch, Jennifer Neville, and Reynold Cheng. Database
support for probabilistic attributes and tuples. In Gustavo Alonso,
José A. Blakeley, and Arbee L. P. Chen, editors, Proceedings of the 24th
International Conference on Data Engineering, ICDE 2008, April 7-
12, 2008, Cancún, Mexico, pages 1053–1061. IEEE Computer Society,
2008.

[86] Zitan Sun, Xin Huang, Jianliang Xu, and Francesco Bonchi. Efficient
probabilistic truss indexing on uncertain graphs. In Jure Leskovec,
Marko Grobelnik, Marc Najork, Jie Tang, and Leila Zia, editors, WWW
’21: The Web Conference 2021, Virtual Event / Ljubljana, Slovenia,
April 19-23, 2021, pages 354–366. ACM / IW3C2, 2021.

[87] Yufei Tao, Reynold Cheng, Xiaokui Xiao, Wang Kay Ngai, Ben
Kao, and Sunil Prabhakar. Indexing multi-dimensional uncertain
data with arbitrary probability density functions. In Klemens Böhm,
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Michael Spencer Chapman, William L Hamilton, Luke W Meredith,
Grant Hall, Aminu S Jahun, Yasmin Chaudhry, Myra Hosmillo, Malte L
Pinckert, Iliana Georgana, Anna Yakovleva, Laura G Caller, Sarah L
Caddy, Theresa Feltwell, Fahad A Khokhar, Charlotte J Houldcroft,
Martin D Curran, Surendra Parmar, The COVID-19 Genomics UK
(COG-UK) Consortium, Alex Alderton, Rachel Nelson, Ewan M
Harrison, John Sillitoe, Stephen D Bentley, Jeffrey C Barrett, M Estee
Torok, Ian G Goodfellow, Cordelia Langford, Dominic Kwiatkowski,
and Wellcome Sanger Institute COVID-19 Surveillance Team. Patterns

of within-host genetic diversity in SARS-CoV-2. eLife, 10:e66857, aug
2021.

[91] Thanh T. L. Tran, Liping Peng, Yanlei Diao, Andrew McGregor, and
Anna Liu. CLARO: modeling and processing uncertain data streams.
VLDB J., 21(5):651–676, 2012.

[92] Kazutoshi Umemoto, Ruihua Song, Jian-Yun Nie, Xing Xie, Katsumi
Tanaka, and Yong Rui. Search by screenshots for universal article
clipping in mobile apps. ACM Trans. Inf. Syst., 35(4):34:1–34:29, 2017.

[93] Adrian Vogelsgesang, Michael Haubenschild, Jan Finis, Alfons Kem-
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