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[bookmark: _Hlk139585117][bookmark: _Hlk139585215][bookmark: _Hlk121627307][bookmark: _Hlk139585370][bookmark: _Hlk139585283]Abstract— For modern electric powertrain applications (wind, electric vehicles/ships/aircrafts,…), the vibration analysis of the electric motor is one of the most important tasks. Normally, a large number of vibration sensors are placed evenly around the stator of the prototype to sample the acceleration and vibration signals. To decrease the vibration testing cost and time, in this paper, an attention-based spatial-spectral graph convolutional network (ASSGCN) model is proposed to reduce the number of sensors to reconstruct the vibration signal of the motor. Three spectral features of the vibration signal are modeled separately, and the correlation of the operating condition force (OCF), acceleration and vibro-impedance matrices are investigated and analyzed in the spatial dimension. Via dynamic correlation analysis of spatial configuration and spectral response, the proposed ASSGCN model predicts vibration signals at different sensor sampling points. A 21kw IPMSM testing rig with Brüel & Kjær's vibration sensing equipment is employed to test the proposed ASSGCN model;, and the proposed method successfully reconstructs the vibration source signal and achieves well performance.
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ASSGCN: Attention-based spatial-spectral graph convolutional network
OCF: Operating condition force
IPMSM: Interior Permanent Magnet Synchronous Motor
PMSM: Permanent Magnet Synchronous Motor
FEM: Finite Element Method
GNN: Graph Neural Networks
T: Kinetic energy
U: Potential energy
φ: Energy consumed by damping
K: Stiffness matrix
C: Damping matrix
M: Mass matrix
: Excitation force
Y: Displacement
θ: Angle
n: Number of stator slots
: Mass of a slot
: Electromagnetic force
 , : Shear forces
,  : Densities
, : Radius
a, b: Lengths
, , : Damping ratios
: Mass of shell micro-element segment	Comment by Wangjie Lang: Commet 3.3

I. INTRODUCTION

w
ith the popularity of permanent magnet motors (PMSMs) in the industry, the monitoring and analysis of the vibration characteristics of the PMSMs stator system in electric vehicles can effectively evaluate the operating state of the motor to ensure the reliability and continuity of the powertrain system. In general, the motor vibration signal is used to detect machine faults and noise caused by excessive vibration levels. The main operating condition force sources of excitation for motor vibration and noise include electromagnetic and mechanical forces. Mechanical deformation and vibration of the stator are caused directly by electromagnetic and mechanical forces. Simultaneously, several electromagnetic sources affect the vibration of the PMSM including cogging torque, radial and tangential forces, torque pulsation, etc. These sources have a specific number of harmonics related to the intrinsic frequency of the PMSM stator [1]- [2]. The effect of radial force harmonics on vibration with low modulus is investigated [3]- [4]. Radial force harmonics with the lowest modal number can produce large low frequency vibration. Optimizing the low-noise design of electrical machines based on the analysis of electromagnetic forces has been proposed [5]- [6]. Therefore, to further meet the low noise requirement, it is significant to evaluate and predict vibration and noise during the quantification stage of motor design [7]- [8].
[bookmark: _Hlk139584968]Methods to calculate vibrational force from air-gap magnetic flux density include the Maxwell stress tensor, virtual work principle, energy method, imaginary magnetic flow, and finite element analysis [9]. Most studies utilize the finite element method (FEM) to analyze the flux density of the air gap to calculate electromagnetic vibrations [10]. By using equations to calculate the waveform of the air gap flux density, vibrations can be predicted. Various approaches have been used to predict the vibrations in the IPMSM during operation. Analytical calculations based on equations for the waveform of the air gap flux density have shown promise in accurately predicting the vibrational behaviour of the motor. Furthermore, Finite Element Method (FEM) simulations have been widely utilized to model the motor's electromagnetic and mechanical interactions, providing valuable insights into the structural dynamics. Additionally, combining experimental modal analysis with numerical simulations has proven effective in validating the accuracy of the predicted vibration patterns. By leveraging the analytical and FEM-based techniques together, a comprehensive understanding of the motor's vibrational characteristics can be achieved, enabling better design optimization and reliability in various operating conditions. Expected vibration and noise predictions can be made using FEM [11] [12] based on the proper material attributes and boundary conditions acquired by modal testing. However, the process of using finite element models is time-consuming. The analytical methods are attracting interest in machine design and optimization as an alternative to the noise and vibration prediction [13]. A novel air-gap relative permeability formula to offset the rotor outer diameter is proposed to predict electromagnetic vibrations in the motor design process [14]. Detailed normal forces based on finite element calculations with phase currents and rotor position look-up tables to predict vibrations have been proposed in [15]. The effect of air gap deformation on the electromagnetic performance and characteristics of radial vibration on integrated permanent magnet synchronous motor (IPMSM) at rated power peak speed is investigated in [16]. The vibration characteristics of a motor are defined by the electromagnetically originated air-gap force and the structural response of the stator assembly, [17] proposed a Multiphysics-based sensitivity analysis for vibration prediction that can be freed from analytical derivation for the evaluation of the electromagnetic and structural performance of the motor.  [18] proposed a combined model based on the airgap permeance model (APM) and a unique adaptive reluctance network model (ARNM) to qualitatively analyze the air-gap excitation force to evaluate motor vibration. 	Comment by Wangjie Lang: Commnet 1.1
Effective analysis of vibration signals is significant for vibration monitoring. Vibration data contains a wealth of analytical information about the operating state of the machine [19]. The changes in the magnetic flux distribution in the motor lead to changes in the vibration characteristics. Therefore, faulty air gap eccentricity, stator winding or rotor faults, bearing damage and power supply asymmetries can be monitored by vibration signal. The vibration signal is measured by the vibration sensors mounted on the cap of the machine bearing or stator. To monitor the health status of a motor based on vibration, the most suitable vibration sensors and the number of high precision sensors need to be selected to be evenly distributed on the outside of the motor to ensure that faults can be detected, diagnosed and predicted. Due to the high installation and maintenance costs of the sensors and the complex operating conditions of the motors. The high monitoring costs can therefore prevent the effective detection of motor faults and cause more serious hazards.
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Fig. 1. Classification of vibration analysis methods [22].
[bookmark: _Hlk139419197]To decrease the vibration testing cost and time, this paper investigates a data-driven machine learning-based approach to reconstruct vibration signals in combination with the position distribution relationships of vibration sensors to reconstruct the vibration signal to reduce the number of sensors, obtaining an accurate vibration response. In addition, data-driven machine learning methods in prediction and regression tasks have been widely developed in the field of electric vehicle powertrain [20]- [21],[25]-[28]. And graph neural networks (GNN) are suitable for mining graph data for signal features [22]. The effective use of data-driven methods combined with sensor signals to predict vibration signals instead of sensor-dependent solutions is attractive in industrial applications. Unlike the time-domain signal, the proposed model uses the spatial structure relationship of the sensors and the linkage of the vibration spectrum for the extraction of vibration features through an attention mechanism and uses graph convolution for information updating of the target nodes. The contribution of this paper was summarized as below:
(1) The paper proposes an innovative solution called the Attention-based Spatial-Spectral Graph Convolutional Network (ASSGCN) model to reduce the number of sensors required for vibration signal reconstruction, thereby decreasing the overall testing cost and time.	Comment by Wangjie Lang: Comment 1.3
(2) Three spectral features of the vibration signal are modeled separately, and the correlation of the operating condition force (OCF), acceleration, and vibro-impedance matrices are investigated and analyzed in the spatial dimension.
(3) The proposed ASSGCN model leverages dynamic correlation analysis of spatial configuration and spectral response to predict vibration signals at different sensor sampling points.
(4) The experimental verification is performed on a 21kw IPMSM testing rig with Brüel & Kjær's vibration sensing equipment, demonstrating that the proposed method successfully reconstructs the vibration source signal and achieves excellent performance.
The motor vibration analysis is presented in Section II, and the proposed method is introduced in Section III. Then, the experimental verification is presented in Section VI, and the conclusion is summarized in Section V.
II. Motor Vibration analysis
A．Stator Structure Vibration Model
The inner surfaces of the stator core and windings are subjected to periodic radial electromagnetic forces during the operation of the motor and generate vibrations. The stator of the intercepted micro-element section motor is shown in the Fig. 2. The number of stator slots is n, and each slot contains a full mass of . The electromagnetic force acting on the inner surface of the stator is . At the same time the stator section surface received respectively from the adjacent micro-element section of the shear force , shell section surface also received from the adjacent micro-element section of the shear force  [23].
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Fig. 2.  Shell micro-element segment.	Comment by Wangjie Lang: Comment 1.5
The expression for the mass of the shell micro-element segment is shown as follows:
                                                         (1)
The periodic deformation n of the inner surface of the stator caused by electromagnetic forces is used as the base displacement excitation and loaded onto the stator structure to calculate the forced vibration response of the stator housing. Using Lagrange's equation with dissipation, the response is solved as follows:
                     (2)            
where  represents the first-order derivatives of the electromagnetic force and the base displacement concerning time, respectively. Lagrange's equation: )=T ()-U (), T () and U () are the kinetic and potential energies.  is the energy consumed by the damping of the system. The equivalent stiffness  of the stator structure, the equivalent damping , where  is the damping ratio of the system.
+              (3)
Where M, C, K,  is the mass matrix, the damping matrix, the stiffness matrix and the excitation force, respectively, with the following values：
;        ;
;
;
;                                      (4)

Equation (3) represents the vibration characteristics of the  segment stator by superimposing all the micro-element segments in the range of  to give the vibration characteristics in the d-angle range. When superimposed, the internal forces in adjacent segments cancel each other, leaving only the internal forces f and f to the left of the starting segment to cancel. The excitation force is simplified as follows:
               (5)

Assume   then the vibration equation of the stator structure on the whole circumference is equation (11) By solving for 3 then the vibration response characteristics of the stator structure can be obtained.
+                 (6)
B．Stator vibration modal analysis 
To obtain the modal parameters of the stator vibration, experiments are usually carried out using multi-point excitation measurements and modal analysis techniques. The motor stator mode is influenced by the order of the electromagnetic force in the motor. Moreover, to correspond to the order of the electromagnetic force, the modal order of the motor is defined as the same order when the displacement pattern of the vibration coincides with the force pattern of the electromagnetic force. The order of the electromagnetic force represents the spatial characteristics of the force, the order radial electromagnetic force produces n force peaks on the motor stator. As the stator vibrates at its intrinsic frequency, electromagnetic forces in the radial, axial, or tangential directions are applied, and the response is generated in each direction when the frequency of the electromagnetic excitation is equal to the intrinsic frequency. Axial vibration is relatively weak due to the high axial stiffness of the stator. The focus in motor vibration analysis is on radial vibration.
The study of vibration characteristics is the key to reducing vibration and noise in electric motors. Experimental modal analysis based on the motor stator is the basic method for obtaining the modal structural parameters. The full modal parameters of the structure can be found by measuring the value of the frequency response function matrix. A single point measurement of the multi-point excitation is made by distributing the excitation points uniformly in a cross section perpendicular to the stator axis and measuring its radial response.
The experimental modal analysis not only provides accurate parameters of the stator system for each order of vibration but also visualizes the shape of the stator system vibration. The obtained modes can be used to build up a vibration calculation model for the stator system and provide the basis for structural optimization.
III. Spectral-Spatial Graph Model for vibration signal reconstruction

[bookmark: _Hlk139585813]The sensor clusters around the motor stator housing can be considered as different node locations distributed on the motor surface. Each vibration sensor unit is treated as a node and due to the structural features of motor vibration, there are interdependencies between each sensor data. The sensors and their monitoring data are therefore taken as nodes with characteristic properties and the interdependencies between each sensor are treated as edges connecting the nodes. As the Fig. 4 shows, the resulting data type is the graph structure. By aggregating information from neighboring nodes of the current node and by analogy to the current node, a representation of the state of the target node under the influence of the surrounding nodes can be obtained. The proposed method is based on the attention-based spatial-temporal graph convolutional network (ATSGCN) model presented in [24] for traffic flow forecasting with an improved application for mining vibration spectrum signals.
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[bookmark: _Hlk139589832]Fig. 3. The basic frame of the proposed algorithm.

The processed graph data is noted as =, where = is the set of nodes with the number N =,  = is the set of edges with the number M. For a given [image: 图示
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Fig. 4. Graph data for sensor cluster distribution.	Comment by Wangjie Lang: Comment 1.5
graph =, The corresponding adjacency matrix is denoted A∈ with a size of , denotes the existence of an edge from  to  , Conversely, it means not present. 
Laplace matrices are used to study the structural properties of graphs, The symmetrically normalized Laplacian expressions are as follows：
                                        (7)               
where  represents the degree matrix of the nodes. The L is defined as . Laplace matrix whose spectrum decomposes as , and  represents the diagonal matrix of eigenvalues. The corresponding graph convolution formula is derived from the ordinary convolution formula:
                  (8)
Where and  represent the Fourier transform and its inverse transform.  is a Laplacian propagation function  and  denotes the graph input feature. Regard  as the function of the Laplacian eigenvalues , with the parameters . Due to the large number of matrix operations involved, Chebyshev polynomials were used as a basis for approximation.
               (9)
Where k depends on the nearest neighbor node of the central node's order. To prevent overfitting and to simplify calculations, (14) can be expressed as follow:
                          (10)
Thus, the layer-to-layer propagation expression of the GCN is shown as follows:
                          (11)
Where  represents the activation function and represents the weighting parameter.

A. Spectral-Spatial Attention Module
In the spatial dimension of the stator structure, the vibrational states of the different sampled points are interacting with each other, and the influence of different spatial points is highly dynamic. The
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Fig. 5. The framework of the proposed ASSGCN.

dynamic correlation between nodes in the spatial dimension is captured adaptively by using an attention mechanism.   
       (12)
                        (13)
The sample input signal for the sensor cluster is constructed as  The training parameters including weights and bias are set to  and , where , , .  denotes the number of channels of input data on layer .  is the length of the  level time dimension.  Furthermore, in the frequency domain dimension, the vibration characteristics in different frequency bands are correlated as they are collected by a cluster of sensors distributed in different locations. The correlation of the input data is captured by using an attention mechanism. 
       (14)
                            (15)
Where the learnable parameters also include ,  , , , .
B. [bookmark: _Hlk117688613]Spectral-Spatial Convolution Module
To take full advantage of the topological nature of the sensor clusters, graph convolution based on spectral graph theory is used at frequency domain points to directly process the signal in the spatial dimension using the signal correlation on the sensor network. In spectral graph analysis, the graph is represented by its corresponding Laplacian matrix. The nature of the graph structure can be obtained by analyzing the Laplace matrix and its eigenvalues. The full graph signal in the frequency domain dimension is , the graph Fourier transform of the signal is defined as , and the inverse graph Fourier transform is . A graph convolution is a convolution operation implemented by replacing the classical convolution operator with a linear operator diagonalized in the Fourier domain. Therefore, a signal  on a graph  is filtered by a kernel .  represents the graph convolution operation. Then use the Chebyshev polynomial approximation:
                      (16)
The parameter  is the polynomial coefficient vector, ,  is the largest eigenvalue of the Laplace matrix, the recursive definition of the Chebyshev polynomial is  To adjust the correlation between nodes dynamically, for each term of the Chebyshev polynomial, combining  with the spatial attention matrix  to get . Therefore, the graph convolution formula above is changed as shown below:
                   (17)
Furthermore, the definition can be extended to multi-channel graph signals. Supposing the input is , where each node's feature has  channels. At each frequency point , perform convolutions on the graph  to obtain   where  is the convolution kernel parameter. After the graph convolution operation has captured the adjacency information of each node on the graph in the spatial dimension, the standard convolution layers in the frequency domain dimension are further stacked to signal more unknown nodes by merging the information of known nodes.
          (18)   

Where  is the standard convolution operation and  represents the parameters of the time-dimensional convolution kernel. The Spectral-Spatial attention module and the Spectral-Spatial convolution module form a spatial-temporal block. Multiple Spectral-Spatial blocks are stacked to further extract a larger range of dynamic Spectral-Spatial correlations. Finally, a fully connected layer is added to ensure that the output of each component has the same dimension and shape as the predicted target. The final fully connected layer uses ReLU as the activation function.
 
C. Sensor Cluster Adjacency Matrix Construction
 
As input to the construction of the proposed module, the adjacency matrix can reflect the structural association between nodes by whether two nodes are connected or not. Similarly, in sensor clusters, the construction of adjacency matrices for sensor clusters is also essential to reflect the correlation of vibration responses at different locations. By setting  to determine whether nodes are connected, 1 means connected and 0 means the opposite.
             (19)
Where  represents the input nodes number,  denotes the connection states. The fact that vibrations propagate through the medium and decay in intensity with distance indicates that each node in the graph is constantly changing its state due to the influence of its neighboring nodes and more distant points until the final equilibrium, the closer the neighboring nodes the greater the influence. Information on the nodes containing structural relationships and vibration characteristics will be used as input to the model for parameter training.

D. Overall structure and training strategy

The detailed steps of the entire algorithm are shown in the Fig. 5. The data pool is first constructed to include three physical quantities that describe the characteristics of the vibration signal  which  is the number of signals sampled in the time domain. Transformation of vibration signals in the time domain to the frequency domain by applying the Fourier transform calculation as shown below:
                                (20)
where  is the number of samples of the time domain discrete signal and n is the input of the time domain discrete signal.
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[bookmark: _Hlk139121161]Fig. 6. The spectral-spatial correlation diagram of the vibration signal.	Comment by Wangjie Lang: Comment 1.5
     To achieve the prediction of the vibration response, the spectral attention matrix is calculated by the spectral attention layer after the data pool has been obtained. The spectral attention matrix is then dot-multiplied with the input data and used as input to the spatial attention layer to obtain the spatial attention matrix . Furthermore, the values obtained by multiplying the resulting attention matrix with the previous layer of dot products are used as input to the graph convolution network. Approximate Laplace matrix eigenvalue decomposition by using Chebyshev polynomials. Position information is obtained by entering the adjacency matrix of the sensor cluster. Further convolution is then performed in the spectral dimension.   At the same time, the whole process described above is used as a SS module and then the residual network is used to avoid the issue of gradient disappearance or gradient explosion when the number of layers of the model increases. Finally, through a fully connected layer， the calculated feature space maps the sample marker space and then outputs the predicted frequency response of the vibration signal.    
IV. Experimental setup and validation

[bookmark: _Hlk139586143]A 48-slots, 8-poles IPMSM was chosen as the experimental prototype. The modal experiments of the prototype were carried out by the hammering method. The basic parameters of the prototype are shown in Table I. In the experiments, the prototype was subjected to static and dynamic experiments using Brüel & Kjær's equipment. The stator system of the prototype was taken out separately and the inertia matrix and natural frequencies of the stator system were tested in the static experiments. In the vibration data acquisition experiment, 10 points are taken as hammer excitation points on the stator tooth surface and 20 points are taken as sensor acquisition points on the outer surface of the frame. The average of the two points in the same group is taken as the final response value. The prototype was installed in the same way for both dynamic and static experiments to ensure that the external physical environment was the same. As the structure and external conditions of the motor remain the same, the inertia matrix of the motor also remains the same. Under dynamic conditions, the prototype was set up with multiple variations of load and speed. Brüel & Kjær's 4520 three-dimension acceleration sensor was used for the experiments. The experimental setup is shown in Fig. 7.
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Fig. 7. Experimental setup.
TABLE I
EXPERIMENTAL SETUP PARAMETERS
	Parameters
	Value

	Number of poles and slots
	8/48

	Rated power/kW
	21

	Out radius of stator/mm
	200

	Out radius of rotor/mm
	123.4

	Internal radius of rotor/mm
	43

	Length of core/mm
	110



A. Data Preprocessing and Description

The vibration signals collected in this paper are based on vibration response predictions over a wide motor frequency band (1-6400Hz). To verify the robustness of the algorithm, the acquired motor operating conditions include different speeds under on-load and no-load. The purpose of this article on vibration prediction is to investigate the characteristics of the internal operating condition force (OCF) of a motor under a variety of operating conditions. Therefore, the characteristics and acceleration of the internal OCF under a variety of operating conditions are used as reference indicators. 
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Fig. 8. Sampling dataset of 10 sensor distribution points in the frequency domain. 
In addition, [25] proposed vibration impedance matrix theory is necessary for the development of a mathematical analysis model of the OCF. The data set used for the experiments was therefore divided into eight groups based on different operating conditions. Each operating condition includes three indicators for assessing the vibration characteristics. Furthermore, the dataset is divided into a training and a test set in the ratio of 7:3. The proposed algorithm is constructed based on the Pytorch framework. The mean absolute error (MAE) of the loss function used for training in the experiments is a commonly used regression loss function, which is the mean value of the absolute sum of the difference between the target and predicted values and represents the mean magnitude of the error in the predicted values, without regard to the direction of the error. The equations are shown below:
                                                (21)
compared to MSE, MAE is less sensitive to outliers in the training process. It has a stable gradient regardless of the input value, which does not lead to gradient explosion problems and has a more robust prediction performance.
There are some significant parameters to consider in lifting the ASSGCN model. The step size represents the length of the specified sequence. Longer spectral steps may capture wide spectral-spatial relationships but may also increase the computational burden. Meanwhile, the input feature dimensions depend on the feature dimensions in the specific problem, which in this article include the amount of vibration signal description, operating condition force, acceleration, and vibro-impedance matrices. In addition, the adjacency matrix describes the connectivity between nodes in the graph data and contains information on the spatial location of the sensors. In ASSGCN, a one-dimensional convolution operation is typically used, so the convolution kernel size specifies the size of the convolution window in the time dimension. The number of convolution layers determines the depth of the model, and the graph convolution kernel size specifies the range of local neighbors between nodes when graph convolution operations are performed in space. The learning rate is used to control the update step of the model parameters, and for optimal model stability, the batch size specifies the number of samples used to update the model parameters in each training iteration. The choice of these hyperparameters depends on factors such as the complexity of the input signal, the size of the data and the computational resources. The optimal combination of parameters is usually chosen through experimentation and tuning.	Comment by Wangjie Lang: Comment 3.5

B. Prediction performance with multiple operation conditions

To verify the robustness of the prediction model, vibration signals were collected under both no-load and on-load conditions in the multiple operations. In addition to acceleration and force in the frequency domain, the impedance matrix is used as input to the model as the three components describing the vibration characteristics. Table II and Table III illustrate the predictive performance of the model at different loads and speeds according to three indicators including mean absolute error (MAE), mean square error (MSE), and root mean square error (RMSE). From Table II, the prediction accuracy of the vibration signal OCF (F) at a low speed of 3000rpm is higher than that at a higher speed of 6000rpm under the same load at 66N. However, the prediction performance of the frequency response function (FRF) is the opposite of the prediction performance of F. At the same load of 66N, the prediction accuracy is higher in terms of the higher speed of 6000rpm than at a lower speed.
TABLE II
COMPARISON OF RESULTS
	Operating Conditions
	MAE
	MSE
	RMSE
	

	3000-66-OCF
	0.1378
	0.2608
	0.5107
	

	6000-66-OCF
	0.3734
	1.7489
	1.3225
	

	8200-48-OCF
	0.37
	0.451
	0.6716
	

	3000-66-FRF
	0.8032
	1.1564
	1.0753
	

	6000-66-FRF
	0.694
	0.9218
	0.9601
	

	8200-48-FRF
	0.8201
	1.398
	1.1824
	

	3000-66-PAS
	0.1973
	0.2165
	0.4653
	

	6000-66-PAS
	0.9156
	1.3965
	1.1817
	

	8200-48-PAS
	0.4032
	0.5114
	0.7151
	



[bookmark: _Hlk139586216]With the same predictive performance of OCF, the predictive performance of PAS which means vibration acceleration response at low speed is higher than the predictive accuracy at high speed for the same load. Furthermore, under the same load and speed conditions, OCF has the best prediction performance among the three vibration parameters. Table III illustrates the investigation of the predicted performance of the three vibration signal parameters at different speeds under no-load conditions. The data set was collected at four speeds including 2000rpm, 3000rpm, 6000rpm and 8200rpm. The prediction accuracy of OCF at 8200 rpm was the highest for the different speed conditions compared to the other speed conditions. And the predicted performance of FRF is best at 6000rpm.  In addition, PAS has the lowest prediction accuracy at 3000 rpm and has the lowest average prediction error compared to the component models with the best learning for PAS signal features. It presents an intuitive indication of the trend in the predictive performance of the proposed model for the vibration signal under changes in torque and speed conditions.  For MAE values, the trend in the prediction error rate of the model varies with
TABLE III
COMPARISON OF RESULTS
	Operating Conditions
	MAE
	MSE
	RMSE
	

	2000-no-OCF
3000-no-OCF
	0.3578
0.395
	0.2608
0.2686
	0.5107
0.5182
	

	6000-no-OCF
	0.3137
	1.1709
	1.0821
	

	8200-no-OCF
	0.2757
	0.0764
	0.2764
	

	2000-no-FRF
3000-no-FRF
	0.659
0.474
	0.8313
0.4252
	0.9117
0.6521
	

	6000-no-FRF
	0.7604
	0.9975
	0.9988
	

	8200-no-FRF
	0.3964
	0.2705
	0.5201
	

	2000-no-PAS
3000-no-PAS
	0.3529
0.1956
	0.3523
0.0666
	0.5935
0.2581
	

	6000-no-PAS
	0.2057
	0.0621
	0.2492
	

	8200-no-PAS
	0.4476
	0.9634
	0.9764
	



increasing torque for the three vibration signal components at the same speed. The prediction of OCF performs significantly better than the other two vibration components, and the prediction accuracy is stable within a fixed range. This is because the proposed model is more effective in extracting the Force signal characteristics than the other two signals, which show strong robustness. Among the other three evaluation metrics, the predictions of FRF and PAS fluctuate more radically under variable load and variable speed conditions. For the MSE value, the prediction accuracy of the FRF decreases and then increases as the torque increases from 0nm to 66nm at a speed of 8000rpm, representing a wide range of errors. Differences in the learning performance of models for different vibration signals indicate that the adaptability of the proposed model for different signals remains to be improved.
[image: ]
Fig. 9. Measured and reconstructed value of OCF under the condition of 6000rpm without load.
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Fig. 10. Measured and reconstructed value of acceleration response under the condition of 6000rpm without load.

[image: ]
Fig. 11. Measured and reconstructed value of acceleration response under the condition of 8200rpm with a load of 48N.
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描述已自动生成] Fig. 12. Measured and reconstructed value of OCF under the condition of 8200rpm with a load of 48N.

C. Error analysis and performance discussion 

It is worth noting that the paper focuses on the reconstructed performance of the vibration response in the high-frequency range. The experiment is for the prediction of the frequency response of a high-frequency vibration signal from 4480-6402hz. Fig. 9 to Fig. 10 show a comparison of the reconstructed signal and the actual response at 6000rpm without load. Fig. 11 to Fig. 12 indicate the results of the signal reconstruction under the condition of 8200rpm with a load of 48N. Fig. 8 illustrates that the frequency response of the OCF at 4818hz and 5627hz is relatively large and that the proposed algorithm can accurately reconstruct the response at this frequency. The reconstruction values of 48186Hz and 5627Hz frequency points are consistent with the experimental values which indicate the effectiveness of the proposed model. The measured acceleration response amplitudes were in the range of 4801-4938 and 5801-4938hz, with relatively large responses. The model predicts the corresponding frequency bands between 5094-5671hz and 5623-5983hz and the corresponding results deviate from the measured results by approximately 3.8%. Due to the underfitting or overfitting of the vibration signal training samples, the generalization error brought by the model is reflected in the frequency of 5094hz, and the reconstructed value has a large error from the real value. It is required to be reduced by increasing the training samples or further optimizing the model. It suggests that the learning capability of the model decreases as the complexity of the operating characteristics increases due to the change in speed accompanied by multiple changes in vibration amplitude. At the same time, the prediction performance under load conditions is similar to that under no-load conditions. The number of noticeable acceleration responses and high OCF amplitudes was slightly less at the operating condition of 6000 rpm without a load than at 8200 rpm. Fig. 13 to Fig. 14 show the vibration response of adjacent points to the reconstructed points to investigate their spatial connection under different operating conditions. Point 10 represents the reconstruction point, point 1 and point 9 are two vibration points adjacent to the reconstruction point. The amplitude curves of the reconstructed points are similar to those of the adjacent points as can be seen from the graph. It indicates that the vibration characteristics of the adjacent points of the motor are similar with high response amplitude at several frequency points.
The predictive performance of regression models in general is related to the size of the training data, with limited data set causing overfitting problems in regression models. As shown in Fig. 15 the
MAE training error in the various operation states 25 epochs to a lower range and stabilizes in a certain interval. It means that the proposed model has generalization capability to the input vibration
[image: 图示
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Fig. 13. Spectrum of OCF under the condition of 6000rpm without load for sensor point 1 and point 10.
TABLE IV
EXPERIMENTAL ACCURACY AND COMPUTATIONAL BURDEN
	Operating Conditions
	Experimental Accuracy
	Training time (s)
	Testing time (s)

	OCF without load
	0.8542
	45.63
	31.45

	FRF without load
	0.9136
	54.34
	37.54

	PAS without load
	0.9521
	44.54
	45.45

	OCF with load
	0.9124
	48.43
	46.34

	FRF with load
	0.9432
	47.64
	45.65

	PAS with load
	0.9620
	38.54
	43.54	Comment by Wangjie Lang: Comment 1.6
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Fig. 14. Spectrum of OCF under the condition of 8200rpm without load for sensor point 9 and point 10.
[bookmark: _Hlk139590519]TABLE V
COMPARISON RESULTS
	Methods 
	Training sample
(%)
	Condition
	Experimental Accuracy

	Standard GCN
	60
	Conditions 1-7
	84.32%

	Standard CNN
	60
	Conditions 1-7
	79.64%

	KCN
	60
	Conditions 1-7
	92.34%

	IGNNK
	40
	Conditions 1-7
	95.67%

	SVR
	40
	Conditions 1-7
	72.34%

	ASSGCN
	60
	Conditions 1-7
	96.20%	Comment by Wangjie Lang: Comment 3.7



data set. However, after 100 epochs of training, basically decreases from the initial high training loss of around there is some fluctuation in the training loss of the training set for the different operation states, which indicates a slight overfitting of the model. Therefore, the effect of balancing the training performance of training datasets in different operation states on the ultimate prediction behaviour deserves further investigation in subsequent work. 
Table V compares a number of advanced reconstruction models, and the ASSGCN method also performs particularly well, with the highest experimental accuracy of 96.20%. This demonstrates the effectiveness of the method in achieving high accuracy. the IGNNK method achieves a good experimental accuracy of 95.67% with a training sample of 40%. the KCN method achieves an accuracy of 92.34%, demonstrating its reliability in conditional prediction. The standard GCN and standard CNN methods achieved accuracies of 84.32% and 79.64% respectively. Although not as high as IGNNK and ASSGCN, they still provided reasonably good performance. On the other hand, the SVR method had the lowest experimental accuracy of 72.34%, suggesting that it may not be as effective as the other methods in predicting conditions.
[image: ]
Fig. 15.  Curve of MAE training loss with different epochs.

As shown in Table IV, the Vibration acceleration response had the highest experimental accuracy of 0.9521 without load, followed by FRF (frequency response function) and OCF (operating The accuracy of the FRF and OCF was 0.9432 and 0.9124 respectively. The training and testing times were within reasonable limits for all operating conditions. were within reasonable limits. The training times ranged from 38.54 to 54.34 seconds and the test times ranged from 31.45 to 46.34 seconds. By comparing the experimental accuracies, it can be seen that the proposed algorithm exhibits relatively high prediction accuracies under all operating conditions. This indicates that the algorithm has good performance in vibration signal prediction. In addition, the algorithm shows good accuracy with and without load, which indicates that it has good generalization capability for different operating conditions. The relatively short training and testing times imply that the algorithm is highly efficient and can complete the training and testing processes in a short period. In summary, the proposed algorithm has high accuracy and high efficiency in vibration signal prediction, which is potentially valuable in practical applications. However, further research and experiments may be required to validate and evaluate the adaptability and robustness of the algorithm more fully.	Comment by Wangjie Lang: 1.6
IV. Conclusion

The proposed Attention-based Spatial-Spectral Graph Convolutional Network (ASSGCN) model successfully reduces the number of sensors required for vibration signal reconstruction in electric motors. Experimental results on a 21kw IPMSM testing rig with Brüel & Kjær's vibration sensing equipment validate the effectiveness of the proposed method. The following conclusions can be drawn:
1. The ASSGCN model utilizes the correlation analysis of the operating state force, acceleration, and vibration impedance matrices in the spatial dimension. The model predicts the vibration signals of different sensor sampling points by modeling the frequency spectrum features of vibration signals separately and using dynamic correlation analysis.
2. The reconstructed vibration signal is in good agreement with the actual response at a specific frequency point, demonstrating the validity of the proposed model. The lowest MAE is 0.1378 and 0.1956 under no-load and load conditions respectively.
3. The model exhibits high predictive accuracy for OCF at 91.24%, FRF at 94.32% and PAS at 96.2%. And the training loss of 0.67 can be achieved in 25 epochs within a short period indicates the expected performance.
The proposed method offers significant cost and time savings for vibration testing of electric powertrain applications. By reducing the number of sensors required, the overall monitoring cost can be reduced without compromising the effectiveness of fault detection and prediction. the ASSGCN model has the potential to have wider applications beyond specific IPMSM configurations. In summary, the proposed ASSGCN model offers a promising solution for reducing vibration testing costs, increasing efficiency, and improving the overall understanding of motor vibration characteristics. Its adaptability to different motor configurations and wider application in electric powertrain systems make it a valuable tool in the field of vibration analysis and monitoring. The model exhibits robustness in extracting force signal features, making it suitable for applications requiring vibration analysis in electric powertrain systems. In addition, the adaptability of the model to different signals and operating conditions can be further improved.	Comment by Wangjie Lang: 3.6
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