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ABSTRACT

The goal of these essays is to provide a set of novel methods for measuring different aspects
of the modern economy. In the first essay, we develop a framework for the valuation and
accounting of free digital services, such as videoconferencing, email, and online news. In
this framework, we relax the barter model, which implies that household sells viewership to
platforms in exchange for digital services, by allowing the value of digital services to exceed
the value of viewership. We also provide an accounting framework on how to record these
transactions in a use table. The second essay provides a methodology to empirically quantify
the value of these services. We employ the price of paid digital products as a proxy for the
value of their free counterparts. We also use hedonic regression to untangle the shadow price
of the “free component” of the service from the set of prices from the paid components. We
find that the aggregate value of free digital services in the UK makes up 0.57 to 2 percent
of household consumption. We extend this methodology to digital piracy in the third essay.
The National Accounts does not discriminate between legal and illegal goods and services.
If efforts are being made to measure the value of free digital services, for completeness, these
efforts could also be extended to free digital services accessed through illegal means. We find
that the value of digital piracy is at a similar level to other illegal products recorded in the
UK’s National Accounts, namely narcotics and prostitution. In the fourth essay, we develop
a novel methodology that exploits the variations in Google Search results to estimate the
depreciation of intangibles. In this exercise, we focus on original software and movies. We
use the decline in the search activity for each software and movie title as our indicator of the
obsolescence of these assets. This assumes that a decline in search activity reflects a decline
in the sale of output produced by these assets.
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CHAPTER 1: Introduction

The rapid transition of digitization has brought forth a transformative period, reshaping
various facets of modern economies. While the advantages of this digital era are apparent from
the perspective of human experience, these benefits are barely noticeable in official statistics,
which show that productivity and growth have slowed down for most of the developed world
in the past decade. Some economists argue that this discrepancy is partly due to challenges
in accounting for new modes of production, consumption, and investment in the modern
context (Martin and Riley, 2024; Syverson, 2017).

In the contemporary economy, the profound impact of free digital services, such as video-
conferencing and online news, on individuals’ lives presents a measurement challenge. Despite
their substantial contribution to welfare, these services are not explicitly reflected in official
statistics as separate items in household consumption. The National Income Accounts present
goods and services with market prices. While the costs of providing some of these services are
incorporated into the value of advertised products, the current National Accounts structure
limits our ability to analyze how households benefit from free digital services. Furthermore,
free digital services may offer households additional value beyond those generated by ad-
vertising services. As a result, conventional National Accounts estimates may fail to fully
capture this added value.

On a related note, efforts to quantify the value of free internet products have predom-
inantly centered on legal activities, overlooking the unexplored value of content accessed
through digital piracy. These services, though illegal, also contribute to household utility,
posing a challenge for policymakers attempting to assess the impact of the digital economy
on consumer welfare (Brynjolfsson et al., 2019a; Hulten and Nakamura, 2017; Van Elp and
Mushkudiani, 2019). The National Accounts does not discriminate between legal and illegal
production. As such, if efforts are being made to estimate the value of free digital services
acquired legally, to arrive at a more complete picture of the digital economy, similar efforts
should be considered for goods accessed illegally.

Moving on to the measurement of assets, amidst a growing body of research emphasizing
the significance of intangible investments in modern economies, the need to comprehen-
sively quantify both intangible investments and assets becomes evident. Various strategies
for measuring intangible investments are explored, with Van Criekingen et al. (2022) offering
a comprehensive review of modern approaches. However, challenges persist in aspects of the
measurement process, such as estimating depreciation rates and price deflators, necessitat-
ing innovative solutions for a more accurate representation of intangible contributions to the
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economy (Corrado et al., 2009; Huang and Diewert, 2011; Soloveichik, 2010).

The observed productivity slowdown of many developed economies following the 2008
financial crisis has led many economists to speculate that part of this slowdown is a result of
the inability of official statistics to properly capture all the outputs and inputs in the modern
economy. This is dubbed in the literature as the mismeasurement hypothesis (Syverson,
2017). This dissertation attempts to address some of these measurement challenges, using
both traditional approaches by National Accountants and novel ones such as exploiting big
data.

In the first essay, we provide a framework for the valuation and accounting of free digital
services. We discuss how efforts to measure the value of free digital products could be cen-
tered around measuring the value of the implied barter transaction between households and
platforms. In this transaction, households sell viewership to platforms, which provide digital
services as payments in kind. This is in line with the barter model proposed by Nakamura
and Soloveichik (2015). Their model assumes that the value of viewership is equal to the
value of digital services in the transaction.

We show analytically that by imposing the price of paid products that provide similar
benefits to free digital services, we are able to relax this restriction set by the barter model,
allowing the value of free digital services to exceed the value of viewership. In this case, a
surplus is generated for the household, which we interpret as primary income. We provide an
accounting framework, focusing on the use table, showing how these values can populate an
extended account that aims to capture the aggregate value derived from free digital products.

While the first essay focuses on providing a framework for valuation and accounting, the
second paper is centered on developing an empirical methodology to estimate the value of
free digital services. For this exercise, we estimate value from the final consumption of three
categories of free digital services: videoconferencing, personal email, and online news. As our
measurement strategy, we employ the prices of “premium’ or paid internet goods as a proxy
for the value from their free counterparts. This methodology is called the market-equivalent
pricing in the National Accounts and Valuation literature and has been widely applied to
various types of non-market products and non-monetary transactions such as agricultural
production for own use, services from owner-occupied housing, and barter transactions, to
name a few. We also use hedonic regression in order to extract the value of the ‘free compo-
nent’ of these goods and untangle them from the value of the premium-exclusive components.

The third essay extends this approach to free digital services accessed illegally. In this es-
say, we measure the value derived by households from digital piracy. All the previous efforts
aimed at measuring the value of free digital products are focused on legal products, ignoring
the possible relevance of digital piracy. Similar to the first essay, the measurement strategy
employs the price of paid digital goods and services (e.g. Spotify, Netflix) as a proxy for the
shadow price of their illegally acquired counterparts. To estimate the number of individuals
engaged in digital piracy, we used information from the United Kingdom’s Intellectual Prop-
erty Office annual Piracy Tracker, which provides an estimate of the proportion of the UK
population that engages in digital piracy.
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In the last paper, we move from the valuation of flows to an examination of how long assets
retain their values. In particular, the fourth essay introduces a novel methodology to estimate
the depreciation of intangible assets, specifically focusing on software and creative originals,
using data from Google Search Volume (GSV), commonly referred to as Google Trends. De-
preciation, in this context, is understood as a manifestation of obsolescence. As intangible
assets become obsolete, their capacity to generate future output or revenue diminishes. GSV
provides a practical means to quantify the popularity of products generated by these assets,
as a surge in internet searches indicates their relevance. The decline in search activity over
time is directly associated with the concept of obsolescence, aligning with economic depreci-
ation principles. In our analysis, we employ Poisson Pseudo-Maximum-Likelihood (PPML)
and negative binomial regressions to estimate the rate of decline of GSV results for a sam-
ple of software and movie titles. We also examine the impact of applying our estimates of
depreciation to levels of capital stocks and productivity growth for the information and com-
munications industry, a sector where intangible investments have far outstripped tangible
investments.

Summary of empirical results

In the essay relating to the valuation of free digital products, our final estimates show that
in 2020, the aggregate gross value derived by households from the consumption of the three
digital services for the UK was between £7.0 billion and £25.4 billion, which is 0.57 to 2
percent of household final consumption expenditures (HFCE). We also observe that the value
derived by households from consuming these goods is growing much faster than HFCE. Our
estimates show that in 2020, the initial year of the COVID pandemic, real household final
consumption decline would have been 0.07 to 0.13 percentage points slower had the value of
the three digital goods been incorporated in the estimates.

In the third essay, we find that the gross value from the piracy of music, video, live sports,
software, computer games, and ebooks in the UK was between £3.6 billion and £7.5 billion
in 2021. These estimates are not substantially far off from the value of final consumption
for other illegal activities in the UK’s National Accounts, namely narcotics and prostitution.
We also find that while the value from the final consumption of communication services has
been consistently rising in the past five years, the gross value from the digital piracy of media
has been falling. Back-of-the envelope calculations for other countries also indicate that the
share of the value attributed to digital piracy in relation to household consumption is notably
higher in countries like Thailand, Sweden, and Hong Kong compared to that of the UK.

Lastly, using search volumes as an indicator for obsolescence we estimate depreciation
rates ranging from 13.4 to 19.4 percent for software originals. This is lower than the estimates
employed by statistical agencies, which are around 20 to 25 percent for software. In contrast,
estimates for movies are comparable to estimates by statistical agencies, notably the US and
Germany. Furthermore, our research shows that searches for recently released movies and
software exhibit a steeper downward decline compared to earlier releases, highlighting the
need to regularly update depreciation rate estimates. We also apply the depreciation rates
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we generated from this methodology to the estimation of capital stocks. We find that for the
information and communications industry, TFP is likely underestimated for non-crisis years,
particularly from 1996 to early 2008, and again from 2011 to the end of 2016.

Policy implications

We believe that results from the studies on the valuation of free digital services have substan-
tial implications for statistical policy. The Digitization Task Team of the Inter-secretariat
Working Group for the 2025 System of National Accounts update recommended that ac-
counting for the value of free digital services could be explored in a satellite account (Dig-
italization Task Team, 2022). Statistical agencies can explore the development of satellite
accounts to cover the value of free digital products, and our study could be a starting point
for the development of such accounts.

The current approach recommended by the task force restricts the value of digital services
to the total cost of producing them. As we will discuss later on in the essays, there are
some disadvantages to this restriction. First, a possible decline in advertising expenditures
does not necessarily translate to a decline in the usage of these services. This will cause
a mismatch between the estimates and human experience, as displayed in Nakamura and
Soloveichik (2015). Second, employing the cost of production to estimate the value of non-
market transactions limits the ability of estimates to accurately reflect overall benefits from
these services. This is why there have been many efforts to measure public sector productivity
(Dunleavy, 2017; Simpson, 2009; Boyle, 2006), since government services is a prime example
of a sector where this approach has been widely used, and criticised. Lastly, there are many
instances where free digital products are not financed by advertising and marketing. An
example of this is services offered under the pure freemium model, where a version of the
service is offered for free with the hopes of enticing even a small share of users to register for
the paid version (i.e. Zoom, dating apps).

We show that measuring the value of free services independently from the value of view-
ership overcomes many of these challenges. We also show that it is possible to develop a
methodology for measuring the value of these services that is consistent with the core ac-
counting principles of the SNA, ensuring comparability to other macroeconomic aggregates
and ease of interpretation.

Our study illustrates that even the limited scope of the three digital products examined
significantly impacts household welfare, as indicated by household final consumption. Ex-
tending this analysis to a broader range of goods is likely to underscore the greater role
digital products play in household consumption, highlighting the reliance on services from
companies with the ability to withdraw such services at their discretion. Moreover, this set
of statistics would enable policymakers to gain insights into the potential susceptibility of
households to supply disruptions associated with these products.

On the results of our fourth study, statistical agencies can consider updating their as-
sumptions on depreciation rates, especially for intangibles, given their increasing significance
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in the modern economy. Our estimates for the obsolescence of original software are slower
than those applied by many statistical agencies. We show applying this change could have
an impact on our measures of productivity, and by extension, monetary and fiscal policies
and empirical studies on capital and economic growth.

Our methodology can provide flexibility to compilers of official statistics for the estimation
of depreciation rates of other assets. In many instances, statistical agencies simply assume
the service life of intangibles or rely on old studies that have not been updated since they
were first conducted. Our approach has the potential to allow compilers of official statistics
to produce more accurate and timely measures of capital stocks that reflect new economic
realities, using empirical data.
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CHAPTER 2: A Framework for the Accounting of Free Digital Services

ABSTRACT

In this essay, we propose a framework for the accounting of free digital services in the context
of the National Accounts. In line with previous studies in this area, we think of free digital
services as a product of a barter transaction between households and advertisers. Households
sell viewership to advertisers, which in turn, provides digital services as payment in kind.
We extend the model by proposing that the value of digital services can exceed the value of
viewership. This allows households to earn implicit income in kind from the sale of viewership.
In this case, we think of viewership as intermediate inputs. We also discuss how estimates
from contingent valuation reflect a different aspect of welfare compared to estimates derived
from the barter model. We argue that both approaches are necessary in terms of providing
a complete picture of how digital services can improve welfare in the modern economy.

2.1 Introduction

There is a growing literature that suggests that the significance of the digital economy cannot
be fully captured by macroeconomic measures such as GDP and Household Final Consump-
tion. For instance, if companies like Google or Microsoft decided to stop offering free email
services or if Meta withdrew free access to WhatsApp, how much would these decisions affect
consumers? To what degree would taxis and ride-hailing services be affected if Google Maps
is suddenly no longer available? These questions cannot be answered by official statistics,
ex-ante.

While we can assess the relative importance of traditional market goods by examining
their share in total consumption, such an approach is limited for digital services. This is
because the National Accounts framework only considers goods and services with market
prices1, leaving out the contribution of products that have no explicit cost to households.
This includes many services offered through the internet such as social media, personal email,
and search engines, among others. Therefore, it is difficult to examine the impact of the digital
economy on overall economic activity using our existing frameworks for official statistics.

There have been many attempts to measure the value received by households from the

1With some exceptions such as government services, imputed rent from owner-occupied dwellings, and
the extraction of groundwater from wells, among others.
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consumption of free digital services. However, few focus on providing a framework for the
accounting of these services, which we think is equally important. In this essay, we propose a
conceptual and accounting framework for the compilation of the aggregate value of free digital
services. The framework would allow for the compilation of aggregates reflecting welfare gains
from digital services while requiring little changes to the core accounting principles of the
System of National Accounts (SNA).

Currently, there are two main approaches to measuring the value of free digital goods:
the contingent valuation approach and the barter approach (or the total cost approach).
In both methodologies, the intention is to arrive at the monetary aggregate that represents
(sometimes, to a limited extent) the contribution of free internet services to overall economic
activity.

The goal of contingent valuation studies is to estimate the value individuals derive from
the consumption of free digital services. Often, this involves surveys and experiments where
respondents are asked how much they are willing to be paid for abstaining from certain
free internet services for a given amount of time. Contingent valuation studies relating to
free digital services include those by Corrigan et al. (2018), Brynjolfsson et al. (2019b),
Brynjolfsson et al. (2019a), Coyle and Nguyen (2023), and Jamison and Wang (2021). In
an analytical framework, Schreyer (2021) explains that estimates from this approach can be
interpreted as a form of own-account production of leisure services by households. In this
context, households spend time, ICT hardware and software to produce leisure services.

On the other hand, the barter approach imputes the value of free services by employing
the expenditures used to produce them. In this approach, the advertising and marketing
expenditures that are used to generate free content are recorded as part of final consumption
instead of intermediate consumption. Therefore, final demand is augmented by these expen-
diture items. Research employing the barter approach include the studies by Nakamura and
Soloveichik (2015), Nakamura et al. (2017),Van Elp and Mushkudiani (2019) and Van Elp
et al. (2022). These studies assume that the provision of free digital services is a product of
a barter transaction, wherein households sell their viewership to advertisers in exchange for
these services. We will discuss the details of both methods, together with their results, in
Chapter 3.

In this essay, we distinguish the value of production derived from the two approaches. We
show that they represent different aspects of welfare derived from the presence of free digital
services. In particular, estimates from the barter approach measure the value directly asso-
ciated with these services. Meanwhile, estimates from current contingent valuation studies
represent the value of household production of services, such as leisure activities, enabled by
the use of digital services. We also provide an expression for the shadow price of free digital
services, building from work on platform price theory (Weyl, 2010).

We contribute to the literature in three ways. First, we extend the framework laid out
by the barter model by allowing the aggregate value of free digital services to better reflect
welfare. While the barter model requires few changes to the core accounting principles of
the SNA, proponents of this approach recognize its limited ability to measure welfare. If the
marginal cost of producing digital services is zero (or close to zero), estimates employing this
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approach may fail to incorporate the value received by an additional user of the service. Our
framework addresses this issue by distinguishing between the value received by households
from the consumption of free digital services from the value of viewership.

For our second contribution, we show how implicit income is generated from the sale of
viewership. We think of the value of free digital service as a form of gross output and we think
of viewership as the intermediate input required by households for the production of these
services. The difference between the value of digital services and the value of viewership can
be considered as the implicit primary income of households from the sale of viewership. In
the production side of the National Accounts, this would be recorded as the value added of
digital services, which is separate from the value added of viewership. We show this through
our expression for the unit price of digital services, where household surplus is represented
by the difference between the unit value of digital services and the unit value of viewership.

Lastly, we provide recommendations on how these aggregates should be laid out in an
accounting framework. The framework presents the role of households and platforms in value
generation and presents the links between them. While we discuss the possible accounting
framework for both approaches, in the interest of space, this essay will focus more on the
barter model.

The outline of this essay is as follows. In section 2.2, we discuss in detail the conceptual
framework. We illustrate how this framework can be executed in a simplified supply and use
tables in section 2.3. Lastly, we end with some concluding remarks.

2.2 Conceptual framework

A common question raised regarding research aimed at quantifying the value of complimen-
tary digital services is whether there is a risk of double counting. After all, many of these
products rely on advertising and marketing expenditures, which are already accounted for
in GDP estimates.

Dynan and Sheiner (2018) argue that while some aspects of these services are indeed
captured in GDP, we can imagine that there are implied transactions that are not reflected
in current measures of National Income (see figure 2.1). For instance, it is possible that digital
services provide value independent of the value of advertising and marketing. Additionally,
monetary transactions may also fail to account for the value of viewership households are
giving up to acquire digital services. If there were efforts to measure the value of free digital
services, a reasonable way forward would be to quantify the monetary value of the implied
transactions.
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Figure 2.1: Treatment of free digital services in the National Accounts

Note: The figure is taken from Dynan and Sheiner (2018)

General framework

We illustrate this implicit transaction in figure 2.2. To simplify, consider an economy with
three actors: market product producers (firms), households, and digital platforms. Trans-
actions between firms and households are straightforward: products (a) are exchanged for
monetary payments (b). In this scenario, firms generate primary income from the margin be-
tween the product’s value and the intermediate costs of production. Primary income includes
payments for labor and capital inputs.

Part of these intermediate costs goes towards advertising. Firms pay platforms to promote
their products, and these platforms offer digital services to households. The expenses on
advertising are often bundled into the product’s value, which is why some economists say
that the value of digital services is already factored into GDP. Advertising-funded platforms
that deliver digital services to households play a significant role in this dynamic, as the value
derived from advertising is integrated into the overall value of the market products consumers
purchase.

What the traditional framework fails to account for is the implicit transaction between
households and platforms. We can imagine households as producers of viewership, which
they “sell” to platforms. In exchange for attention, platforms provide digital services as re-
muneration in kind. This transaction, depicted by the dashed line in Figure 2.2, is barter in
nature. Consequently, if we only consider transactions involving monetary payments, GDP
estimates would omit the independent value of digital services and viewership exchanged in
this interaction.
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Figure 2.2: General framework

In this section, we discuss how income is generated from this transaction. We show how
we can value digital services using existing frameworks employed in National Accounting.
We also discuss a possible way to find the unit price of free digital services using existing
prices.

2.2.1 Main setup

Consider a representative household that consumes digital goods, qd, and an aggregate of all
other goods, qp. For simplicity, household preferences are only determined by the consumption
of these goods. Household preferences are given by:

U = u(qd, qp) (2.1)

where u() is the household’s utility from consumption. We assume that ∂u
∂qd

> 0, ∂u
∂qp

> 0,
∂2u
∂qd

< 0, and ∂2u
∂qp

< 0 which implies that household’s utility is increasing and is strictly

concave in the consumption of goods qd and qp.

The household earns income Y , which we consider exogenous in this model. P d and P p

are unit prices of qd and qp, respectively. The household’s budget constraint is therefore:

Y ≥ P dqd + P pqp (2.2)
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This is represented by the blue line in both panels of figure 2.3. Given the budget con-
straint, Y1, a rational household would consume the bundle qd1 and qp1 or point A to reach
the highest level of utility U1.

Before we illustrate how to account for the value households receive from free digital
services, it helps to think about how nominal GDP is translated to real GDP. The succeeding
discussion is based on the cost of living (COLI) framework as described by Dynan and Sheiner
(2018). When converting nominal GDP to real GDP, economists are interested in the degree
to which consumers are better off from an increase in nominal GDP. Dynan and Sheiner
(2018) noted that economists do not ask this question directly because of the difficulty in
measuring welfare. Rather, they estimate how much purchasing power improved from period
to period. There are two ways to achieve this using the COLI framework. First, by asking
how much compensation households require in period 1 to reach the utility in period 2. This
is called equivalent variation. The second is to ask how much income we need to take away
from households in the second period in order to remain at the same utility as period 1. This
is called compensating variation.

Consider a case where technological improvement reduces the price of digital goods, qd.
The household budget constraint would be more flat in period 2. We illustrate this in figure
2.3.

qd

qp

U1

U2qp1

qd1

qp2

qd2

A

B∗qp∗2

qd∗2

B

Y1

Y ∗
2

(a)

qd

qp

U1

U2qp1

qd1

qp2

qd2

A
A∗

qp∗2

qd∗1

B

Y2

Y ∗
1

(b)

Figure 2.3: Cost of living framework

Suppose relative prices were kept unchanged from period 1, such that
P d
1

P p
1

=
P d∗
2

P p∗
2
, as

represented by the dashed line in figure 2.3a. Then, Y ∗
2 − Y1 reflects the additional income

required in period 1 to reach period 2 utility, U2, given the price change. This additional
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income is called equivalent variation.

Similarly, using period 2 prices, such that
P d
2

P p
2
=

P d∗
1

P p∗
1
, as represented by the dashed line

in figure 2.3b. Then, Y2 − Y ∗
1 reflects the income needed to be taken from period 2 in order

to maintain the same utility in period 1, U1. The income taken from period 2 is called
compensating variation.

The distance Y ∗
2 − Y1 and Y2 − Y ∗

1 are not the same. EV and CV are not expected to
be equal because they answer different questions. In welfare analysis, the decision on which
measure to use depends on the problem. In National Accounts calculations, the measure used
depends on the compiling agency. Most countries use a fixed base year such that for real GDP
growth

Y ∗
t

Y0
, prices in period 0 are used in Y ∗

t . This is similar to equivalent variation (using
previous period prices). The Bureau of Economic Analysis and other developed countries

employ chained indices, where the geometric average of the two measures,
√

Y ∗
t

Y0
, Yt

Y ∗
0
, are used

to calculate GDP growth (Dynan and Sheiner, 2018).

Building upon the COLI framework, rather than directly assessing the improvement of
welfare resulting from the availability of free digital services, we might explore quantifying
the extent to which households’ purchasing power has increased during the period when
digital services are provided at zero price. In the next sections, we explore how to apply this
framework to measuring the implied income from the presence of free digital services. We
discuss how each approach measures different aspects of welfare change from digital services.
There are valid considerations for adopting either measure, contingent upon the nature of
the policy question. We present two cases, the first is for measuring the value of free digital
services, and the second is the value of leisure time enabled by digital services.

2.2.2 Case 1: Measuring the value of digital services

Consider a scenario where in period 2, P d
2 drops to 0 (see figure 2.4). In this case, qd would

be provided for free from the point of view of the consumer. The household would increase
the consumption qd from qd1 to qd2 . Moreover, he can re-allocate all of his income towards the
purchase of qp, increasing the consumption of the good to qp2, such that Y2 ≥ P p

2 q
p
2.
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qd

qp

U1

U2

qp1

qd1 qd∗2

A

BY1, Y2, q
p∗
2

Y ∗
2

Figure 2.4: Equivalent variation for zero-priced digital products

As the households consume the bundle {qd2 , q
p
2}, where qd2 > qd1 and qp2 > qp1, they reach

a higher level of utility, U2. Conventional measures of nominal GDP would not be able to
reflect this increase in utility since, in this case, Y1 = Y2. However, by keeping prices of qd

constant, we would be able to measure the increase in income required in period 1 to reach
the utility level in period 2, where households can consume higher levels of {qd∗2 , qp∗2 } (see
figure 2.4). This is similar to equivalent variation in figure 2.3a. GDP growth would then be:

Y ∗
2

Y1

=
qp∗2 + P d

1 q
∗d
2

qp1 + P d
1 q

d
1

(2.3)

In practice, this is not this is not straightforward. Most free internet services (for example,
Whatsapp, Gmail, etc.) were introduced as “new services”with no paid equivalent in periods
before their introduction. As such, it might be necessary to calculate a reservation price
for the product. Calculating the reservation price of multiple digital products can be too
complex for official statistics, especially from the point of view of communication and policy
use. Additionally, for products that have remained free for extended periods, like Gmail
and Yahoo Mail, relying on reservation prices from two decades ago can render estimates
difficult to interpret, considering the dynamic nature of these services characterized by rapidly
changing product quality and shifting consumer preferences.
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A reasonable alternative is to identify paid products that offer similar benefits to users
as free digital services and use their prices to value the products available at zero price.
The rationale behind incorporating previous period prices in the calculation of equivalent
variation is to determine the total monetary value of consumption with the new quantity
level, maintaining the same value for each unit of consumption of the product. Employing
prices of comparable paid products allows us to perform a similar analysis. Assuming equiv-
alence in the benefits derived from both paid and free services, leveraging the price of paid
products as a proxy for the value of free services enables us to quantify the overall value of
consumption for the product in dollar terms, holding the unit value the same. This is similar
to equivalent variation in figure 2.4. Here, instead of comparing income from the previous
period to the current period, we would be comparing aggregate income while accounting for
the consumption of digital products versus aggregate income without considering them. In
practice, this analysis is possible if we are able to apply quality adjustment by removing
the value of features available only to paid versions from their prices (i.e. remove the value
of domain customization, expanded memory, and other premium features from the price of
paid Gmail).

Prices of paid platforms could potentially provide a source of unit valuation for free
digital products. Many platforms offer paid service alongside the products’ free version.
For example, email service providers such as Gmail and Yahoo provide both a free service
and a paid version. This is also true of videoconferencing services such as Zoom, music
streaming platforms such as Spotify and Amazon Music, and more recently, social media
such as Twitter.

Using the price of paid platforms as a proxy for the value of their free versions hinges on
the assumption that the prices of paid platforms accurately represent the benefits of using
the platform. However, this assumption may oversimplify the intricate nature of platform
pricing. Platform pricing is multifaceted, influenced not only by the benefits received by
users but also by external factors, such as network effects and cross-subsidies. Therefore, if
we employ the price of paid platforms as a proxy for the unit price of free digital products, the
question arises: What precisely would we be capturing? Answering this question is important
when developing an accounting framework for free digital services.

Platform prices as a source of valuation

The following discussion is based on Weyl (2010)’s price theory on multi-sided platforms,
which suggests that platforms internalize externalities in their prices. Platforms are typically
defined as service providers that link one set of users to another (Belleflamme and Peitz,
2021). Newspapers are a classic example of a two-sided platform. Advertisers (first group)
are linked to readers (second group). It is also possible for platforms to link more than two
groups. For instance, providers of freemium services such as Spotify would have three “sides”:
1) paying users, those who pay for their subscription to Spotify, 2) free users, those who use
the free version supported by advertising, and 3) advertisers. It is common for platforms to
subsidize one group through another group. These subsidies are made possible through their
unique pricing strategies.
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Consider a platform with two sides, I and J . For each side, we can imagine that par-
ticipants from side I receive a standalone benefit BI from participating in the platform.
Additionally, the users also receive an interaction benefit (or cost) bI from every user that
participates in side J . According to Weyl (2010), users from side I will only participate if
the benefits are greater than or equal to the price:

BI + bINJ ≥ P I (2.4)

where NJ is the number of users for side J . This suggests that platform prices reflect at
least the lower bound for the dollar value of the benefits received by their users.

To better illustrate what is accounted for in the price of the platforms, it is important to
understand how prices are set. Platforms set prices that maximize their profits by choosing
the network size of one side. A two-sided platform’s profit function is given by:

π(N I , NJ) = (P I(N I , NJ)− CI)N I + (P J(NJ , N I)− CJ)NJ − cN INJ (2.5)

where CI and CJ are the marginal costs of providing the service for side I and side J ,
respectively, and cN INJ is the fixed cost of connecting both sides of the platform. The first
order condition of the platform’s profit-maximizing problem is:

∂π

∂N I
= P I + P I

I N
I − CI + P J

I N
J + cNJ = 0

and a profit-maximizing platform would produce services such that:

P I + P I
I N

I + P J
I N

J︸ ︷︷ ︸
marginal revenues

= CI + cNJ︸ ︷︷ ︸
marginal cost

. (2.6)

Re-arranging yield:

P I = CI + cNJ − P I
I N

I − P J
I N

J (2.7)

The first three terms represent the firm’s marginal cost less the inverse hazard function
rate of demand (or market power) µI = −P I

I N
I = P I

I /ϵ
I where ϵI is the elasticity of demand

(see Weyl (2010)). The final term represents the additional revenues extracted from side J
from an additional user of side I. Weyl (2010) describes this as the external benefits from
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the provision of service on side I. Prices for side I can be expressed as:

P I = CI + cNJ︸ ︷︷ ︸
marginal cost

+ µI︸︷︷︸
market power

− P J
I N

J︸ ︷︷ ︸
external benefits

. (2.8)

This is how platforms are able to provide services at zero prices. In some cases, external
benefits are greater than the combination of cost and market power. Again, newspapers
provide a good example. The external benefit of advertisers from the presence of readers
outweighs the marginal cost and market power. For the side of advertisers, the P J

I N
J term is

negative since readers receive negative benefits from the increased presence of advertising. As
such, the platforms charge higher prices on the side of advertisers by the amount, P J

I N
J . To

be more explicit, multiplying a negative value of P J
I N by the negative sign in the last term

of the expression in equation 2.8 results in a positive value. For instance, let’s say that the
marginal cost of producing a newspaper ad is £0.5 per unit. On the readers’ side, the platform
loses a £1 of revenues for each unit of advertising. This is because readers are annoyed by the
presence of advertising and some readers might not subscribe to the newspaper if there are
too many ads. Assuming that market power distortion is 0, the price of a newspaper ad would
then be P = 0.5 − (−1) = 1.5. Conversely, readers are then subsidized by advertisers since
the cost of providing readership is internalized in the price levied on advertisers. Weyl (2010)
generalized these results for platforms with more than three sides. The general principle
remains the same and the expression for the price of platforms with more than two sides is
not materially different from equation 2.8.

We can think of the same mechanism operating for platforms that monetize the provision
of their free services through the selling of their data. For example, we can imagine that users
of free email and instant messaging apps gain “negative external benefits” from the sale of
their data, and this is reflected in the price of their data levied to third parties. On the other
hand, these platforms are able to provide email and instant messaging at zero price because
the external benefits to third parties are greater than the cost of provision.

To estimate the increase in implicit income resulting from the provision of free digital
services as depicted in figure 2.4, we require pricing structures that accurately capture both
the marginal benefit derived from these services and the associated production costs. Perhaps
we can consider platforms that utilize the freemium model. Under this model, some users are
granted access to services for no monetary cost. The funding for the free version typically
comes from advertising revenue and the sale of user data to third parties2. Additionally,
these platforms may offer a paid version alongside the free one, which either remains ad-free
or guarantees not to sell user data to third parties. A possible way forward is to exploit the
price of the paid version as a proxy for the value of the free version.

Consider a platform that operates under a freemium model. Effectively, the platform
would have three sides. Let us define side I as premium or paying users, side J as users of

2In some cases, it is the benefit of being linked to a large network side that generates external benefits to
paying users
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the free version, and side K as advertisers. Prices for premium users would be set as:

P I = CI + cNJNK︸ ︷︷ ︸
marginal cost

+ µI︸︷︷︸
market power

− (P J
I N

J + PK
I NK)︸ ︷︷ ︸

external benefits

. (2.9)

(see proof in appendix 2.B)

As shown in equation 2.4, we’ve established that platform prices inherently reflect the
benefits garnered from participation. When considering services offered through the freemium
model, one may argue that the derived benefits remain comparable if adjustments are made
to features exclusive to the paid version, effectively equating the perceived value between paid
(I) and free (J) sides: P I = BI + bINJ = BJ + bJN I = P̂ J . For example, by removing the
unit price of premium-exclusive features from paid Gmail accounts (e.g., expanded storage
and personalized domain names), we can assume parity in the core benefits (e.g., email
services) between both versions. Hence, from the perspective of benefits, P̂ J could serve as
a valid proxy for the price of free digital services. Conceptually, this parallels the approach
of market equivalent pricing commonly employed in the valuation of non-market goods and
services and non-monetary transactions in the compilation of National Accounts. The key
idea is to find prices of similar products for the valuation of the service delivery (or non-
monetary transactions in the case of barter and remuneration in kind) where there is no
explicit monetary exchange. In our case, this would represent the price of free digital services
required for the estimation of equivalent variation in figure 2.4.

For users of the premium versions, the value PK
I NK in equation 2.9 would be negative.

This negative value represents the absence of benefits received by advertisers or third parties.
This is because premium users are not exposed to ads and/or their data are not being sold
to third parties. In other words, PK

I NK reflects the opportunity cost in terms of advertising
revenues (or revenues from the sale of data to third parties) in the presence of premium users.
For example, if the marginal cost of a paid Spotify service is £5 a month, the Platform could
have earned £6 had the service been ad-supported. £6 represents the opportunity cost for
the platforms in terms of the additional revenues it could have extracted from the advertising
side. The price of Spotify for paying users in this example would be P = 5 − (−6) = 11,
assuming that there is no market power distortion.

If services from the free side of the platform are similar to the paid side, perhaps we can
assume that the unit cost of providing both free and premium services is similar, such that
CI = CJ . Here we assume that the provision of email to paid users costs the same (or at
least approximately) the cost of providing email to free users. If we impose P̂ J as a proxy
for the price of free digital services from the side consumed by users in side J , then:

P̂ J = CJ + cNJ + µI − P J
I N

J + PK
I NK . (2.10)
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If we adopt P̂ J as a proxy for the price of free digital services, the expression PK
I NK in

equation 2.10 would represent the unit value of viewership or data gained from an additional
unit of free users. For the paid user, this term reflects the foregone unit value of advertising
or revenue generated from data sales. However, free users are exposed to advertisements
or have their data sold to third parties. Consequently, the final term does not signify the
opportunity cost to advertisers and third parties; rather, it represents the actual unit value
derived from viewership through advertisements or from the data sold.

We know that from the firm’s profit-maximizing decision, the cost of providing the service
and markup for side J were already internalized in the price of side I and K. In other
words, the cost term, CJ + cNJ , was already paid for by users advertisers and paying users.
Moreover, one can argue that users of the free version receive no network benefits from paid
users. For instance, free users of Spotify do not care about the number of paying Spotify
users. In this same way, users of the free version of Gmail do not care about the number of
paying users of the platform. Hence, P J

I N
J = 0 in this case. Imposing P̂ J as the price of

free digital services generates a residual from the difference between the shadow price and
the value of the viewership (or data sold), which we will denote as V J :

P̂ J − PK
I NK = V J

We interpret this residual as a surplus received by households from the use of free digital
services. As such, the shadow P̂ J can be broken down into:

P̂ J = V J︸︷︷︸
household surplus

+ PK
I NK︸ ︷︷ ︸

value of viewership or data

. (2.11)

In equation 2.11, we decompose the shadow price of free digital services into two, com-
ponents3. We can think of V J as an implicit income gained by users of households from the
consumption of free digital services. This surplus is gained by selling their viewership or data
through a barter transaction. This is conceptually similar to the barter model proposed by
Soloveichik (2015) and Nakamura et al. (2017). The only difference here is that we allow
the household to generate a surplus above the value of viewership, or the data, that they
sold in the barter transaction. As such, the application of this approach would likely yield
aggregates that are higher than those derived using the sum of costs method because it takes
into account the value households receive from the consumption of free digital products over
and above the value advertisers place on their viewership.

In our Spotify example, if we use £11 as a proxy for the unit value of Spotify’s free version,
then £6 of that would reflect the value of viewership free users forgo to gain access to the
service. By extension, the difference between the shadow price of Spotify and the value of

3While the notations would be different, the same intuition applies for three-sided platforms, which is
more appropriate for the freemium model. We provide the proof in appendix 2.B: the value of viewership or
data from free users P J

I N
J , and a surplus V J , which we interpret as the independent value of the service.
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viewership (£11 - £6 = £5) would reflect the surplus gained by free users. A pure barter
model would only account for the £6, which would be reflected in advertising expenditures.

This result does not rely on the assumption that P J
I N

J = 0. Even if free users receive some
level of value from an additional paid user (for instance, free users of Zoom are probably using
the platform because they engaged in meetings and seminars initiated by paying users), the
value of P J

I N
J will only be subsumed in V J , which we treat as a residual. Therefore P J

I N
J

will be part of the household surplus.

Going back to the general framework in figure 2.2, we can think of P̂ J as the unit price
of digital services received by households as payment in kind (d). Meanwhile, viewership,
denoted by PK

I NK , would signify the intermediary expense households incur in generating
the attention demanded by platforms. Analogous to producers of market goods, who derive
primary income from the difference between the total revenue from their goods and the
intermediary expenses required for their production, households similarly generate primary
income from the margin between the shadow price of the digital service and the unit value
of advertising and data exchanged with platforms in return for digital services.

This primary income is also what we measure when we calculate Y ∗−Y in figure 2.4 upon
using the price of premium services to proxy the value of their free version. We can think of
it as an implicit income in kind from the use of digital services that have no explicit cost to
the household. It would be as if households are a few dollars richer from using a free service
that they would have paid for had it not been available for free.

It is entirely possible that the value of the household surplus Vt is zero or negligible. In this
scenario, the value of free digital services would simply equal the value of viewership, and
the estimates would converge with those derived from the conventional total cost approach
of Soloveichik (2015), which is one of the options for a satellite account endorsed by the
Digitization Task Team for the 2025 SNA updates (Digitalization Task Team, 2022). It
is important to note that even if Vt is zero, there is merit to measuring digital services
separately from viewership. This independent estimation process ensures that we do not
simply ignore the possibility that households gain value from free digital services above the
value of viewership they provide. Intuitively, it is difficult to think of a reason why consumers
would value access Youtube content at the same level as advertisers value their attention to
adverts. Soloveichik (2015) would therefore be a special case where Vt = 0.

2.2.3 Case 2: Measuring the value of digital leisure time

An obvious alternative to using equivalent variation for measuring the value households
derive from the use of free digital services is compensating variation. For market goods,
the conventional method is to measure welfare changes using this approach, which involves
comparing the income change at period 2 prices:

CV = Y2(P2, U2)− Y ∗
1 (P2, U1). (2.12)
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where P2 is the price vector for period 2. However, if the price of qd drops to zero in period
2, this comparison becomes unfeasible. One practical approach to addressing this issue is to
directly ask individuals about the amount of income they would be willing to forgo in order
to maintain the same level of utility as they would have in the absence of qd in period 2.

A growing number of studies have employed methodologies comparable to the above-
mentioned approach. These include works by Corrigan et al. (2018), Brynjolfsson et al.
(2019a), Brynjolfsson et al. (2019b), Coyle and Nguyen (2023), and Jamison and Wang
(2021). Typically, these studies involve asking participants about their willingness to receive
compensation in exchange for foregoing certain digital services for a period. The valuation
derived from this approach is akin to compensating variation: individuals are asked how
much income they would need to forgo to return to the level of utility they experienced when
the digital good was not present.

We mentioned earlier that equivalent variation and compensating variation would not
necessarily yield the same estimates of income changes. Current applications to the valuation
of digital services involve eliciting survey respondents’ willingness to accept. In contrast,
household consumption in the National Accounts is valued using exchange prices, the junction
between the market’s willingness to pay and the marginal cost of providers. As such, applying
WTA estimates to value free digital services directly would likely yield inconsistencies with
the valuation in the SNA.

Moreover, if individuals were asked how much they need to be paid to give up access
to internet service for a month, this exercise would likely produce higher values than their
monthly internet expenditures. This was demonstrated in a representative online survey by
Coyle and Nguyen (2023), where they found the WTA for certain market services (i.e. Netflix,
newspapers, etc.) exceeded monthly prices for these services.

Schreyer (2021) argues that valuations from this approach represent the respondent’s
leisure time enabled by the digital service. The respondents’ willingness to accept captures
the value of their time producing leisure services for themselves. Schreyer (2021) considers the
production of leisure enabled by digital services as part of household production of services
for own consumption.

Following this logic, estimates generated using this approach do not represent the value of
the service, but the time used to produce leisure services enabled by the digital services. Dig-
ital services, in this case, are inputs to leisure activities, the same way groceries are inputs to
the preparation of home-cooked meals. Incorporating this approach is outside the boundary
of the SNA, which excludes most household production of services, and more importantly,
leisure. The inclusion of estimates from this method would constitute an expansion of the
household satellite accounts to include household leisure services.

2.3 Accounting for the value of free digital services

In this section, we illustrate the accounting of free digital services through a simplified supply
and use table employing the principles from the previous section. We focus on the use tables
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for now. First, we show the current treatment of free digital services in the National Accounts.
We briefly discuss the barter approach, specifically a simplified version of Soloveichik (2015).
Lastly, we illustrate the accounting for free digital services and viewership in the context of
our proposed framework.

Consider an economy with three industries, each producing one output: 1) the materials
industry, 2) the advertising industry, and 3) the soap industry. The output of the materials
industry is used as intermediate input of the soap and advertising industries. The soap
industry, meanwhile, sells its output directly to households for final use. The soap industry
also spends on advertising to promote its products. The advertising expenditures are used
to produce free services (say, free email services) that households enjoy while intermittently
displaying advertising content to the viewers. We illustrate using hypothetical values.

Table 2.1: Conventional approach to free digital services

Materials Advertising Soap Intermediate Final Total GDP Total
Industry Industry Industry Demand Demand Use Output

Materials 10 10 20 20
Advertising 20 20 20

Soap 60 60

Intermediate
consumption 10 20

Value Added 20 10 30 60 100
Total Inputs 20 20 60

GDE 60
Total Demand 100

Note: Values are hypothetical and for illustrative purposes only.

In the conventional National Accounts framework (see table 2.1), expenditures on ad-
vertising would be recorded in the use table as part of intermediate consumption. In our
simplified example, only the gross value of soap is recorded as part of final demand. While
advertisers produce content that directly feeds into the household’s utility, this is not re-
flected in the use table as part of household consumption, explicitly. Instead, the value of
advertising is embedded in the value of the soap. The problem with this approach is that we
are not able to directly examine the value derived by households from the consumption of
free digital services.

Going back to our general framework in figure 2.2, the value of products exchanged be-
tween producers of market goods (a) and payments to sellers (b) is reflected in the final
demand for soap and the value-added of soap and its inputs. This accounting convention ig-
nores the implied transaction between households and platforms, as reflected by the dashed
line in this more general framework.

We explore a possible accounting framework for the value of free digital services in the
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following discussion. As with the previous section, we present two cases. First, we consider
only the value of free digital services. The second would be accounting for leisure time enabled
by digital services.

2.3.1 Case 1: Measuring the value of digital services

In this section4, we provide a framework for the accounting of free digital service. The solution
proposed by Soloveichik (2015), and later versions of her paper, was to record advertising
expenditures as part of final consumption rather than intermediate consumption. To execute
this approach, a new industry is introduced, which is household viewership. The approach
imagines households as a producer of viewership, which it sells to advertisers in exchange for
free digital services.

Because this approach requires few conceptual changes to the core SNA, some statistical
agencies opted to adopt this procedure in their experimental estimates for the accounting
of free digital services. Examples of this include exercises conducted by researchers from the
US (see Nakamura et al. (2017)) and the Netherlands (see Van Elp and Mushkudiani (2019)
and Van Elp et al. (2022)).

Our proposal extends this approach by allowing the value of digital services to be greater
than the value of viewership. We argued in equation 2.11 that if we impose the price of
paid services as the unit value of free digital services, then this price would capture not only
the value of viewership but a surplus for the households. We can think about this surplus
as primary income or the value added gained by households for selling their viewership or
data. It is as if households are x $ richer from selling their viewership in exchange for digital
services. Digital services, in this context, can be considered as payment in kind, which is
consistent with the non-monetary transaction in the National Accounts framework (see 2008
SNA par 3.75). We imagine this as similar to the imputed income households gain from
owner-occupied housing.

In our framework, households sell viewership (or data). In exchange, platforms provide
payments in kind for the viewership with digital services valued by (d) in figure 2.2. The
difference between the value of digital services and the value of viewership would be the value
added or implicit income gained by households for selling viewership.

We provide a simplified example of a use table in table 2.2. Using this approach, GDP
would be higher by the amount of value added gained by households from the production and
sale of viewership and production of digital services. For simplicity, we break down household
activity into two: the production of digital services and the production of viewership. Here,
viewership is recorded as intermediate consumption for digital service production.

4This section of the essay is part of a joint work with Dean Villanueva and Faith Balisacan who are
consultants at the National Accounts team of the Asian Development Bank. Views and opinions expressed
in this essay are solely of the authors and do not necessarily reflect those of ADB and its management.
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Table 2.2: Use table for the proposed approach

Materials Advertising Soap Household Household Intermediate Final Total GDP Total
Industry Industry Industry Digital Services Viewership Demand Demand Use Output

Materials 10 10 20 20
Advertising 20 20 20

Soap 60 60
Digital services 40 40
Viewership 20 20 20

Intermediate
consumption 10 30 20

Value Added 20 10 30 20 20 100 160
Total Inputs 20 20 60 40 20

GDE 100
Total Demand 160

Note: Values are hypothetical and for illustrative purposes only.



In this framework, we explicitly account for the value of data as well as any surplus
value households receive from the barter transaction. The advantage of this approach is that
it allows for the value received by households to increase even as advertising expenditures
decline. This is apparent from the earlier work by Nakamura and Soloveichik (2015), which
finds that advertising-supported entertainment estimated using the barter approach to be
declining relative to GDP from 1980 to 2013, despite the rise of various internet services
during that period5.

If the cost of producing services to an additional user is close to zero, an increase in the
user base may not necessarily reflect an increase in the aggregate value of these services.
This would be problematic if the goal is the capture of welfare gains from the internet
economy. Moreover, in times of crisis, firms usually cut down on advertising and marketing
expenditures. This will ultimately cause a reduction in the recorded value of free digital
services, which may not be the case. For instance, the world saw a decline in advertising
expenditures in the pandemic-induced recession of 2020 (see table 2.C.1) while usage of
online platforms increased substantially.

In our simplified illustration, the value of household viewership is equal to the advertising
expenditures of the soap industry, and by extension, also equal to the gross output (and total
inputs) of the advertising industry. This is no coincidence. One possible way to implement
this framework is to value viewership using advertising expenditures, revenues from the sale
of data to third parties, and marketing expenditures. By doing so the value of viewership
would reflect the advertiser’s willingness to pay for the household’s attention. For the value
of digital services, the price of paid services can be used as a proxy as discussed in the earlier
section.

Would this result in double counting? In this framework, the cost of advertising is reflected
both as part of the final demand for soap and digital services. Soloveichik (2015), whose
barter model operates in a similar way, argues that this is not the case. The consumption of
digital services is not predicated on the consumption of advertised goods. As such, the value
households place on free digital services is independent of how much they value advertised
products, like the soap in our example. She writes:

One might argue that advertising-supported media is an intermediate input em-
bedded in final output, and therefore, our experimental methodology double-counts
advertising-supported media. However, that argument assumes that consumers
can’t watch advertising-supported media without buying the products. From a legal
standpoint, that’s not true. Advertising-supported media is available to everyone
without any purchase requirements. The market price for advertised products only
covers the products themselves, not the shows on which they’re advertised.

The difficulty with using this framework lies in identifying suitable shadow prices for
complimentary digital services. Although we illustrate that market equivalent pricing could

5https://ourworldindata.org/internet
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potentially resolve the valuation issue6, not all free digital products have readily accessible
paid alternatives. For instance, it is difficult to imagine paid alternatives to search engines,
online maps, and social media. Perhaps, the way forward is to consider different tiers of
valuation (see appendix 2.A).

2.3.2 Case 2: Measuring the value of digital leisure time

In the previous case, we show how to account for digital services as an output from selling
viewership to platforms. For measures of changes in income using compensating variation,
what is being valued is the time spent on leisure services rather than the services themselves.
This constitutes an extension of the household production satellite account.

Table 2.3: Extended household satellite account

Output Inputs GVA

Housing Services 349 202 147
Transport 189 43 147
Nutrition 196 102 94
Clothing 4 1 3
Laundry 69 14 55
Childcare 212 33 179
Adult Care 45 7 38
Voluntary activity 22 0 22
Digital Leisure 65 40 25

Total without Digital Leisure 1,086 401 685
Total with Digital Leisure 1,151 441 710

We provide a simple illustration of this possible extension in table 2.3. The extension
would involve the inclusion of an additional activity, “Digital Leisure”, which captures the
value from the production of leisure activities enabled by digital services. In this context, the
value of digital services would be recorded as inputs to the activity. As proposed by Schreyer
(2021), we can use WTA value from surveys and experiments to estimate a shadow wage for
households, which would form part of gross value added.

There is no reason for this extension to be limited to digital leisure. Other household activ-
ities are also enabled by free digital services. For instance, a large percentage of households
refer to Youtube videos or Instagram reels when preparing home-cooked meals. Similarly,
many individuals use free online maps to navigate to their destinations. In this context,
complimentary digital services can be considered inputs in transportation and nutrition ac-
tivities.

6We will discuss in Chapters 3 and 4 some practical ways how to implement this approach. We provide
a detailed methodology as well as some estimates.
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2.4 Concluding remarks

In this essay, we propose a set of frameworks for the accounting of free digital services. In
the first case, we value the digital services directly, extending the barter framework first
proposed by Soloveichik (2015). An alternative would be to measure household production
of leisure services enabled by digital services.

We explain how equivalent variation and compensating variation measure different aspects
of the benefits of free digital services. The choice of which measure to employ would depend on
the policy question the measurement exercise aims to address. Are we interested in the value
of digital services themselves or are we interested in the value of household activity enhanced
by these services? Are we interested in comparing the value of digital products to the value
of goods and services recorded in the National Accounts? Or perhaps we are interested on
how these services are improving the productivity of households in producing own-account
services? Answering these questions would determine which approach is appropriate.

Future work in this field should also examine the contribution of free digital services to the
production of market goods and services. There is little work in this area. As we discuss in
section 2.A.2, one possible measurement strategy would be to estimate a production function,
which incorporates free digital products as part of inputs. For this endeavor, we imagine that
time-use surveys could be used to provide indicators of how much workers spend using free
digital services in their work routine.

While there is not much research on this, the linkages between free digital service providers
and producers of market goods is very relevant in terms of describing how the internet is
shaping human society. It answers the question, to what extent are these businesses vulner-
able to shocks in the provision of these services?
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Appendix

2.A Valuation for non-market activities

Measuring the value of goods and services without a market—and consequently, outside the
production boundary of the National Accounts—is not a new endeavor. A number of non-
market activities, such as government services and services from owner-occupied housing–are
currently included in standard GDP estimates. Moreover, some satellite accounts focus on
extending the production boundary of the SNA to include non-market activities. In this
section, we focus on the valuation methods employed by a particular type of non-market
account: the environmental satellite account. We then draw parallels with some aspects in
the digital economy, highlighting how methods for the valuation of ecosystem services can
be used for the valuation of free digital services.

Since the release of the seminal paper by Leontief et al. (1974), many economists and
statisticians have expressed interest in measuring the contribution of the environment to
overall economic activity. These efforts eventually led to the development of the System of
Environmental Economic Accounting (SEEA), a statistical framework designed to produce a
set of aggregates describing environmental assets and flows and their relation to the market
economy.

A key feature of the SEEA is its consistency with the accounting principles of the core
SNA framework. The framework stresses that the valuation of environmental assets and
ecosystem activities should follow the same valuation principles employed for other assets
and activities in the National Accounts. The rationale for this is to allow for comparability
with other macroeconomic aggregates. The SEEA Ecosystem Accounting manual writes:

In ecosystem accounting, the primary motivation for monetary valuation using
a common monetary unit or numeraire is to be able to make comparisons of
different ecosystem services and ecosystem assets that are consistent with standard
measures of products and assets as recorded in the national accounts. This requires
the use of exchange values. In turn, this facilitates the description of an integrated
system of prices and quantities for the economy and the environment that is a core
motivation of the SEEA Ecosystem Accounting. (SEEA Ecosystem Accounting,
par 8.2)

Maintaining consistency with the SNA provides the advantage of having a benchmark for
analysis. This adds to the usefulness of aggregates generated using the SEEA framework.
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2.A.1 Valuation for ecosystem accounting

The SEEA Ecosystem Accounting manual recommends a range of techniques that can be em-
ployed for the estimation of the monetary value of these flows. These methods include: the use
of prices from similar markets, residual value approach, productivity change method, hedonic
regression, replacement cost method, travel cost method, avoided damage cost method, and
simulated exchange value method (see United Nations (2014), Atkinson and Obst (2017)).
We will not discuss the details of each approach in this paper. However, our goal is to discuss
the context in which some of these valuation methods are employed and reflect on their
possible applications for the measurement of the digital economy.

SEEA dismisses the role of contingent valuation and stated preference in providing a
sound valuation methodology for environmental accounting. It argues that these approaches
would incorporate consumer surplus into the estimated value of ecosystem services. Since
it is the intention of environmental accounting to maintain consistency with the valuation
principle of the National Accounts, SEEA suggests any valuation techniques that may incor-
porate consumer surplus to the value of ecosystem services should not be considered without
appropriate adjustments and a validation.

In a report commissioned by the World Bank, Atkinson and Obst (2017) discusses three
channels in which ecosystem services benefit households. They argue, that choice of valuation
techniques should depend on these channels. In this section, we describe these three channels,
provide some examples, and enumerate the recommended valuation method for each of the
channels.

ES#1: As input to production. Here, we can think of ecosystem services as intermediate
inputs to the production of market goods and services. For this channel, it is assumed that
the value of ecosystem services is embedded in the value of market goods. For instance,
natural pollination is required for some agricultural activities. The goal of valuation, in this
case, is identifying the contribution of ecosystem inputs to the value of market goods.

Recommended valuation methods: Production function approach, change in productivity.

ES#2: As substitute or a complement for the market goods. Here, ecosystem services can
be inferred from related market goods, which can either be a substitute or a complement.
For instance, the value of the ecosystem services provided by the beach is complementary to
travel expenses. For this example, the idea is that market goods are combined with ecosystem
services to produce another product. Another example is when market goods can substitute
for ecosystem services. For instance, the value of flood control systems can be used to partially
infer the value of mangroves (or at least the flood prevention function of mangroves). For
this channel, revealed preferences approaches—such as hedonic regression and travel cost
approach—are used for valuation.

Recommended valuation methods: Price of similar products, travel cost method, hedonic
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regression.

ES#3: As a direct contributor to household utility. Here, ecosystem services are directly
consumed by the household. The value of ecosystem services is distinct from market activity.

Recommended valuation methods: Stated preferences, contingent valuation, simulated ex-
change value.

While the SEEA is cautious about the use of stated preferences for the valuation of
ecosystem services, Atkinson and Obst (2017) noted that these methods can be used as a
starting point for constructing estimates close to exchange value. They argue that demand
curves can be estimated using stated preferences, which is the initial step for simulating a
market for ecosystem services.

The main point of Atkinson and Obst (2017) is that context matters for valuation. They
argue that the way ecosystem services should be valued depends on the three channels listed
above.

2.A.2 Parallels with the digital economy

In this section, we discuss how the taxonomy provided by Atkinson and Obst (2017) can
be used in the context of the digital economy. One can find parallels to the challenge faced
by ecosystem accounting to those encountered by economists attempting to measure the
value of free digital services. First, the goal of both measurement exercises is to develop a
set of methodologies, which can provide a shadow price for non-market activities. Second,
maintaining consistency with the valuation principles of the SNA will add to the usefulness
of the estimates. Users of the data would be able to compare the value of activities from the
digital economy with other activities from the broader market economy.

As with ecosystem services, one can argue free digital services can also benefit households
through the three channels defined by Atkinson and Obst (2017) and so measured in a
similar way. In table 2.A.1, we outline the different channels in which free digital services
can have an impact on households. we also provide some examples and possible methods for
the estimation of the monetary value of the service.

As with ecosystem services, free digital products can also benefit households as inputs to
production (ES#1). Productivity tools such as Google Docs and Google Sheets are being
used by many professionals in their daily work activities. Taxi drivers have started using
Google Maps to allow them to get to their destinations much faster. For this channel, we
can assume that the value of digital services in embedded in the price of market goods and
the role of valuation is to estimate the contribution of these services to the total value of the
market product.

The value of free digital products can also be inferred from the value of related market
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goods (ES#2). This is more apparent for the case of substitutes. we will discuss this in detail
in the following section.

Table 2.A.1

Channels Examples Possible valuation methods

ES#1 As inputs to produc-
tion.

Googles maps as an input to
transportation services like Taxis,
Google Scholar for researchers,
Google Docs, Google Sheets for
many industries.

Production function; change in
productivity

ES#2: As substitute or a
complement for the market
goods.

Amazon as a trading platform,
ride-hailing apps such as Uber,
food deliver apps, and online bank-
ing, free versions of goods with pre-
mium services.

Market substitutes, hedonic re-
gression

ES#3: As a direct contrib-
utor to household utility.

Online maps, social media, stream-
ing sites.

Stated preferences and simulated
exchange value method

Lastly, some digital services are distinct from the value of market products (ES#3). Social
media is a prime example. It is difficult to think of any market product that functions
similarly to platforms such as Facebook or Twitter. We can say the same for other forms of
digital services such as search engines, review websites (Yelp, etc), and online maps. Since
these services are detached from market transactions, this makes the estimation exercise
more challenging. As such, perhaps the best way to arrive at the value of these flows would
be to ask households directly how much they value these flows through stated preferences
or contingent valuation surveys and experiments. Results from stated preferences estimate
demand curves that can be used to arrive at simulated exchange value. Though this would
also involve making some assumptions on the institutional arrangement for the provision of
the digital service.

For this category of services, it may be necessary to employ stated preference methods
for the estimation of the value of these flows. One possible way to elicit Willingness to Pay
is by asking survey respondents:

“If Meta, the company that owns and operates Facebook, plans to discontinue offering the
social networking site for free, what is the acceptable monthly subscription price that you
are willing to pay in order to gain access to Facebook as it is now?”

While WTP is not exactly equivalent to exchange value, it can be a starting point for the
generation of simulated exchange values. This approach requires information from a demand
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curve (which can be generated from a stated preference study) and some assumptions on the
supply curve to estimate the exchange value of goods and services. Caparrós et al. (2017)
demonstrates the use of this approach for the estimation of ecosystem services for certain
leisure parks in Italy (see. table 2.A.1). The approach was also recommended by Atkinson
and Obst (2017) and SEEA Ecosystems Accounting manual (see United Nations (2014)) for
the estimation of the value of ecosystem service flows.

Figure 2.A.1: Simulated exchange value for recreational service by ecosystems in Cazorla

Note: The figure shows the SEV estimates Caparrós et al. (2017) for select nature sites in Cazorla, Italy.

Since surveys and online experiments are expensive endeavours, the use of stated prefer-
ences can be limited to digital products that are distinct from market activities. As such,
their value cannot be inferred from other market activities. However, this provides a powerful
tool for measuring the value of free digital services.

A challenging aspect for free digital services, however, is that some services can cut across
channels. In particular, many products that provide utility directly to households (ES#2
and ES#3) can also be used in the production of market goods (ES#1). For instance, while
Google Docs is often used for work, the service can also be used for keeping personal notes.
Google maps can be used by Taxi drivers, but it can also be used by tourists and commuters.
This makes it a bit challenging in terms of identifying the proper valuation method for certain
products. As such, stated preference studies which aims to estimate the value of free digital
services should take this into consideration in the design of their measurement instrument.
It must be clear to the respondents that the goal of the survey (or experiment) is to elicit the
value they derive from the personal use of these service. Measuring the value of free digital
services used in the production of market goods should be a separate endeavour. For such
exercise, time-use surveys can be employed to estimate the working hours spent using free
digital services.
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2.B Price setting for freemium platforms

Consider a platform offering services through the freemium model. The platform would have
three sides: 1) side I is defined as the premium or paid users; side J as free users, and side K
as advertisers. The platform maximizes its profits by choosing the network size of one side:

π(N I , NJ , NK) = (P I(N I , NJ , NK)− CI)N I + (P J(N I , NJ , NK)− CJ)NJ+

(PK(N I , NJ , NK)− CK)NK − cN INJNK
(2.13)

where CI , CJ , CK are the marginal costs of providing the service for sides I, J , and K
respectively, and cN INJNK is the fixed cost of connecting both sides of the platform.

Premium users

The first order condition of the platform’s profit-maximizing problem is:

∂π

∂N I
= P I + P I

I N
I − CI + P J

I N
J + PK

I NK + cNJNK = 0

Re-arranging yield:

P I = CI + cNJNK − P I
I N

I − (P J
I N

J + PK
I NK) (2.14)

Similar to two-sided platforms, the first three terms represent the firm’s marginal cost less
the inverse hazard function rate of demand (or market power) µI = −P I

I N
I = P I

I /ϵ
I where

ϵI is the elasticity of demand (see Weyl (2010)). The final two terms represent the additional
revenues extracted from side J from an additional user of side I and the additional revenues
extracted from side K from an additional user of side I. Weyl (2010) describes this as the
external benefits from the provision of service on side I. Prices for side I can be expressed
as:

P I = CI + cNJNK︸ ︷︷ ︸
marginal cost

+ µI︸︷︷︸
market power

− (P J
I N

J + PK
I NK)︸ ︷︷ ︸

external benefits

. (2.15)
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Users of the free version

The first order condition of the platform’s profit-maximizing problem is:

∂π

∂NJ
= P J + P J

J N
J − CJ + P I

JN
J + PK

J NK + cN INK = 0

Re-arranging yield:

P J = CJ + cN INK︸ ︷︷ ︸
marginal cost

+ µJ︸︷︷︸
market power

− (P I
JN

I + PK
J NK)︸ ︷︷ ︸

external benefits

. (2.16)

For free users, platform pricing is similar to those for newspapers. The external benefits
to advertisers, represented by PK

J N are larger than the combination of marginal cost and
the possible market power distortion the platform could extract. Moreover, the additional
revenues platforms extract from the side of paying users from the presence of free users
represented by P I

JN could also lower the price. We can think of this as network benefits.
A good example is Zoom, where the wide usage of Zoom allows the company to sell paid
versions to some users. Because of the combination of these factors, the market price levied
to users of side J is zero.

Advertisers

The first order condition of the platform’s profit-maximizing problem is:

∂π

∂NK
= PK + PK

K NK − CK + P I
KN

I + P J
KN

J + cN INJ = 0

Re-arranging yield:

PK = CK + cN INJ︸ ︷︷ ︸
marginal cost

+ µK︸︷︷︸
market power

− (P I
KN

I + P J
J N

K)︸ ︷︷ ︸
external benefits

. (2.17)

The external benefits to free users in side J are negative. This marks up the price expe-
rienced by advertisers, by the unit amount P J

KN
J .
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2.C Additional figures

Figure 2.C.1: Global advertising expenditures

Source: Statista.com, accessed 8 April 2024.
Note: Data for the years 2022 to 2024 are based on forecasts.
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CHAPTER 3: How much is Videoconferencing Worth?
Measuring the Value of Free Digital Services

ABSTRACT

The goal of this study is to estimate and examine the value derived by households from
the utilization of free digital services. For this exercise, we estimate value from the final
consumption of three forms of free digital services: videoconferencing, personal email, and
online news. As our measurement strategy, we employ the prices of“premium”or paid internet
services as a proxy for the value of their free counterparts. We also use hedonic regression in
order to extract the value of the ‘free component’ of these products and untangle them from
the value of the premium-exclusive components. Our final estimates show that in 2020, the
aggregate gross value derived by households from the consumption of the three digital services
was between £7.0 billion and £25.4 billion, which is 0.57 to 2 percent of household final
consumption expenditures (HFCE). We also observe that the value derived by households
from consuming these products is growing much faster than HFCE. Our estimates show that
in 2020, the initial year of the COVID pandemic, real household final consumption decline
would have been 0.07 to 0.13 percentage points slower had the value of the three digital
services been incorporated in the estimates.

3.1 Introduction

While free digital services such as videoconferencing, personal email, and online news have
profoundly impacted people’s lives, their welfare contributions are not explicitly reflected
in official statistics. Existing frameworks for the compilation of macroeconomic aggregates
are mostly concerned with the estimation of economic activity with explicit market value1.
The National Income Accounts present the value of goods and services at market prices.
With free digital products, however, it is possible for households to derive utility by using
online services that they do not pay for. In this instance, the increase in household utility
would not have a corresponding entry in either the production or expenditure side of the
National Accounts. As Hulten and Nakamura (2017) put it, “[a]n important implication is
that a general increase in the availability of information can increase consumer utility without
increasing GDP.”

1The exceptions being the estimation of the value of ownership of dwellings, own-account production,
own-account production of goods, and government services.
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Moreover, the substitution between free digital products and traditional market products
causes existing estimates of national output to become a misleading indicator of welfare (see
Coyle (2019)). A slowdown in GDP growth could be a result of households spending more
time on free internet activities rather than market activities (i.e. using Google Maps rather
than buying an actual map from the store). This makes it difficult to assess how technological
innovations have improved people’s lives.

The goal of this research is to estimate and examine the value derived from free digital
goods2 in the context of national income accounting. For this exercise, we estimate the gross
value from the consumption of three forms of free digital services: videoconferencing, personal
email, and online news. As our measurement strategy, we apply market-equivalent pricing for
the valuation of free digital services. In particular, we employ the price of premium versions
of digital services as proxies for their free counterparts. For instance, we use the price of paid
versions of Zoom as a source of valuation for its free version. We also use hedonic regression
in order to extract the value of the free component from these products and untangle them
from the value of the premium-exclusive component. Hedonic regression is an econometric
approach wherein the price of a good is expressed as a function of its characteristics3, with
the goal of estimating the price, or willingness to pay, for the set of “characteristics” included
in the specification.

Our final estimates show that in 2020, the aggregate gross value derived by households
from the consumption of the three forms of digital services was between £7 billion and £25.4
billion. This is around s 0.57 to 2 percent of the UK’s household final consumption. We
also observe that the value derived by households from consuming these products is growing
much faster than aggregate household consumption. Our estimates show that in 2020, the
initial year of the COVID pandemic, the real household final consumption decline would
have been 0.07 to 0.13 percentage points slower had the value of the three digital products
been incorporated in the estimates. This tells us that the availability of free internet services
was partially able to reduce welfare loss as a result of the lockdown.

Whether GDP can be considered a measure of welfare is a hotly debated topic. In the
simplest sense, GDP is regarded as a measure of production, expenditures, and income,
but not necessarily welfare. Scholars from the other side of the argument assert that while
GDP is not exactly a measure of welfare if output is measured correctly, the application of
price deflators transforms GDP into a volume index that represents changes in aggregate
utility over time (see Coyle (2015) and Dynan and Sheiner (2018)). For this essay, we do
not try to make any normative assertions about whether GDP should be used to measure
well-being. We understand the limitations of GDP as a welfare measure. Rather, we enter
the conversation saying that if we want GDP to represent welfare better, this is one way to
do so. Moreover, we do not advocate that GDP should be replaced as an official statistic.
In line with previous studies (see a discussion by Heys et al. (2019) on expanded welfare
measures beyond GDP), we aim to generate a separate set of statistics that complements

2While it can be argued that digital products are services rather than goods, for the purposes of this
research, we use the terms goods and services interchangeably.

3In this context, characteristics are features that describe the good. For cell phones, they can be RAM,
storage space, camera quality, etc.
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GDP, the same way satellite accounts do.

We also would like to clarify that in the context of this research, value relates to the value
of final consumption as defined in the SNA. Implicitly, value would reflect the product of a
volume (or quantity) measure and its unit price. In National Accounts terminologies, this is
referred to as accounting value. The unit price would also reflect exchange value rather than
use value. Effectively, our definition of value is not the same as consumer surplus or other
welfare measures. The reason why we define value this way is to allow for consistency with
other National Accounts aggregates. This improves the usefulness of the estimates as we
are able to benchmark our figures to the value of other products reported under household
final consumption expenditure. In the context of productivity, consistency with the SNA also
allows us to compare our estimates with the value of other produced goods and services in
the economy.

Our estimation methodology is also designed to capture service flows and not the value
of the assets used to produce these services. Again, this decision was made to maintain
consistency with National Accounts aggregates that we want to benchmark against, such as
GDP and household final consumption, all of which represent flows. As such, the value of
digital products is not necessarily linked to the company valuation of their service providers
(i.e. Google, Meta, etc.).

This study contributes to the growing empirical literature that aims to quantify the eco-
nomic contribution of free digital products. As of the time of writing of this manuscript,
there is no consensus on how to estimate the value of free services. Empirical works on the
valuation of free digital services can be classified under two main categories, depending on
the approach they take. As discussed in the previous chapter, these are: 1) those involving
the contingent valuation approach and 2) those employing the total cost approach.

This study expands the literature in three ways. First, to the best of our knowledge, this
is the first study that employs prices of similar market products as a source of valuation for
free digital products. While market equivalent pricing has been applied by compilers of the
National Accounts to estimate the implicit price of non-market products and non-monetary
transactions such as imputed rentals, own-account production of goods by households, and
barter transactions, this approach has never been used in the context of free internet prod-
ucts. By doing so, we overcome some of the limitations of both the total cost approach and
the contingent valuation studies. Unlike the total cost approach, the aggregate we generate
is a function of the number of users of the good, thus, by construction, it guarantees that the
value derived by an additional user is reflected in the estimates. Moreover, the use of market
prices for similar products is a common approach to valuation in the National Accounts. As
such, valuation based on this strategy is fully consistent with the SNA’s accounting frame-
work.

Our second contribution is, to our knowledge, the first study to focus on valuing digital
services distributed under the “Freemium” model. While the total cost approach aligns well
with the core principles of the National Accounts, its application has been limited to free
media where production costs can be attributed to advertising and marketing. However,
services using the freemium model are sometimes not funded by advertising and marketing,
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leading to potential underestimation of their output when using the total cost approach.

Our third contribution is our estimation of the aggregate value of free digital services in
the UK and its impact on the British economy. To our knowledge, studies that estimate the
total value of free digital services are focused only on the US (i.e. Nakamura et al. (2017),
Brynjolfsson et al. (2020), and Jamison and Wang (2021)). While the survey of Coyle and
Nguyen (2023) was conducted in the UK, they did not estimate the aggregate value of free
digital services and their contribution to the UK economy. Our study would be the first to
provide insight in this area.

The outline of this essay is as follows. In section 3.2, we discuss and synthesize the empirical
literature on the measurement of free internet services. In section 3.3, we detail our estimation
strategy. In section 3.4, we show and describe our data. We then discuss our results and
preliminary estimates in section 3.5. We end this essay with concluding remarks and our
strategies moving forward.

3.2 Empirical Literature

Various studies have been conducted attempting to estimate the economic contribution of
free digital services to the economy. We classify these studies into two main categories,
depending on the approach they take. These are 1) those involving the contingent valuation
approach and 2) those employing the total cost approach. We will discuss each approach and
provide a synthesis later on in this essay.

3.2.1 Contingent Valuation Approach

The contingent valuation approach is designed to determine how much individuals value
free digital services. Since the digital services that these researchers are attempting to value
are already free, they are unable to ask them how much they are willing to pay (WTP)
in order to gain access to those products. Instead, they try to acquire information on how
much compensation individuals are willing to receive for abstaining from these services. This
approach is intended to capture the respondents’ willingness to accept (WTA), which in
theory should be equal to the WTP if close substitutes are available (see Hanemann (1991))

Corrigan et al. (2018) conducted auctions to determine their respondents’ WTA for ab-
staining from the use of the social media website Facebook. The average bid that their
auctions generated varied, depending on how long participants were required to deactivate
their accounts in order to receive compensation and the population that the respondents
belonged to. All groups required at least an annualized WTA of $1,000 to give up the said
social network. The students’ cohort reported the largest annualized mean WTA at $2,076.

Similarly, Brynjolfsson et al. (2019b,a) conducted incentive-compatible discrete choice
experiments in two separate laboratories to determine the value derived by individuals from
free digital products. The goal of their exercises was to generate an augmented version of
GDP, one that incorporates the benefits of free products. Their first experiment aimed to
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estimate the contribution of Facebook to the US economy. Participants were asked to either
1) keep their Facebook account, or 2) give up Facebook for a month and get paid $E4. To
estimate the demand curve for Facebook, they fitted a logistic regression model with the
respondent’s decision to keep or give up the social media site as an outcome variable and
the monetary value (in log scale) as the predictor variable.

The most recent results found that the median WTA of giving up Facebook was about
$42.17 a month in 2017. They considered the intercept for the demand curve they fitted as
Facebook’s reservation price ($2,152) and proceeded to the measurement of the contribution
of the social media site to the US economy or welfare. The authors estimate that Facebook
contributed an equivalent of $231 billion from 2003 to 2017, or $16 billion a year. They also
estimate that US GDP growth would have been 0.11 percentage points faster had the welfare
gains from Facebook been accounted for in the estimates.

Brynjolfsson et al. (2019a) also generated estimates of the value of other free products.
In a university in the Netherlands, they employed the same methodology to test the valu-
ation of Instagram, Snapchat, Skype, WhatsApp, digital Maps, LinkedIn, Twitter, as well
as Facebook. Overall, they were able to analyze the responses from 426 participants. They
found that the median WTA they got from the participants in the Netherlands is twice as
large as those from the US ($100). The authors estimate the annual percentage contribution
of these products to welfare growth would have been as follow: 0.82 percentage points for
Whatsapp, 0.11 percentage points for Facebook, 0.07 percentage points for digital maps, and
0.01 percentage points for Instagram.

Jamison and Wang (2021) employed the same approach in the US following the Coron-
avirus Disease (COVID-19) pandemic to arrive at WTAs for various online services, namely
internet search, email, maps, video, e-commerce, social media, music, instant messaging,
and video conferencing5. Similar to the Brynjolfsson et al. (2019a) study, their experiment
involves asking their respondents whether they are willing to abstain from the use of the
said internet services for an amount X, where X is a randomly generated price point. They
also employed a logistic regression model to estimate the demand curves for each good. For
2020, the highest mean valuation they arrived at was from email services ($2,095) and the
lowest was from Zoom ($44.93). They also found that the mean WTA for all internet services
covered by their study increased following the pandemic.

Coyle and Nguyen (2023) conducted an online survey to estimate the WTA of online
products in the United Kingdom. Employing a YouGov online panel, the researchers asked
their participants how much they were willing to be compensated in order to give up a variety
of products, which includes both traditional products and free services. The services that were
identified in the survey include email, search engines, online banking, online maps, radio, TV,
traditional and online news, streaming services, and social media, among others. In terms
of comprehensiveness, the study covers far more products than the study of Brynjolfsson

4They randomly assigned participants to discrete price points: E = (1, 10, 20, 30, 40, 50, 60, 70, 80, 90,
100, 1000).

5With the exception of Zoom, their research design did not involve asking individuals to abstain from
using specific service providers. Rather, they classified these services into ad-hoc groups of internet activities.
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et al. (2019a) and Jamison and Wang (2021). However, none of the participants were actually
compensated for giving up the services mentioned in the survey and random selection was not
considered. Moreover, there was no randomization procedure involved in the data acquisition.

Coyle and Nguyen (2023)’s survey was conducted in two rounds, one in February 2020
and another in May 2020. The first round had a sample size of 10,500 adults while the
second round had a smaller sample size of 1,600 adults. Coincidentally, the gap between
the two rounds coincided with the national lockdown in the UK. They found that following
the lockdown, the value attached by individuals to free products such as Facebook and
WhatsApp generally increased.

Coyle and Nguyen (2023) constructed demand curves from the percentage of their partic-
ipants who were willing to give up the respective services for the given compensation level.
The authors did not, however, construct measures of aggregate monetary values of welfare
from free services.

Table 3.2.1 compares the WTA derived by the different studies employing the contingent
valuation approach. It can be noticed the WTA values from the Coyle and Nguyen (2023)
are substantially larger than other estimates in this literature.
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Table 3.2.1: Comparison of WTA estimates for select digital products

Brynjolfsson et al. (2019b) Corrigan et al. Brynjolfsson et al. (2019a) Coyle and Nguyen (2023) Jamison and Wang

(2017) (2018) US Netherlands May (Mean) May (Median) (2021)

Facebook – 155.3 42.2 77.8 78 6.6-13 –
Instagram – – – 5.1 36.9 0-0 –
LinkdIn – - – 1.3 10.1 0-0 –
Twitter – – – <1 20.9 0-0 –
Snapchat – – 1.6 16.6 0-0 –
Social Media 26.8 – – – – – 140.3
Whatsapp – – – 384.1 103.8 13-32.5 –
Messenger – – – – 64.1 0.1-6.5 –
Instant Messengers 12.9 – – – – – 310.7
Maps 304 – – 47.6 57.7 6.6-13 1,157.6
Skype – – 0.2 16.3 0-0 –
Zoom – – – – – 44.9
Videoconferencing – – – – – – 337.5
Search engines 1,460.8 – – – 180.2 65-129.8 8,703.3
Personal email 701.2 – – – 192 129.9-324.5 2,095.7

Note: Table compares the estimated monthly WTA by Brynjolfsson et al. (2019b), Corrigan et al. (2018), Brynjolfsson et al. (2019a), Coyle and
Nguyen (2023) and Jamison and Wang (2021). Figures are in USD. For comparability, WTA estimates by Brynjolfsson et al. (2019a) and Coyle
and Nguyen (2023) were converted using their respective yearly average exchange rates during the period of data gathering. WTA estimates were
acquired at different time periods. In particular, data by Brynjolfsson et al. (2019a) for the US (Facebook) were acquired in 2017; data from the
Netherlands were acquired at different dates: January 2009 for Facebook, February 2004 for Whatsapp, October 2010 for Instagram, May 2003 for
LindkIn, August 2003 for Skype, and March 2006 for Twitter. No inflation adjustments were applied to the data. Annual data from Brynjolfsson
et al. (2019b) and Coyle and Nguyen (2023) were divided by 12 to generate an approximation of the monthly value.



3.2.2 Total Cost Approach

The total cost approach employs the cost of producing free services to represent the value
consumers derive from them. Many services that are freely available on the Internet are
financed either through advertising or marketing expenses. For instance, YouTube is largely
financed by advertisers. In the National Accounts, these expenditures are recorded as part of
intermediate consumption. In the total cost approach, these expenditures would be recorded
under Final Consumption Expenditure to reflect the welfare gained by households from
consuming these services.

Soloveichik (2015) argued that the provision of free digital services is a product of a barter
transaction between advertisers and internet users. She states that households are producers
of data and, as unincorporated enterprises, they sell their viewership to advertisers through a
barter transaction. Advertisers finance the production of the free digital services that house-
holds consume. Using this concept, she developed experimental estimates of US GDP, which
considers advertising expenditures as part of household consumption. Because of the decline
in advertising spending since 2000, the estimated GDP growth for the experimental esti-
mates was smaller by 0.001 percentage points compared to the original estimates. Nakamura
and Soloveichik (2015) extended this measurement strategy to include other countries. They
found that globally, advertising-supported media accounts for less than 0.5 percent of GDP.
Their results also show the global GDP growth would be faster by 0.019 percentage points
per year, had advertising-supported media been included as part of household consumption.

The full implementation of the above concept was executed by Nakamura et al. (2017),
where they also imputed the value of the viewership households sell to advertisers. They also
included free services that were financed through marketing expenditures in their estimates.
These expenditures include corporate spending on content and other promotional material
that are not part of advertising. Expenditures on free mobile apps fall into this category. Their
estimates show that GDP growth estimates for the US would be faster by 1.53 percentage
points in the period 2005 to 2015.

Van Elp and Mushkudiani (2019) of Statistics Netherlands applied the same principles
to estimate the contribution of free services to the Dutch economy. They used advertising
expenditures to represent the value households derived from free digital services. They found
that free digital services would account for 1 to 3.4 percent of the Dutch GDP and 2.3 to
7.8 percent of its household final consumption. In a presentation to the Economic Statistics
Centre of Excellence 2021 conference, Heys and Taylor (2021) noted that the Office of Na-
tional Statistics is also attempting to employ this approach to measure the contribution of
free internet platforms to the UK economy.

In a recent paper, Van Elp et al. (2022) introduced the concept “final consumption by
business”, which incorporates the free services provided by firms to households, as part of the
firms’ marketing strategy. If included as part of final consumption, these services would be
around 3.0 to 4.7 percent of GDP in 2019. The inclusion of these services would also cause
year-on-year GDP growth to be faster by 0.3 to 0.5 percentage points.
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3.2.3 Synthesis of related works

While there have been a number of attempts to measure the value of free digital services, there
is still no consensus as to how their economic impacts should be measured. Quantifying the
degree to which these services are having an impact on welfare and productivity is becoming
increasingly relevant, especially during the recent pandemic when many countries enforced
lockdown measures to contain the virus, and much of the world’s population was forced to
work from home.

The goal for most of the empirical studies is to generate a statistical aggregate represent-
ing the value derived by households from the consumption of free digital services. This is
analogous to household final consumption in the expenditure side of the National Accounts.
Moreover, most of these studies (i.e. Nakamura et al. (2017), Brynjolfsson et al. (2019a),
Jamison and Wang (2021), and Van Elp and Mushkudiani (2019)) constructed augmented
GDP statistics, those that incorporated the value of free digital services.

The main advantage of the total cost approach is that it requires little change to the core
accounting principles of the SNA. Measuring non-market outputs in terms of the total cost
of producing them follows the practice for other non-market goods and services that are cur-
rently being recorded as part of GDP. This includes output from governments and non-profit
institutions serving households (NPISH). However, they also suffer the same disadvantages,
in that they have a limited ability to reflect welfare changes6 (see Bean (2016)).

If the goal of developing an augmented set of accounts is to estimate the welfare gains
from free services, then the total cost approach would be lacking for such an endeavor. For
many digital services, the marginal cost of production for every unit of consumption is close
to (if not equal to) zero. Welfare gains from every increment of usage would be likely to be
understated by this approach.

Nakamura et al. (2017) noted this in their paper saying: “[W]e do not capture a welfare
measure of the value of Google Maps [and other free gods], but only measure the cost of
providing it. This could be viewed as an underestimate of the contribution of this ‘free’ con-
tent to output and productivity—but it is consistent with the standard national accounting
methodologies for estimating industry output and input.”

An alternative to this is the use of contingent valuation or stated preferences approach
to estimate the welfare benefits of free digital services. A growing number of studies are
employing contingent valuation techniques to estimate the value individuals derive from free
services. Since valuation is based on the individual, it should be easy to generate a measure of
aggregate value to consumers by multiplying the value per user by the number of users. The
advantage of this approach is that it captures the incremental level of welfare received from
an additional user of the service in the aggregate. The main disadvantage of this approach,
however, is that it would introduce inconsistencies with the core accounting principles of the
SNA if aggregated with estimates of national output.

The valuation of goods and services in the SNA is based on exchange value. Paragraph

6This is because output = input.
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3.118 of the 2008 SNA writes:

The power of the SNA as an analytical tool stems largely from its ability to link
numerous, very varied economic phenomena by expressing them in a single ac-
counting unit. The SNA does not attempt to determine the utility of the flows and
stocks that come within its scope. Rather, it measures the current exchange value
of the entries in the accounts in money terms, that is, the values at which goods,
services, labor or assets are in fact exchanged or else could be exchanged for cash
(currency or transferable deposits). (see United Nations and others (2009))

Exchange value is a product of the intersection between the supply curve and the demand
curve, which is the market’s WTP at each level of quantity demanded. Standard economic
theory predicts that with small income effects WTA and WTP should be equivalent or
at least, close to each other (see Willig (1976) and Randall and Stoll (1980)). However,
Hanemann (1991) showed in an analytic framework that the values are not equal, with WTA
being greater than WTP, for goods with little to no close substitutes. This was corroborated
by a randomized control trial by Shogren et al. (1994).

Nordhaus (2006) also cautions about the use of subjective measures such as contingent
valuation. He argued that valuing non-market activities based on this approach will introduce
inconsistencies in an expanded set of accounts He writes:

National-income accountants generally prefer valuation techniques that have an
objective behavioral component, whether in market prices or individual actions.
Valuation techniques that are largely subjective and based only on survey infor-
mation alone—such as contingent valuation—are difficult to validate and should
be avoided where possible, but may be needed in some areas.

Moreover, considering how integral free digital services are to people’s lives, it is not
surprising that the WTA of these services is substantially high. To put this in perspective,
consider the case of electricity. The final consumption of electricity is recorded in GDP in
terms of its volume (kilowatt hour consumption) multiplied by its price ($ per kilowatt hour).
If you ask individuals how much they are willing to be compensated to give up electricity
for a month, people would likely provide values that are higher than the amount they pay
for electricity in a given month.

This is also reflected in the findings of Coyle and Nguyen (2023), where they also asked
their respondents for their WTA for traditional products. The authors found that (for May
2020) the mean WTA for paid goods and services like printed newspapers (£430), Cinema
(£589), and Netfix (£1,373) are substantially higher than their market price, which is the
valuation used in the SNA. As such, one can argue that aggregates generated from contingent
valuation may not be truly consistent with GDP and other aggregates compiled using the
same accounting framework. In a way, estimates from this approach may reflect the level of
welfare individuals receive from having access to these services, but they are not necessarily
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comparable with estimates of final consumption of the product, as measured by National
Accounts7.

While it can be argued that the value of free digital services can be recorded in a satellite
account (as recommended by Schreyer (2021)), even satellite accounts attempt to preserve the
core accounting principles of the SNA. For instance, the System of Environmental-Economic
Accounting (SEEA), the international standard for the compilation of satellite accounts
for the environment, recommends the use of valuation based on exchange (see paragraph
9.22 of United Nations (2012)). Other methods–such as direct surveys and binary choice
experiments–are not recommended by the SEEA without validation or some form of adjust-
ment (see paragraph 9.24 of United Nations (2012)). The reason for this restriction is to
maintain the internal consistency of the account with the core national account estimates.
If the goal is to measure the contribution of non-market output, such as ecosystem services,
to total human activity, it is necessary that the accounting principle for non-market transac-
tions should be consistent (or at least similar) to the accounting principles applied to market
transactions in order to ensure comparability.

Schreyer (2021) argues that estimates from these approaches can be interpreted as part
of household production of services. We can think of this as similar to the value of childcare
done by members of the family or the preparation of home-cooked meals. For these exer-
cises, respondents value the time they spent engaging in household leisure enabled by digital
services. As such, valuations derived from their approach do not reflect the value of the ser-
vices themselves but the time spent on leisure activities. Digital services, in this context, are
inputs to the production of leisure services, in the same way grocery items are inputs to the
preparation of meals.

While estimates from contingent valuation studies provide valuable insight into welfare
and the value of home production, this approach is limited in terms of providing estimates
comparable to the value of other services to the National Accounts aggregates8. Moreover,
Schreyer (2021) argues that the median WTA likely reflects the value added from leisure
services. A complete set of household accounts on digital leisure would require the value of
intermediate inputs as well to come up with gross output.

What is missing from the literature is an estimation strategy that captures the welfare
gains from the consumption of free services, and is consistent with the accounting framework
of the SNA. We address this gap in the literature by employing the price of premium versions
of free goods as a source of valuation for their free counterparts.

7As an example, aggregate welfare estimates from this approach cannot be compared with estimates the
gross value from the consumption of hotels and restaurants, as reflected in household final consumption
expenditures.

8Estimates from this approach are more comparable to estimates of home production in the Household
Satellite Accounts
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3.3 Estimation Strategy

In this study, we apply market-equivalent pricing for the valuation of free digital services. In
particular, we employ the price of premium versions of digital services as proxies for their
free counterparts. This strategy is not new for the valuation of non-market products and
non-monetary transactions. The SNA suggests the use of prices of products from similar
markets as a source of valuation when prices cannot be explicitly observed. Paragraph 3.123
of the 2008 SNA states:

When market prices for transactions are not observable, valuation according to
market-price-equivalents provides an approximation to market prices. In such
cases, market prices of the same or similar items when such prices exist will
provide a good basis for applying the principle of market prices. Generally, mar-
ket prices should be taken from the markets where the same or similar items are
traded currently in sufficient numbers and in similar circumstances. If there is
no appropriate market in which a particular good or service is currently traded,
the valuation of a transaction involving that good or service may be derived from
the market prices of similar goods and services by making adjustments for quality
and other differences. (see United Nations and others (2009))

Compilers of National Accounts statistics often use the market price of similar products
to impute the value of certain non-market goods and services and non-monetary transac-
tions, such as services from owner-occupied housing, extraction of groundwater, agricultural
products for own consumption, barter transactions, remuneration in kind, among others.
Compilers of the Household Satellite Accounts also use this strategy to value household ser-
vices such as childcare. As discussed in the previous Chapter, the use of price of similar
market goods is grounded on the assumption that these products provide the same benefit
as the free digital product.

Subscribers to premium services would have access to the services provided by the free
version with the addition of other features exclusive to the premium version. One can argue
that the price of the premium versions pp would have two components: a ‘freely-available’
pf and a premium component pz. If the relationship of the two components is additive, the
price of premium services can be expressed as,

pp︸︷︷︸
price of premium service

= pf︸︷︷︸
‘freely-available’ component

+ pz︸︷︷︸
premium-exclusive component

. (3.1)

The component ‘free component’ can be interpreted in two ways. From the producer’s per-
spective, the free component would represent the cost of producing services that are also avail-
able for free, if one chooses to consume it separately from the bundle of premium-exclusive
services. Meanwhile, from the perspective of consumers, this represents the value derived
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by households from the consumption of the services that they can also acquire through the
free version of that good. It reflects the household’s WTP for the services that are likewise
present in the free version.

There are certain advantages to valuing free services this way. First, it avoids the problem
of inconsistencies with the measurement principles of the National Accounts. This problem
is typically encountered by contingent valuation studies, where they utilize WTA as a proxy
for WTP. Moreover, this approach would only produce values no greater than how much
consumers would actually be willing to pay for the purchase of digital services.

The second stems from how aggregates can be derived using implicit prices. As with
traditional services, gross value can be calculated by multiplying the implicit price of free
services pf with a measure of volume qf . This volume measure can be represented by the
number of individuals employing the free service. As such, the calculated aggregate value
from free services would increase with the number of users enjoying the service. This is in
contrast to the total cost approach. As discussed in the previous section, if the marginal cost
of producing the free good is zero (or close to zero), then the additional unit of consumption
for that good would not be recorded in the aggregate calculated with the total cost approach.
Since the aggregate to be calculated is explicitly a function of volume, it is easier to argue
that the gross value generated by this approach would be closer to the concept of welfare.

The challenge is to isolate the prices attributable only to the services present in the free
versions. We employ hedonic regression to disentangle the price attributable to free services
from the price of their premium versions. This strategy effectively limits the scope of our
estimation to services having paid counterparts.

3.3.1 Hedonic Regression

The Lancaster (1966) model suggests that households derive utility from “characteristics”
rather than the products per se. For instance, individuals do not consume houses, but the
characteristics associated with houses such as their ability to shield from the elements, secu-
rity from other people, and the overall aesthetics of the structure, to name a few. Hedonic
regression applies this principle by allowing for the estimation of how characteristics are able
to contribute to the value of goods (see Groshen et al. (2017)). This method has been used
to generate quality-adjusted price indexes (see Triplett (2006), de Haan and Diewert (2013),
Groshen et al. (2017)) and the estimation of the willingness to pay for producing particular
characteristics of goods (see de Haan and Diewert (2013)).

For this research, we employ hedononic regression to estimate the implicit price of free
digital products using prices of their “premium service” counterparts. In particular, we limit
the scope of this exercise to videoconferencing services, personal email, and online news,
although these are not the only free services that have paid counterparts. We assume that
premium versions of these services are imperfect substitutes for the free versions. As such, the
price of premium versions would reflect the willingness to pay for the utility derived from the
consumption of the services. In this case, the price of the paid version of free digital products
would reflect the marginal utility of these products as a characteristic, which is also present
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in their free version. However, we cannot simply use the market price of premium services
as a proxy for free services because the former also incorporates the marginal value attached
to characteristics that are present in premium versions but are not present in free versions.
For instance, Zoom and Microsoft Teams allow for the creation of breakout rooms in their
premium versions but not in the free versions of their services. Their prices reflect this and
employing these prices to impute the value of free products would yield biased estimates.
Hedonic regression allows us to control for these characteristics and estimate the price of
these services once premium-exclusive characteristics are removed.

The hedonic regression approach assumes that the price pp of a good p can be expressed
as a function of its characteristics zin and a random error term εi. Thus, We have,

pp = f(zi1, ..., zi,n, εi) (3.2)

for a good with n characteristics. The marginal contribution of each characteristic can be
estimated through a regression framework. In this study, we employ the logarithmic-linear
(or semi-log) model9. In this exercise, we employ a modified time dummy variable model
given by:

log(pti,j) =
J∑

j=1

T∑
t=1

(δj × τ t) +
K∑
k=1

βkZi,j + εi,j (3.3)

where log(ptij) represents the the natural log of the prices at year t. The index i indicates
the plan type (Standard, Pro, Business, etc) while the index j represents the service provider
(Zoom, Cisco Webex, Microsoft Teams, etc). The list of service providers and their respective
pages are listed in the appendix. These prices are regressed against a set of characteristics
contained in matrix Zij and a set of service provider fixed effects δj. Details on the char-
acteristics are described in section 3.4. In our specification, the term (δj × τ t) represents
the interaction term between the service provider dummies δj and year dummies τ t. This
ultimately generates separate intercept terms for each service provider for each year. We
interpret each of the intercept terms as the quality-adjusted price for each service provider
j for time t. The error term εij is assumed to be normally distributed with mean 0 and
constant variance. For this study, we follow the technical guidance of Aizcorbe (2014) and
those of de Haan and Diewert (2013). One of the difficulties in implementing the hedonic
approach is its sensitivity to the regression specification. It is critical that all characteristics
that determine the price should be included as explanatory variables, otherwise this would
lead to omitted variable bias. We incorporate all features advertised on the service provider’s

9An alternative is the linear specification where the levels of prices are used as the dependent variable.
Diewert (2003) noted that it is more appropriate to employ the log-linear model for technological prod-
ucts since it often mitigates the problem of heteroskedasticity as their prices tend to have a log-normally
distribution.
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websites that are not multicollinear with the service provider fixed effects.

In a typical regression framework10, the intercept term a0 represents the expected value of
the dependent variable if the value of all explanatory variables are zero. In the context of this
research, this parameter represents the average (log) price of free products if the value of all
premium-exclusive characteristics is netted out. As such, exp(a0) would reflect the shadow
price of the free version of digital products. Since we allow each service provider to have
a different intercept for each point in time, our hedonic regression equation would produce
separate quality-adjusted price indices for each service provider. To impute the price of free
digital services, we take the average of these quality-adjusted price indices for the specific
year (see table 3.4). For videoconferencing and email, we also include continuous variables as
regressors that cannot be assumed to be zero. These are the number of participants in the case
of videoconferencing and the mail storage in the case of email. We assume a certain value for
these variables (z1) in the prediction model and multiply them by their coefficient. Lastly, the
expectation of the error term E(log(εij)) should be taken into consideration in the estimation
of the price, otherwise, the estimates would be biased. The standard correction suggested
by the literature (see Pakes (2003); Aizcorbe (2014); Erickson (2016)) is the inclusion of the
term exp(0.5V ar(εij)) for a log-linear model. The imputed price of free videoconferencing
can be calculated by the expression:

p̂t =

[
1

J

J∑
j=1

exp(δ̂j × τ̂ t)× exp(β̂1log(z1))

]
× exp(0.5V ar(ε̂ij)) (3.4)

In the area of official statistics, this approach has been adopted to generate quality-
adjusted price indices for technological products by the US Bureau of Economic Analysis
(Groshen et al., 2017) and the UK’s Office of National Statistics (Office for National Statis-
tics, 2018, 2019b,a).

One limitation of our approach is that we were only able to control for characteristics
that were stated on the service providers’ websites. It is possible that other characteristics–
such as speed, size of the subscriber network, and aesthetics of the interface, to name a
few–would affect prices but are not explicitly indicated as a feature of the service as stated
in their websites. Moreover, traits like the subscriber network are often undisclosed, and the
aesthetics of the interface are difficult to quantify. We try to address this by incorporating
service-provider fixed effects δj, which are intended to control for these differences. It is
assumed that characteristics such as those mentioned earlier are specific to the providers of
the service and their marginal contribution to prices should be absorbed by dummy variables.

10Consider a typical regression equation yi = a0 +
∑K

k=1 βkXi + εi where outcome yi is expressed as a
linear function explanatory variables contained in matrix Xi
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3.4 Data

Hedonic price imputation requires information on subscription prices and characteristics.
Data on 22 videoconferencing service providers, 13 email service providers, and 10 news sites
were acquired. For videoconferencing and email, the providers were identified by entering the
keywords “paid videoconferencing services”, and “paid email service”, which returns websites
that list top providers of these services. For online news, the list of providers included in
the study was based on the report by the Office of Communications (Ofcom) for News
Consumption in 202011. There are platforms that allow for videoconferencing but do not
offer premium (paid) services, such as Discord, Facebook Messenger, and WhatsApp, among
others. The same goes for email and news. These providers were not included in our data set
since we require price data for the regressions.

We used the website Internet Archive (www.archive.org), a US-based digital library, to
acquire data for the years 2017 to 2020. The website allows for public access to past versions
of websites, allowing us to acquire information on prices and characteristics from previous
years. A description of the panel structure for the hedonic regressions is discussed in appendix
3.A.

On average, the price of videoconferencing appears to be increasing over time (see table
3.4.1). The average price of videoconferencing in 2017 was $25.5. This increased to $46.4
in 2021. However, the average number of participants each call can accommodate increased
as well. In 2017, the average number of participants for videoconferencing services was 72.5
participants. This increased to 183.2 participants in 2021. If we normalize the prize to the
number of participants, prices actually declined from $0.8 in 2017 to $0.4 in 2021. This could
reflect improvements in technology, which we see in the trend of other information goods
(see Roser and Ritchie (2013)).

The data also shows the average price of email services is increasing over time from $7.8 in
2017 to $9.7 in 2020 until prices fell to $7.2 in 2021. The range of prices was stable between
$1.0 to $57.0 from 2017 to 2020. If we normalize the price to the amount of mail storage,
prices are actually stable (hovering between $0.7 and $0.8) from 2017 to 2020, until they fell
to $0.5 in 2021.

The data shows that the price of online news is increasing over time. The average sub-
scription price in 2017 was $13.4. This increased to $19.2 in 2021. While the maximum
subscription price increased to $67.0 in 2021 from $34.0 in 2017, the minimum price stayed
the same at $3.1 for all years in the panel.

3.5 Results

In this section, we describe the price estimates generated by our model and compare them
to the WTA value from other studies. For a detailed discussion of the regression results, see

11https://www.ofcom.org.uk
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Table 3.4.1: Descriptive statistics over time

2017 2018 2019 2020 2021

Videoconferencing

Ave Price (in USD) 25.5 38.7 34.6 48.5 46.6
Ave Participants 72.5 228.4 237.6 173.3 183.2
Ave Price per Participant 0.8 0.6 0.4 0.4 0.4
Total Plan Types 33 37 45 59 69
Number of Providers 12 12 15 20 22

Email

Ave Price (in USD) 7.8 22.3 22.9 10.0 7.7
Ave Mail Storage (in GB) 58.8 40.0 25.6 23.0 23.2
Ave price per GB 0.5 0.9 0.9 0.7 0.5
Total Plan Types 26 30 32 37 37
Number of providers 9 10 10 13 14

Online News

Ave Price (in USD) 13.4 13.0 12.1 18.7 19.2
Total Plan Types 14 13 13 14 14
Number of providers 10 10 10 10 10

Note: The table shows the mean prices for paid versions of videoconferencing services, personal email,
and online news from 2017 to 2021. The table also shows the average number of participants and the
average price per participant for videoconferencing, the average mail storage space and price per storage
space for email, as well as the total plan types and number of providers for each year in the data set. All
prices are in $and mail storage is expressed in gigabytes (GB). A detailed discussion of the data can be
found in appendix 3.B.
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appendix 3.B.4.

3.5.1 Shadow price of free digital services

We impute the price of free digital services using equation 3.4. We used the confidence interval

for the coefficient of the number of participants ˆ[βU
1 , β

L
1 ] to generate our upper and lower

bound estimates of the price12. For online news, however, this is not possible because the
regression does not incorporate any continuous variable. As such, we only take the average
of the upper and lower bound estimates of the quality-adjusted price indices, δj for email in
order to generate interval estimates of its shadow price.

The specification in equation 3.4 requires us to assume a value for the continuous variable,
z1. For videoconferencing, this is the number of participants. The number of participants
for free videoconferencing services is different for each provider. The top three messenging
apps that offer free videoconferencing features are Whatsapp, Facebook Messenger, and We
Chat13. The maximum number of participants for both Whatsapp and Facebook Messenger
is 8 while the maximum for We Chat is 9 participants. The maximum number of participants
for other popular applications offering free videoconferencing services also varies: for Viber,
it is 20 participants, for Discord, 25, and for Telegram the maximum is 1,000. To be on
the conservative side, we adopt the assumption of 8 participants for the generation of our
price estimates. This is consistent with the maximum number of participants for Whatsapp
and Facebook Messenger, the two largest providers of free videoconferencing at the time of
writing.

Since mail storage is also a continuous variable, the prediction model requires us to assume
a level of storage space for the price estimation. Similar to videoconferencing, the mail storage
limit is different for each provider. In terms of users, the top three providers of personal email
are Gmail (Google), Outlook (Microsoft), and Yahoo. Both Gmail and Outlook offer 15 GB
of storage while the storage limit of Yahoo is 1 terabyte. In this exercise, we assumed storage
space of 15 GB, which is based on the storage space per person of Gmail and Outlook.

12While it is also possible to generate the confidence interval for the quality-controlled price indices of each
service provider δj , the standard errors for the said coefficients are small. So much so that the difference
between the upper and lower bound estimates would be immaterial.

13Statista Research Department (2021b)
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Figure 3.5.1: Imputed price of videoconferencing, personal email, and online news

Note: The figure shows and shadow price estimates for videoconferencing, personal email, and online
news, generated by the prediction model in equation 3.4. The price estimates, upper and lower bound
estimates can be viewed in appendix 3.F.

We present our estimates for the shadow price of videoconferencing, personal email, and
online news in figure 3.5.1 (see appendix 3.F for the table showing the interval estimates of
the price levels for each year). Of the three forms of digital services covered in this study, our
price estimate for videoconferencing was the lowest. Our estimates show that the shadow
price for videoconferencing was approximately $0.40 in 2020, lower compared to $1.14 in
2017. This decline is consistent with the decline in the price per participant that we observe
in table 3.4.1. For personal email, we estimate a shadow price of about $6.0 in 2020, slightly
higher than the 2017 estimate of $5.5. Based on 95 percent prediction intervals, however,
estimates across years for personal email are not statistically different from one another. As
such, we cannot make any conclusive conjecture on the price trend for email. The largest
price estimate we generated across the years is for online news. Our estimates show that the
shadow price of online news is approximately $9.1. As with email, we observe no apparent
trend for the price movement of online news across time.
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3.5.2 Validity and Robustness Check

Several efforts were made to test the validity of our estimation procedure. First, we compare
our shadow price estimates to the estimated price of each characteristic, with the assumption
that the majority of the value of each service would come from the core feature of the service,
which can be found in the free version. Second, we use our model to predict the average price
of the premium version and compare these estimates with the observed mean prices from
the data. We find that these estimates satisfy our validity criteria. We discuss the details of
this test in appendix 3.G.

We show in tables 3.G.1, 3.G.2 that predictions from the hedonic regression model are all
within the intervals of the observed mean price. To us, this implies that our model is effective
in approximating the price of paid platforms. We also find that the implied value of digital
services accounts for the largest share of the predicted price. We believe that makes sense.
If the value of premium-exclusive features dominates the price, then that implies what users
are paying for when they subscribe to the premium version does not include the value of the
service that is also available in the free version. However, our validation exercise suggests
that the estimated value of services available in the free version accounts for the largest
share of the estimated price for email (see table 3.G.5) and online news (see table 3.G.6),
and constitutes the second largest share in the case of videoconferencing (see table 3.G.4).

Price estimates from hedonic regressions can also be sensitive to characteristics included in
the specification. It is possible that the inclusion or exclusion of any explanatory variable in
the regression can result in substantial changes in the estimates. Therefore, we examine the
degree to which our price estimates would change given varying specifications. Our selection
criteria for the inclusion of explanatory variables in the hedonic regression was aimed at
maximizing the number of characteristics we can incorporate in the empirical model given
the information set published by the service providers on their websites. The goal of this
approach is to minimize omitted variable bias. We wanted to assume with confidence that
all steps were taken in order to incorporate all observable characteristics in the baseline
specification. One of the pitfalls of this approach is that it could result in overfitting. The
coefficient estimates for some of the characteristics in regression results displayed in the
results tables are not statistically significant. A more parsimonious model could be a better
fit for our purposes. As such, we perform forward, backward, and stepwise regressions to
test the robustness of our price estimates to changes in specifications. We find that for most
specifications, our shadow price estimates are not materially different from those generated by
other models. We find that our estimates do not deviate too much from the prices generated
by more parsimonious models.

A full discussion on the robustness checks is in appendix 3.H.

3.5.3 Comparison with other studies

We compare our imputed prices of videoconferencing, personal email, and online news to
the WTA estimates by other authors, namely Brynjolfsson et al. (2019a), Coyle and Nguyen
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(2023), and Jamison and Wang (2021). For videoconferencing, the comparison can be viewed
from figure 3.5.2 (table 3.5.2).

Brynjolfsson et al. (2019a) and Coyle and Nguyen (2023) did not ask their respondents
about their WTA for videoconferencing as a general service. Rather, they asked the par-
ticipants for their WTA for Skype (which, for the longest time, was almost synonymous
with videoconferencing). We compare their estimates for Skype to the estimates from the
hedonic regression, considering that they are the closest to videoconferencing, conceptually.
Coyle and Nguyen (2023) also asked their respondents about their valuation for Whatsapp
and Facebook Messenger, the two most popular providers of videoconferencing service in
the UK. We include these estimates in our comparison. Another important note is that the
experiment described by Brynjolfsson et al. (2019a) was carried out in 2003. In our attempt
to make the estimate as comparable as possible, we inflate their estimates using the Dutch
CPI inflation from 2003 to 2020.

The mean WTA estimates from the online survey of Coyle and Nguyen (2023) for Skype,
Messenger, and Whatsapp are higher than those generated by the hedonic regression. Their
median bands are substantially lower compared to the mean estimates. For Messenger the
mean estimate is 243 folds higher than the median, while for Whatsapp, the mean estimate
is higher by a factor of 261. 14 This suggests that many individuals reported extreme value
in their response to the survey, causing the mean estimates to be very high.

The estimates by Jamison and Wang (2021) for videoconferencing is also considerably
higher than the estimates from the hedonic regression. It is interesting to note that for
Jamison and Wang (2021), their median WTA for videoconferencing is 7.5 fold greater than
that of Zoom, which is one of the most popular service providers at the time of their study.
WTA estimates for videoconferencing, as a general service, was between $228.9 to $446.2.
This is the highest estimate recorded for this category of digital services.

Not counting the median band for messenger by Coyle and Nguyen (2023), only the
estimates of Brynjolfsson et al. (2019a) coincide with the interval estimates from the market-
equivalent pricing. This is true even when the estimates are inflated to 2020 price levels. It
is possible that during the time when the experiment was conducted, videoconferencing was
not as essential to daily work activity. Therefore, people valued it less. It would be interesting
to know if they would arrive at the same value if they conducted the exercise today.

The same pattern can be observed for both personal email and online news. We compare
the estimates to those from Coyle and Nguyen (2023) and Jamison and Wang (2021) in
figure 3.5.3 (table 3.I.2). For both services, estimates from the hedonic imputation is sub-
stantially lower than the WTA estimates from the contingent valuation studies. We offer two
explanations for this observation.

14The median band for Skype by Coyle and Nguyen (2023), which we assume meant that it is less than
zero. Therefore, we did not include it in the comparison.
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Figure 3.5.2: Comparison of WTA values with the price imputations for videoconferencing

Note: The figure compares the WTA estimates from Brynjolfsson et al. (2019a), Coyle and Nguyen
(2023), and Jamison and Wang (2021) with the price estimates from the hedonic regression. Estimates
by Brynjolfsson et al. (2019a) in column (2) were inflated to 2020 prices using Dutch CPI inflation from
2017 to 2020. Figures can be viewed from table .

It is possible that respondents from the contingent valuation studies are not able to
internalize the available substitutes. For instance, when they are asked how much they are
willing to be paid to give up online news, they are not thinking that they can purchase
printed news as a substitute for online news when they make their choice. As such, the
individual’s willingness to pay for the consumption of news service, in that case, would not
necessarily equate with how much they are willing to be compensated for giving up access to
the service entirely. Furthermore, we see from the Coyle and Nguyen (2023) study that these
discrepancies extend to traditional goods and services where their WTA are substantially
larger than their market equivalent.
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Figure 3.5.3: Comparison of WTA values with the price imputations for email and online
news

Note: The figure compares the WTA estimates from Coyle and Nguyen (2023) and Jamison and Wang
(2021) with the price estimates from the hedonic regression. Figures can be viewed from 3.I.2.

This is not surprising. As discussed in the previous chapter, Schreyer (2021) argues that
instruments that elicit WTA likely capture the value of the household activity (leisure in
the case of Facebook) rather than the digital products themselves. In this framework, digital
services are inputs to the activity. Hence, it makes sense that the unit value of the activity
would be higher than the unit value of their inputs.

3.6 Gross value of free digital services

To estimate the aggregate willingness to pay for free digital services, we multiply its imputed
price from equation 3.4 by a volume measure. The total monetary value of free services V t

can be expressed as,
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V t =
F∑

f=1

p̂fq
t
f (3.5)

where pf is the shadow price15 of free digital good f and qtf is a measure of its volume (or
quantity). The expression V t would represent the aggregate value derived by individuals from
the consumption of free internet services and could be part of household final consumption.
This begs the question, what is the most appropriate measure of volume for our purposes?

There are two ways one can think about volume when it comes to digital services 1) the
number of times an individual accesses a specific service (every time a person opens or uses
the application), and 2) simply having access to the service (subscription). The first is more
intuitive. It assumes that utility is derived from the direct consumption of the good (i.e.
when a person eats at a restaurant). The second, one assumes that utility is derived simply
by having access to the service, whether they use it or not. An example of this is a gym
membership.

Figure 3.6.1

Note: The figure shows a screenshot of Table 5 Internet Access survey of the ONS, UK.

For our application, the only feasible course of action is to adopt the second case since
the only information we have on prices is based on subscriptions. The task of acquiring
reliable data on the number of subscribers to free services is not straightforward. This type
of information is not readily available from any source that we know of at this point. As such,
we estimate the number of individuals who have access to videoconferencing and video calls

15The price we generated from the hedonic regression was based on monthly subscriptions. To arrive at
the annual price, we multiply the imputed monthly price by 12.
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using the ONS’ Internet Access Survey and population statistics. In particular, we employ
table 5 of the ONS survey (see figure 3.6.1). We multiply the proportion of adults with access
to certain internet activities–which in our case is, “Making voice and video calls”, “Sending
and receiving emails”, and “Reading online news”–by the estimated number of individuals
aged 18 years and above based on the ONS’ population projection data set. We arrive at
the gross value of free services by multiplying our estimated number of subscribers for each
activity by their respective implied prices.

It is important to note that there would probably be double counting in the estimates
when we aggregate them with HFCE and/or GDP levels. The volume measure we used qtf
includes both free and paying users of the good. In order to appropriately aggregate these
estimates with official statistics, it is important either to identify the number of free users or
to net out the value derived by paying users. A counterargument to this is that individuals
who subscribe to paid services often subscribe to their free counterparts as well. For instance,
people who read the news through the paid version of Telegraph also read the news from
free sources such as the BBC or CNN. Therefore, while double counting may be a problem,
its effects on our estimates may not be so severe. Moreover, it is important to note that free
users account for the vast majority of digital service users. In many cases, premium users
only account for 1 percent16 of the total user base. As such, free users would account for the
vast majority of what is being captured by the ONS survey.

3.6.1 Estimates of the gross value of free digital services

At this stage, we interpret our estimates as measures of the gross value of free digital services.
As such, we consider our estimates as part of the consumption side of GDP rather than the
production side. The current price estimates of the gross value of digital services are shown
in figure 3.6.2. The initial figures that we generated were in USD. In order to be comparable
with the UK’s National Accounts data, we convert the estimates to GBP. We apply only
one exchange rate (which is the average exchange rate from 2017 to 2020), in order to avoid
having foreign exchange fluctuations affect our results.

Based on our estimates, the point estimate for the gross value of these services is £5.9
billion, higher by 9.2 percent than the £5.4 billion in 2017. The data shows that the gross
value of free digital services makes up 1.1 percent of Household Final Consumption Expendi-
tures and 0.6 percent of GDP in 2020. The interval shows that the gross value of free digital
services is between £3.2 billion to £11.1 billion in 2020.

16For Zoom, only 470,100 of their 200 millions users are subscribed to their paid service in 2020:
https://www.businessofapps.com/data/zoom-statistics/
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Figure 3.6.2: Gross Value of free digital services

Note: the interval estimate of the aggregate gross value for the three digital services, videoconferencing,
personal email, and online news, as well as the estimates for household final consumption expenditures
(HFCE) and gross domestic product by the ONS. All estimates are in million £. Figures can be viewed
from table 3.J.1 of appendix 3.J.

We also generate constant price estimates (see appendix 3.J) by deflating the nominal
figures with an implicit Laspeyres price index. We chose 2019 as the reference year in order
to be consistent with the ONS. We add the constant price estimates to the chain volume
measure estimates of the UK’s HFCE and GDP to generate“expanded HFCE”and“expanded
GDP” measures that include the consumption of these three digital products. We show the
growth rates in table 3.6.1.

For both 2018 and 2019, the gross value of free digital services has grown substantially
faster than both aggregate household consumption and GDP. Our estimates show that with
the inclusion of the three digital services, the decline in HFCE would have been slower by
0.03 to 0.1 percentage points in 2020. The decline in GDP for 2020, meanwhile, would be
0.02 to 0.09 percentage points slower with the inclusion of the value of digital services.
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Table 3.6.1: Growth rates of digital services and household consumption

2017-2018 2018-2019 2019-2020

HFCE 2.08 0.99 -12.94
GDP 1.71 1.60 -11.03

Digital services

Point Estimate 2.42 2.78 2.90
Lower 2.38 2.94 2.63
Upper 2.44 2.67 3.13

HFCE + digital services

Point Estimate 2.08 1.00 -12.88
Lower 2.08 0.99 -12.91
Upper 2.09 1.00 -12.83

GDP + digital services

Point Estimate 1.71 1.61 -11.00
Lower 1.71 1.61 -11.01
Upper 1.71 1.61 -10.97

Note: The table shows the growth rates of the household final consumption expenditure and gross
domestic product chain volume measure estimates of the ONS, constant price estimates of the gross
value of digital services, HFCE + digital services, and GDP + digital services. Figures are in percent.

As mentioned earlier, we employ the Internet Access Survey of the ONS for our baseline
estimates of gross value. The problem with this approach is that the survey was conducted be-
tween January and February 2020, before the UK government announcement of the lockdown
on 23 March. As such, it would not be able to capture any change in internet consumption
patterns during the pandemic. In order to assess the value derived by individuals from the
consumption of free services at the time of the national lockdown, we employ a different set
of indicators for our volume measure.

3.6.2 Effect of the pandemic on the gross value of free digital services

Since the Internet Access survey of the ONS was no longer representative of internet con-
sumption behavior during the COVID lockdown, we decided to employ data from the “2021
Online Nation” report of the UK’s Office of Communications (Ofcom). The report for this
year includes data on the share of the UK population engaged in certain internet activities,
such as video calling and email. Unfortunately, past reports do not contain the same infor-
mation. Therefore, linking estimates using figures from Ofcom with estimates derived using
the ONS data would produce a series that is not fully comparable. However, we feel that this
adjustment is necessary and more appropriate than simply employing the ONS data from
2020, which we know is not representative of the pandemic year.
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Figure 3.6.3: Gross value of digital services adjusted for Ofcom data, at current prices

Note: the interval estimate of the aggregate gross value (at current prices) for the three digital services,
videoconferencing, personal email, and online news, after estimates in 2020 is adjusted using Ofcom data.
All estimates are in million £. Figures can be viewed from table 3.J.3 of appendix 3.J.

Our estimates show that the point estimate for the gross value of free digital services was
at £6.6 billion in 2020, higher by 22.2 percent compared to the 2017 figures. The interval
shows that the gross value of free digital services is between £3.5 billion to £12.2 billion in
2020.

We present the growth rates of the gross value of digital services, calculated using volume
measures from the Ofcom report in table 3.6.3. In contrast to the earlier estimates, the gross
value from free digital services during 2020 grew by double digits. The impact on HFCE is
more substantial compared to earlier. Household consumption decline was slower by 0.06 to
0.19 percentage points, when including the free digital services. The estimates also show that
the inclusion of free digital services in GDP would have slowed its decline by 0.03 to 0.11
percentage points.
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Table 3.6.2: Growth rates of digital services and household consumption using Ofcom volume
indicators

2017-2018 2018-2019 2019-2020

HFCE 2.08 0.99 -12.94
GDP 1.71 1.6 -11.03

Digital services

Point 2.42 2.78 14.41
Lower 2.38 2.94 14.79
Upper 2.44 2.67 14.04

HFCE + digital services

Point 2.08 1.00 -12.84
Lower 2.08 0.99 -12.88
Upper 2.09 1.00 -12.75

GDP + digital services

Point 1.71 1.61 -10.97
Lower 1.71 1.61 -11.00
Upper 1.71 1.61 -10.92

Note: The table shows the growth rates of the household final consumption expenditure and gross
domestic product chain volume measure estimates of the ONS, constant price estimates of the gross
value of digital services, HFCE + digital services, and GDP + digital services. Figures are in percent.

3.6.3 Accounting for multiple provider usage

In our earlier estimates, we measured volume in terms of the number of individuals that
utilize certain categories of the free digital services we are concerned with. We take the share
of the population engaged in the activity (as reported by the ONS and the Ofcom surveys)
and multiply these figures with the population belonging to the age range covered by the
surveys. As such, a user of free digital services would be counted only once regardless of how
many providers of that service he or she employs.

In reality, people often use multiple service providers for the same purpose. For instance,
it is common that a person who uses WhatsApp for video calls would also engage the services
of other videoconferencing providers such as Facebook Messenger or WeChat. One can argue
that the utility received by individuals from the use of one service provider is separate from
the utility it derives from another provider17. In the case of market services, if a person
subscribes to both Netflix and Disney Plus, a subscription to the two services would be
counted separately in GDP and HFCE.

We generate a separate set of estimates, which accounts for the use of multiple providers.

17For videoconferencing, Whatsapp probably allows a person access to a network of people separate from
the network provided by WeChat.
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Ideally, the best way to achieve this is by employing the number of users for each service
provider. Unfortunately, precise data on the number of users are not readily available.

The top two providers of videoconferencing service (in terms of user share) in the UK are
Whatsapp and Facebook Messenger (see Statista Research Department (2021b)). The top
two most downloaded videoconferencing applications in the UK are Whatsapp and Telegram
(see Statista Research Department (2021a)). We employ the number of Facebook Messenger
users published by Statista Research Department (2022) and Statista Research Department
(2021c) for the number of Whatsapp users. We impute the number of telegram users by
taking the proportion of Telgram downloads to Whatsapp downloads in Statista Research
Department (2021a) and applying the ratio to the number of Whatsapp users for each year.

For online news, we estimate the number of individuals who read the news from the web
pages of the following news sources: BBC, Sky News, The Guardian, Daily Mail, Google
News, Youtube, Local Newspaper, Huffington Post, ITV, BuzzFeed, MSN, LADbible, Yahoo
News, The Sun, and The Metro. We use the data on the percentage of individuals who
identify as viewers for the respective source from Ofcom’s 2021 News Consumption report,
conducted by Jigsaw Research (2021). We multiply the share of news viewers/readers per
news source with the population estimates from the ONS in order to arrive at the number
of viewers/readers for each news source.

To arrive at the estimates of gross value, we multiply our indicators for the number of
subscribers for free videoconferencing and online news to the price estimates we generated
in section 3.5. Unfortunately, we are not able to find any data on the number of users for
Gmail, Outlook, or Yahoo Mail (the top three providers of free email services in the UK).
As such, we maintain our earlier estimates for email.
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Figure 3.6.4: Gross value of digital services accounting for multiple service provider usage,
at current prices

Note: The table shows the interval estimate of the aggregate gross value (at current prices) for the
three digital services, videoconferencing, personal email, and online news, accounting for multiple service
provider use. Figures can be viewed from table 3.J.5 of appendix 3.J.

Accounting for multiple service provider use, the estimates for the gross value of digital
services was more than doubled compared to the baseline figures. Our estimates show that
the gross value of digital services is around £13.3 billion in 2020. The interval estimates show
that the gross value of free digital services is between £7.0 billion to £25.4 billion in 2020
(see figure 3.6.4).
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Table 3.6.3: Growth rates of digital services and household consumption for multiple service
provider usage, at constant prices

2017-2018 2018-2019 2019-2020

HFCE 2.08 0.99 -12.94
GDP 1.71 1.60 -11.03

Digital services

Point Estimate 1.53 2.32 1.64
Lower 1.67 2.22 1.95
Upper 1.43 2.39 1.46

HFCE + digital services

Point Estimate 2.08 1.00 -12.82
Lower 2.08 1.00 -12.88
Upper 2.07 1.01 -12.71

GDP + digital services

Point Estimate 1.70 1.6 -10.96
Lower 1.70 1.60 -10.99
Upper 1.70 1.60 -10.90

Note: The table shows the growth rates of the household final consumption expenditure and gross
domestic product chain volume measure estimates of the ONS, constant price estimates of the gross
value of digital services, HFCE + digital services, and GDP + digital services. Figures are in percent.

Not surprisingly, the percentage points impact on GDP growth rates is also larger. Our
estimates show that the impact on real HFCE decline in 2020 was between 0.06 to 0.23
percentage points. For GDP, the impact on real GDP decline in 2020 was between 0.04 to
0.13 percentage points.

3.6.4 Discussion

Even accounting for multiple service provider use, the estimates that our methodology gener-
ated are small relative to the UK economy. Based on our results, free digital services account
for 0.57 to 2 percent of the UK’s HFCE in 2020 and 0.3 to 1.2 percent of the UK’s GDP in
the same year.

The figures that we generated, however, are likely conservative estimates of the true value
of free digital services for two reasons. First, we are unable to account for multiple service
providers use of email. It is possible that many internet users hold multiple accounts from
different free email providers. Second, we only accounted for the users of the top three
videoconferencing providers. Due to data constraints, our estimates do not include users of
Facetime, WeChat, Skype, and even Zoom. Both of these reasons are likely to cause our
estimates to have a downward bias. A third reason is that we are only accounting for three
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categories of free digital services. Given that this study does not include other widely-used
services like online maps, search engines, instant messaging, and social media, we argue that
a comprehensive analysis covering all free services would reveal an even more significant
impact on the UK economy.

25.4B − 7B

141.3B

87.2B

30.6B

114.4B

28.6B

127B

24.3B

68.8B

357.7B

55.7B

52.8B

120.1B

Housing and utilities

Miscellaneous goods and services

Transport

Food and non−alcoholic beverages

Recreation and culture

Restaurants and hotels

Furnishings & household equipment

Clothing and footwear

Alcoholic beverages, tobacco & narcotics

Education (Private)

Communication

Health (Private)

Free Digital Goods

0 100 200 300
Billion GBP

in billion GBP
UK's Household Final Consumption 2020, at current prices

Figure 3.6.5: Comparison with other expenditure items

Note: The figure compares the current price estimates of gross value of free digital services (accounting
for multiple provider use) in table 3.J.5 with other expenditure items under UK’s HFCE for 2020. HFCE
data is sourced from the ONS.

Despite this, we argue that our estimates for the value of free digital services are economi-
cally significant. Our estimates show that the gross value of free digital services was between
£7 billion to £25.4 billion in 2020. For context, the lower limit of our estimates is already 30
percent of the total final consumption expenditures for communications, which is at £28.6
billion (see figure 3.6.5). Meanwhile, the upper limit almost exceeds the value of the same
expenditure item.
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Figure 3.6.6: Comparing estimated impact to GDP with estimates from other studies

Note: The figure compares the estimated impact of digital services to GDP growth rates to the estimates
by Brynjolfsson et al. (2019a), Nakamura and Soloveichik (2015), Nakamura et al. (2017), and Van Elp
et al. (2022). All figures are expressed in percentage points.

We also compare our estimates to the findings of other authors (see figure 3.6.6). In par-
ticular, we compare the impact on GDP growth rates to the estimated impact by Nakamura
and Soloveichik (2015), Nakamura et al. (2017), Brynjolfsson et al. (2019a), and Van Elp
et al. (2022). It is important to note that these estimates cover different time periods and
that the four studies are concerned with the impact of free digital services on the US econ-
omy (in the case of Nakamura and Soloveichik (2015), Nakamura et al. (2017), Brynjolfsson
et al. (2019a)) and the Dutch economy (in the case of Van Elp et al. (2022)), as opposed to
the UK economy, which is the focus of this study. However, we believe that this comparison
would still provide valuable insight into how our approach differs compared to others.

The estimated impact on GDP growth rates of the three categories of free digital services
is close to the estimated impact of Brynjolfsson et al. (2019a) for Facebook. Their study
finds that the inclusion of Facebook would cause GDP growth to be about 0.5 to 0.11
percentage points faster, annually. Meanwhile, we find that the inclusion of three digital
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services in national production would contribute 0.07 percentage points to GDP growth (at
the maximum, 0.12 percentage points).

Our estimated impact on GDP growth is also close to those generated by Nakamura
and Soloveichik (2015) and Nakamura et al. (2017), both of which employ the total cost
approach. So far, Van Elp et al. (2022) recorded the largest impact on GDP growth (0.3
to 0.5 percentage points). It should be noted that the three studies intended to cover all
advertising-finance (and marketing-financed free media in the case of Nakamura et al. (2017)
and Van Elp et al. (2022)). Meanwhile, the estimates that we generate only cover three forms
of digital services. One can make an argument that our approach complements the estimates
of the total cost approach, since we cover freemium services that are often not financed by
advertising.

3.7 Conclusion and way forward

We demonstrate that the gross value of free digital services, such as videoconferencing,
personal email, and online news can be estimated using observable data. Our estimation
strategy overcomes some of the drawbacks encountered by previous research. First, unlike
contingent valuation studies, our approach does not introduce inconsistencies with the core
accounting principles of the National Accounts. As such, it would be possible to compare
the imputed value of free services to other aggregates such as household consumption (and
subcategories of consumption). Second, our estimation strategy does not suffer the limitations
of the total cost approach, since gross value, in our case, is linked to volume. If the marginal
cost of producing digital services is close to zero, an additional subscriber would not generate
incremental value for the economy when estimates are derived using the total cost approach,
unlike our chosen method.

Our estimates show that prior to the pandemic, the inclusion of the gross value of video-
conferencing, personal email, and online news, did not make any substantial change to the
growth of household consumption aggregates. During the pandemic year, however, the in-
clusion of these services in consumption would slow its decline by 0.07 to 0.2 percentage
points. This suggests that welfare, as measured by aggregate consumption, would have been
worse had it not been for the presence of these free services. While these impacts are rela-
tively small, it is important to note that we are measuring the value of only three categories
of internet services for this exercise. The inclusion of other internet services could have a
substantial impact on household consumption statistics and GDP.

The goal of this effort is to develop an initial template that other researchers can use to
estimate the contribution of free services to aggregate welfare. The natural extension of our
research is to apply the same methodology to other internet activities with paid counterparts.

Since our approach employs the price of premium services to derive the value of their
free counterpart, the method effectively limits our application to digital services with paid
versions. It is possible that in the subject of measuring the value of free services, multiple
approaches are needed to generate a complete picture.
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At this stage, we interpret our estimates as the value of consumption from free digital
services. With this interpretation, we think of households gaining utility directly from the
consumption of these services. Perhaps another interpretation of our results would be that
these services are also inputs to household production. For instance, videoconferencing and
email services are inputs to communication or leisure, as part of household production. Mov-
ing forward, it could be interesting to see how the value of these services fits as intermediate
consumption and contributes to productivity gains in household production, as measured in
the household satellite accounts (see discussion in Chapter 2).

At the moment, the confidence intervals of our estimates are large, which limits the useful-
ness of this approach. The large confidence interval is mostly from email and online news (see
figure 3.5.1), where we have a limited number of observations, especially in the case of online
news (see appendix 3.A.1). Expanding the samples by including less popular news sites and
providers could resolve this issue. In the methodology aspect, we also hope to test different
specifications for equation 3.4 to see how estimates change with different adjustments to the
error term.

While we understand that the estimates we generate are not perfect at measuring the
aggregate welfare value derived by households from the consumption of free services, we
believe they can serve certain objectives. First, it provides a source of external validity for
other studies aimed at generating estimates of the individual’s willingness to pay for free
services. Second, from a time series perspective, the aggregate generated by the estimation
methodology can serve as an indicator of how fast the value provided by free digital services
is growing. Lastly, the methodology employed is simple enough to allow for the regular
updating of the estimates, with little need for additional resources (as opposed to surveys
and randomized experiments). As such, estimates can be updated frequently, which will be
advantageous if these indicators are employed to guide short-term policies.
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Appendix

3.A Panel Structure

Table 3.A.1 shows the number of plan types for each service provider for each year. Each
provider often offers more than one plan type. The number of plan types in our data set is
greater for the years 2020 and 2021 than for the previous year. There are two reasons for this.
First, some of these service providers only started operations in recent years. Second, it is
possible that for some providers, their websites were not archived in past years. Their services
exist but there is no approach that we can think of that would allow us access to their data.
This might cause some bias in our estimates. However, we will show in the robustness check
that it would be better to maintain an unbalanced panel rather than to drop the service
providers where information cannot be acquired in all years in the data set.
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Table 3.A.1: Number of plan types for each videoconferencing provider for each year

2017 2018 2019 2020 2021 All Years

3CX (assuming 2) - - 2 2 2 6
Adobe Connect - - - 2 2 4
Blackboard - - - 2 1 3
Bluejeans 2 2 2 2 3 11
Circuit 3 3 3 3 3 15
ClickMeetings 6 7 7 12 12 44
Element - - - 3 4 7
Eyeson - - - 1 1 2
GoToMeeting 2 3 3 3 3 14
Google 3 3 3 2 2 13
HiBox - - 2 2 2 6
Lifesize 2 3 3 3 4 15
PGI 1 1 2 2 2 8
Proficonf - - - 2 2 4
Ring Central 3 3 4 4 4 18
Microsoft Teams - - - - 2 2
Uber 1 1 1 1 1 5
UMeeting - - - - 4 4
Cisco Webex 3 3 3 3 2 14
Whereby - - 2 2 2 6
Zoho 4 5 5 5 8 27
Zoom 3 3 3 3 3 15

Total Plan Types 33 37 45 59 69 243
Number of Providers 12 12 15 20 22 22

Note: The table shows the number of plan types for each service provider for each year.
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Table 3.A.2: Number of plan types for each email provider for each year

2017 2018 2019 2020 2021 All Years

Ctemplar - 6 7 4 4 21
Hey - - - 1 2 3
Hushmail - - - 3 3 6
Kolab 2 3 2 2 2 11
Mailbox 6 5 7 7 3 28
Mailfence 2 2 2 3 3 12
Outlook - - - 2 2 4
Pesteo 1 1 1 1 1 5
Rickspace - - - - 3 3
Runbox 4 4 4 4 4 20
Soverin 1 1 1 1 1 5
Thexyz 3 3 3 3 3 15
Tutanota 4 2 2 2 2 12
Zoho 3 3 3 4 4 17

Total Plan Types 26 30 32 37 37 162
Number of Providers 9 10 10 13 14 14

Note: The table shows the number of plan types for each service provider for each year.

Table 3.A.3: Number of plan types for each online news provider for each Year

2017 2018 2019 2020 2021 All Years

Bloomberg 1 1 1 1 1 5
Daily Mail 2 2 2 2 2 10
FT 2 2 2 2 2 10
Independent 1 1 1 2 2 7
NYT 2 1 1 1 1 6
Telegraph 2 2 2 2 2 10
The Economist 1 1 1 1 1 5
The Guardian 1 1 1 1 1 5
The Times 1 1 1 1 1 5
WSJ 1 1 1 1 1 5

Total Plan Types 14 13 13 14 14 68
Number of Providers 10 10 10 10 10 10

Note: The table shows the number of plan types for each service provider for each year.
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3.B Detailed description of the data

In this section, we describe in detail the data employed for the study. We show the mean,
standard deviation, minimum and maximum values for each provider. We also show the
count and corresponding share of each characteristic included in the regression.

3.B.1 Videoconferencing

The standard descriptive statistics of the monthly price for each provider of videoconferencing
services are shown in table 3.B.1. From the descriptive statistics, it can be noticed that the
range between the minimum and maximum prices is large [$1.0 to £750]. The standard
deviation is relatively large as well, which in this case is $88.4 (more than double the average
monthly price). The average price for the pooled data set is at $40.7. The likely reason why
this is so is because of the presence of services that are dedicated and optimized for webinars
and large online conferences.

Videoconferencing service providers cater to two types of customers 1) those that require
a venue for online meetings and 2) those needing to reach a broader audience (with 100 or
more participants). Zoom, one of the most popular videoconferencing service providers at the
time of the writing of this manuscript, was able to cater to both types of customers. However,
some service providers opted to specialize and cater to the second type of customers18. These
services are often priced higher than those that are targeted for smaller online meetings.

18In the case of Zoho and ezTalks, they offer separate plan types for the two sets of customers.
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Table 3.B.1: Summary statistics of monthly subscription price by videoconferencing provider

Ave SD Min Max

3CX (assuming 2) 1.2 0.2 1.0 1.5
Adobe Connect 90.0 46.2 50.0 130.0
Blackboard 508.3 418.6 25.0 750.0
Bluejeans 19.9 21.1 10.0 83.0
Circuit 9.8 5.5 4.5 17.1
ClickMeetings 109.5 108.4 25.0 500.0
Element 2.9 0.9 2.0 4.0
Eyeson 9.0 0.0 9.0 9.0
GoToMeeting 14.7 7.1 7.4 26.5
Google 11.2 7.0 4.1 25.0
HiBox 6.0 2.2 4.0 8.0
Lifesize 20.2 8.0 12.5 44.0
PGI 16.5 6.2 12.0 24.0
Proficonf 18.5 7.5 12.0 25.0
Ring Central 12.2 4.8 6.2 19.5
Microsoft Teams 8.5 4.9 5.0 12.0
Uber 15.0 0.0 15.0 15.0
UMeeting 56.2 65.0 10.0 150.0
Cisco Webex 22.1 7.8 13.5 39.0
Whereby 18.7 20.4 7.0 60.0
Zoho 24.6 17.5 2.5 63.0
Zoom 17.9 2.7 12.4 20.0

Total 40.7 88.4 1.0 750.0

Note: Table shows the mean, standard deviation, and the range for the monthly price for each of the
videoconferencing service providers. Price data are expressed in USD.

In table 3.B.2, the sample is divided into two segments: plan types that focus on par-
ticipants requiring large audiences or “webinar-focused” plans, and those that do not. We
identified 21 webinar-focused plan types in our data sets. As anticipated, the monthly aver-
age price is higher for the services that are focused on webinars compared to those that are
not. Plan types that are not focused on webinars have a mean monthly price of $14.6, sub-
stantially lower than the average for the pooled data set. Due to this source of heterogeneity,
we control for whether the plan type is webinar-focused in the hedonic regressions.
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Table 3.B.2: Comparison between webinar and non-webinar providers

Ave SD Min Max

Webinar focused

Price 112.2 149.1 10.0 750.0
Participants 374.6 885.0 25.0 5,000.0

Non-Webinar focused

Price 14.6 9.6 1.0 60.0
Participants 112.7 107.3 5.0 1,000.0

Total

Price 40.7 88.4 1.0 750.0
Participants 182.7 478.6 5.0 5,000.0

Note: Table shows mean, standard deviation, and the range for the variable’s monthly price and the
number of participants. The first panel is restricted to webinar-focused plans. The second panel is re-
stricted to non-webinar focused plan. The third panel comprised all plans in the data set. Price data are
expressed in USD.

Twenty-six characteristics were identified for inclusion in the hedonic regression. These are:
Number of participants, the ability to download recording, digital whiteboard, screen shar-
ing, media/file sharing/storage, breakout rooms poll/Q&A/raise hand, virtual background,
admin control, share control, transcription, multiple hosts, single sign-on, streaming, analyt-
ics/statistics/reporting, custom domain, branding, local and international calls, translations,
Microsoft integration, encryption, HD quality noise/echo cancellation, multishare, permanent
meeting rooms, calendar. In this set, only the number of participants is a continuous variable.
The rest are dummy variables that take the value of 1 if the characteristic is present, zero
otherwise.

Table 3.B.4 presents the number of observations possessing each of the respective char-
acteristics in the data set, as well as the percent share of the observation with said char-
acteristics. As mentioned earlier (with the exception of the number of participants), each
characteristic would be represented by a dummy variable with a value of 1 if the characteris-
tic is present in the particular plan, 0 otherwise. Information on the characteristics of these
services was acquired through the scraping of the service providers’ websites. One limitation
of this approach is that our information on characteristics is dependent on whether the ser-
vice provider was able to accurately reflect the features of their services on their websites. In
order to address this, we subscribed to the trial versions of these services in order to validate
the presence (or absence) of the said characteristics for each of the providers.
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Table 3.B.3: Summary statistics of videoconferencing data over time

Ave SD Min Max

2017

Price 25.5 25.6 4.5 145.0
Participants 72.5 95.2 5.0 500.0
Price per Participant 0.8 0.7 0.1 2.8

2018

Price 38.7 83.2 4.5 500.0
Participants 228.4 812.0 5.0 5000.0
Price per Participant 0.6 0.7 0.0 2.8

2019

Price 34.6 76.3 1.2 500.0
Participants 237.6 743.6 6.0 5000.0
Price per Participant 0.4 0.5 0.0 2.8

2020

Price 48.5 107.0 1.1 750.0
Participants 173.3 229.4 5.0 1500.0
Price per Participant 0.4 0.6 0.0 2.8

2021

Price 46.4 100.5 1.0 750.0
Participants 183.2 223.6 5.0 1500.0
Price per Participant 0.4 0.6 0.0 2.8

Note: Table shows the mean, standard deviation, and the range for the variables’ monthly price, the
number of participants, and the monthly price per participant (pricet/participantst) for each year from
2017 to 2021. Data on prices and price per participant are expressed in USD.

Table 3.B.4 shows the number of plan types possessing each of the respective characteris-
tics in Panel A and their proportion to the total number of plan types in Panel B. In terms
of their count and share of the total number of participants, videoconferencing services in
recent years possess more characteristics than past years. This may be a manifestation of
how technology is improving these services. Moreover, the pandemic might have contributed
to this, forcing some service providers to offer more services because the demand for video-
conferencing substantially rose during the lockdowns.
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Table 3.B.4: Frequency and share of premium-exclusive features from videoconferencing across time

Panel A: Count Panel B: Percent Share

2017 2018 2019 2020 2021 All Years 2017 2018 2019 2020 2021 All Years

Download Recording 25 28 33 47 55 188 75.8 75.7 73.3 79.7 79.7 77.4
Whiteboard 16 15 15 31 39 116 48.5 40.5 33.3 52.5 56.5 47.7
Screen sharing 32 36 40 56 66 230 97 97.3 88.9 94.9 95.7 94.7
Media/File Sharing/Storage 17 19 31 48 55 170 51.5 51.4 68.9 81.4 79.7 70
Breakout rooms 9 11 11 28 30 89 27.3 29.7 24.4 47.5 43.5 36.6
Poll/QnA/Raise hand 12 13 19 33 39 116 36.4 35.1 42.2 55.9 56.5 47.7
Virtual Background 3 3 3 6 13 28 9.1 8.1 6.7 10.2 18.8 11.5
Admin Control 12 9 18 43 55 137 36.4 24.3 40 72.9 79.7 56.4
Share control 7 7 7 21 23 65 21.2 18.9 15.6 35.6 33.3 26.7
Transcription 8 9 13 26 33 89 24.2 24.3 28.9 44.1 47.8 36.6
Multiple hosts 2 2 5 5 7 21 6.1 5.4 11.1 8.5 10.1 8.6
Single Sign On 6 7 7 13 18 51 18.2 18.9 15.6 22 26.1 21
Streaming 11 13 11 17 19 71 33.3 35.1 24.4 28.8 27.5 29.2
Analytic/Statistics/Reporting 13 14 21 36 41 125 39.4 37.8 46.7 61 59.4 51.4
Custom Domain 2 2 6 8 16 34 6.1 5.4 13.3 13.6 23.2 14
Branding 12 15 18 27 29 101 36.4 40.5 40 45.8 42 41.6
Local and International Calls 16 18 22 29 36 121 48.5 48.6 48.9 49.2 52.2 49.8
Translations 6 7 7 12 14 46 18.2 18.9 15.6 20.3 20.3 18.9
Microsoft Integration 2 2 6 10 16 36 6.1 5.4 13.3 16.9 23.2 14.8
Encryption 11 15 13 18 28 85 33.3 40.5 28.9 30.5 40.6 35
HD Quality 18 19 22 31 29 119 54.5 51.4 48.9 52.5 42 49
Noise/Echo Cancellation 0 0 0 0 2 2 0 0 0 0 2.9 0.8
Multishare 3 3 3 3 8 20 9.1 8.1 6.7 5.1 11.6 8.2
Permanent meeting rooms 4 8 9 12 16 49 12.1 21.6 20 20.3 23.2 20.2
Calendar 18 21 18 21 36 114 54.5 56.8 40 35.6 52.2 46.9

Note: Table shows the number of plan types possessing each of the respective characteristics in Panel A and their proportion to the total number
of plan types in Panel B.



Note that these are not apples-to-apples comparisons of the data. Data on some providers
are only available in recent years, either because the past versions of their websites were not
archived or they only began operations recently.

3.B.2 Email

The standard set of descriptive statistics was also generated for the price data on personal
email (see table 3.B.5). Similar to videoconferencing, the range for the pooled data set is
noticeably large [$0.8 to $57.0]. The mean of the pooled data set is $7.8 while the standard
deviation is at $10.1.

Table 3.B.5: Summary statistics of monthly subscription price by email provider

Ave SD Min Max

Ctemplar 15.2 12.0 8.0 50.0
Hey 5.8 4.2 1.0 8.3
Hushmail 6.7 2.7 4.2 10.0
Kolab 5.5 1.8 4.2 9.6
Mailbox 11.0 15.4 1.1 57.0
Mailfence 9.5 9.3 2.9 28.5
Pesteo 1.1 0.0 1.1 1.1
Rickspace 4.7 2.1 3.0 7.0
Runbox 3.8 1.9 1.7 6.7
Soverin 3.7 0.0 3.7 3.7
Thexyz 7.1 5.3 1.9 14.9
Tutanota 8.2 15.7 1.1 57.0
Zoho 3.5 2.3 0.8 8.0

Total 7.8 10.1 0.8 57.0

Note: Table shows the mean, standard deviation, and the range for the monthly price for each email
service provider. Price data are expressed in USD.

We identified 10 characteristics that can be included in the hedonic regression. These
are: mail storage space, calendar, the availability of a mobile application specific to the
email provider, data encryption, domain customization, virus and malware filters, availability
of aliases, availability of email templates, VPN function, and chat functions. Of the 10
characteristics, only mail storage is a continuous variable. The rest are dummy variables that
take the value of 1 when the characteristic is present. Similar to videoconferencing, email
services have more premium-exclusive features in later years. The most common feature
is Custom Domain domain, which is present in 89.2 percent of the plan types. The least
common feature is Email Template, which is present in only 7.4 percent of the plan types.
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Table 3.B.6: Summary statistics of email data over time

Ave SD Min Max

2017

Price 7.8 11.6 1.1 57.0
Storage 57.6 193.9 1.0 1000.0
Price per GB 0.7 0.7 0.1 2.6

2018

Price 6.1 3.9 1.1 14.9
Storage 50.3 181.0 1.0 1000.0
Price per GB 0.8 0.7 0.0 2.6

2019

Price 8.2 10.6 1.0 57.0
Storage 19.3 24.9 1.0 1000.0
Price per GB 0.8 0.7 0.1 2.6

2020

Price 9.7 12.9 1.0 57.0
Storage 26.4 30.7 1.0 1000.0
Price per GB 0.7 0.6 0.1 2.6

2021

Price 7.2 9.3 0.8 50.0
Storage 25.3 27.4 1.0 1000.0
Price per GB 0.5 0.5 0.0 1.7

Note: Table shows mean, standard deviation, and the range for the variables monthly price, mail storage
capacity, and the monthly price per gigabyte of storage (pricet/storaget) for each year from 2017 to 2021.
Data on prices and prices per participant are expressed in USD. Data on storage capacity is expressed
in gigabytes.
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Table 3.B.7: Frequency and share of premium-exclusive features from email services across time

Panel A: Count Panel B: Percent Share

2017 2018 2019 2020 2021 All Years 2017 2018 2019 2020 2021 All Years

Calendar 17 17 18 23 23 98 65.4 56.7 56.3 62.2 62.2 60.5
Mobile App 9 8 10 13 14 54 34.6 26.7 31.3 35.1 37.8 33.3
Encryption 18 23 24 28 26 119 69.2 76.7 75 75.7 70.3 73.5
Custom Domain 23 28 30 33 26 140 88.5 93.3 93.8 89.2 70.3 86.4
Virus Filters 9 12 14 16 15 66 34.6 40 43.8 43.2 40.5 40.7
Aliases 20 24 27 27 23 121 76.9 80 84.4 73 62.2 74.7
Email Template 4 2 2 2 2 12 15.4 6.7 6.3 5.4 5.4 7.4
VPN 1 1 1 5 5 13 3.8 3.3 3.1 13.5 13.5 8
Chat Function 2 2 2 3 8 17 7.7 6.7 6.3 8.1 21.6 10.5

Note: Table shows the number of plan types possessing each of the respective characteristics in Panel A and their proportion to the total number
of plan types in Panel B.



3.B.3 Online News

The standard descriptive statistics for the price of online news are shown in table 3.B.8. For
the pooled data set, the prices of online news subscription ranges between $3.1 to $67.0.
The average price of news subscription is $15.4. It can be noticed that the average price of
business and financial news providers such as the Wall Street Journal, Bloomberg, and the
Financial Times are generally higher than those of the other providers. Because of this, we
include a dummy variable for business-focused news providers.

Table 3.B.8: Summary statistics of monthly subscription price by online news provider

Ave SD Min Max

Daily Mail 14.4 6.2 8.6 20.9
Independent 10.5 2.4 7.0 15.0
New York Times 8.0 5.4 4.0 17.5
The Telegraph 10.5 5.2 6.2 18.7
The Guardian 20.0 − 20.0 20.0
The Times 3.1 − 3.1 3.1
The Economist 4.0 − 4.0 4.0
The Wall Street Journal 19.1 0.5 18.5 19.5
Bloomberg 35.8 2.4 34.0 40.0
Financial Times 26.5 24.9 6.5 67.0

Total 15.4 13.4 3.1 67.0

Note: Table shows mean, standard deviation, and the range for the variable’s monthly price of paid
online news providers. Price data are expressed in USD.

Only eight characteristics were identified for inclusion in the hedonic regression for online
news. These are: perks and freebies, access to games and puzzles, live feed of breaking news,
access to multimedia content, access to the weekly newsletter, access to the digital version
of the paper, and access to premium content. Unlike videoconferencing and email, all of the
variables for the hedonic regression are categorical.

Table 3.B.9: Summary statistics of online news prices over time

Ave SD Min Max

2017 13.4 8.5 3.1 34.0
2018 13.0 9.0 3.1 35.0
2019 12.1 9.2 3.1 35.0
2020 18.7 17.8 3.1 67.0
2021 19.2 18.3 3.1 67.0

Note: Table shows the mean, standard deviation, and the range for the variable’s monthly prices of online
news for each year from 2017 to 2021. Data on prices are expressed in USD.
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As with videoconferencing and email, the data shows a gradual increase in premium
exclusive characteristics over the years. Among the news sites, the most common premium-
exclusive feature is access to games and puzzles, which appeared in 45.6 percent of observa-
tions. The least common is access to the weekly newsletter and digital versions of the paper,
both of which appeared in 19.1 percent of the observations.
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Table 3.B.10: Frequency and share of premium-exclusive features from online news services across time

Panel A: Count Panel B: Percent Share

2017 2018 2019 2020 2021 All Years 2017 2018 2019 2020 2021 All Years

Perks 6 5 5 7 7 30 42.9 38.5 38.5 50 50 44.1
Games and Puzzles 5 5 6 7 8 31 35.7 38.5 46.2 50 57.1 45.6
Breaking News 1 1 2 2 4 10 7.1 7.7 15.4 14.3 28.6 14.7
Multi Media 4 4 4 6 6 24 28.6 30.8 30.8 42.9 42.9 35.3
Newsletters 3 3 3 3 1 13 21.4 23.1 23.1 21.4 7.1 19.1
Digital Paper 2 2 2 3 4 13 14.3 15.4 15.4 21.4 28.6 19.1
Premium Content 4 5 5 5 5 24 28.6 38.5 38.5 35.7 35.7 35.3

Note: Table shows the number of plan types possessing each of the respective characteristics in Panel A and their proportion to the total number
of plan types in Panel B.



3.B.4 Hedonic Regression Results

We estimate the hedonic regression model in equation 3.3 using ordinary least squares.
We show the regression results in the section. Each coefficient estimate for the hedonic
regression represents the marginal contribution of each characteristic to the log price of
videoconferencing. The exponential of each coefficient can also be interpreted as the WTP
for the said characteristic.

For videoconferencing (see figure 3.B.1), it can be noticed that not all coefficients are sta-
tistically significant. This suggests that the presence of some characteristics probably does
not contribute substantially to the variations in prices across plan types and/or across ser-
vice providers. We also observe the presence of negative coefficients that are statistically
significant. If we were to interpret each coefficient as the marginal contribution of each char-
acteristic to the price, it stands to reason that none of the variables should have a negative
value for their coefficients. We offer two likely explanations for this. First, it is important
to note that the coefficient estimates are partial elasticities and that we can only arrive at
the marginal contribution of each characteristic by applying exponential transformations to
the coefficients. In this case, the transformation would yield a positive value that is close to
zero. Second, Erickson (2016) shows that it is possible for hedonic regressions to generate
negative coefficient estimates if there are trade-offs between the characteristic with the nega-
tive coefficient and other characteristics in the regression. For instance, the trade-off between
horsepower and mileage could result in negative coefficient estimates in a hedonic regression
for automobiles. In the case of this exercise, only Encryption yielded a negative coefficient
that is statistically significant. An examination of the correlation between covariates (see
appendix 3.D) shows that the presence of encryption is negatively correlated with some of
the statistically significant explanatory variables in the hedonic regression19. One can argue
that the presence of these features makes it difficult to make calls more secure.

A major limitation of the panel hedonic regression is that it assumes that the marginal
values of characteristics are fixed over time. It is possible that this assumption may not
be true. From the descriptive statistics in table 3.4.1, we show that the average price per
participant varies across years. We generate a second regression where we interact the time
dummies with the natural log of the maximum participants (z1). This effectively generates
a separate coefficient for the log of participants for each year.

Allowing the coefficient for log participants to vary over time does not cause any substan-
tial changes to the values of the other coefficients (see left panel on of figure 3.B.1.). Moreover,
the yearly coefficient for the log of participants does not seem to be statistically different
from the coefficient estimate of the said variable in our regression where it is kept fixed for
all years (see right panel on of figure 3.B.1.). This implies that having fixed coefficients might
be sufficient for imputing the shadow price of videoconferencing.

19These variables and their respective correlation coefficients with respect to Encryption are: File Sharing
(-0.33), Breakout Rooms (-0.25), HD Quality (-0.13), and Log Participants (-0.11). See appendix for the
correlation matrix.
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Figure 3.B.1: Coefficient plot for videoconferencing

Note: The figure shows coefficient plots and their corresponding 95 percent confidence interval generated
by the hedonic regression in equation 3.4. The coefficients represent column (3) of tables 3.C.1 and 3.C.2
in appendix 3.C.
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Figure 3.B.2: Coefficient plot for email

Note: The figure shows coefficient plots and their corresponding 95 percent confidence interval generated
by the hedonic regression in equation 3.4. The coefficients represent column (2) of table 3.C.3 in appendix
3.C.
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Figure 3.B.3: Coefficient plot for online news

Note: The figure shows coefficient plots and their corresponding 95 percent confidence interval generated
by the hedonic regression in equation 3.4. The coefficients represent column (2) of table 3.C.4 in appendix
3.C.

With the exception of the natural log of mail storage (in gigabytes), none of the charac-
teristics included in the hedonic regression for email was statistically significant (see figure
3.B.2). The presence of chat functions generated a relatively large coefficient, however, its
confidence interval still incorporated zero. As with videoconferencing, we interact the con-
tinuous variable (mail storage) with the time dummies in order to determine whether the
coefficient would materially vary across time. Allowing the coefficient for mail storage to
vary across time does not cause the estimates for the other coefficients to change. Moreover,
the yearly estimates for the coefficients are not statistically different from the coefficients
generated by the regression assuming that the parameter is fixed across time.

For online news, only the availability of perks (freebies and other offers) and the digital
version of the paper were statistically different from zero. The coefficient for the availabil-
ity of premium content is negative. We offer the same argument earlier regarding negative
coefficients.
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3.C Hedonic regression coefficients

Table 3.C.1: Hedonic regression results for videoconferencing

(1) (2) (3) (4)

Log Participants 0.335∗∗∗ 0.249∗∗∗ 0.435∗∗∗ 0.420∗∗∗

(0.062) (0.079) (0.053) (0.055)
Recording 0.086 0.292 0.287 0.295

(0.236) (0.229) (0.248) (0.246)
Whiteboard 0.170 −0.055 0.067 −0.105

(0.312) (0.227) (0.179) (0.204)
Screen Share 0.623∗∗ 0.668∗∗∗ 0.533∗∗ 0.575∗∗

(0.238) (0.224) (0.195) (0.210)
File Sharing −0.214 −0.105 1.679∗∗ 1.482∗∗

(0.354) (0.256) (0.773) (0.674)
Breakout Rooms 0.618 0.724∗∗ 0.802∗∗∗ 0.858∗∗∗

(0.376) (0.282) (0.249) (0.261)
Interactions 0.462 −0.161 0.235 0.002

(0.331) (0.261) (0.585) (0.514)
Virtual Background −0.965∗∗ −0.529 0.000 0.000

(0.352) (0.363) (.) (.)
Admin Control 0.036 −0.009 0.016 0.041

(0.232) (0.223) (0.364) (0.338)
Share Control −0.296 −0.113 −0.773∗ −0.546∗

(0.229) (0.174) (0.384) (0.295)
Transcription −0.328 −0.573 0.018 −0.008

(0.386) (0.350) (0.266) (0.198)
Multiple Host −0.522 −0.041 0.076 0.102

(0.452) (0.270) (0.307) (0.289)
SSO 0.372 0.584∗∗ −0.060 −0.015

(0.225) (0.216) (0.164) (0.152)
Stream 0.327 0.178 0.385 0.384

(0.269) (0.211) (0.281) (0.292)
Analytics −0.077 −0.508∗∗ −0.250 −0.349

(0.336) (0.214) (0.191) (0.228)
Custom Domain −0.093 −0.021 0.062 −0.156

(0.286) (0.248) (0.257) (0.375)
Branding 0.416 0.065 −0.428∗ −0.420∗

(0.333) (0.247) (0.238) (0.228)
Local and International Calls 0.057 0.070 0.389 0.508

(0.231) (0.201) (0.404) (0.341)
Translation 0.154 −0.268 0.346 0.489

(0.540) (0.388) (0.371) (0.470)
Office Integration −0.831 −0.450 0.340 0.366

(0.498) (0.320) (0.227) (0.251)
Encryption 0.162 −0.053 −0.352∗∗ −0.345∗∗

(0.302) (0.195) (0.145) (0.139)
HD Quality 0.306 0.378∗∗ 0.407∗∗∗ 0.433∗∗∗

(0.242) (0.174) (0.107) (0.103)
Noise Cancelation 0.052 −0.001 −0.522 −0.255

(0.753) (0.320) (0.550) (0.598)
Multi-Share 0.317 0.406 0.364 0.200

(0.436) (0.306) (0.388) (0.288)
Calendar −0.114 −0.018 0.238 0.244

(0.307) (0.188) (0.401) (0.414)
Permanent Rooms 0.031 0.241 0.350∗∗∗ 0.341∗∗∗

(0.213) (0.211) (0.076) (0.060)
Webinar 2.099∗∗∗ 0.662

(0.402) (0.530)

Observations 243 243 243 243
Adjusted R2 0.948 0.965 0.985 0.985

Service provider fixed effects × time dummy No No Yes Yes

Note: Table shows the results of the hedonic regression in equation 3.3. Columns (1) and (2) shows the results of the
classical time dummy variable model. Columns (3) and (4) show the hedonic regressions that include the interaction term
between service provider fixed effects and time dummies. Coefficients estimates for the service provider’s fixed effects are
not displayed. Standard errors in parentheses are clustered around service providers. * p < 0.10, ** p < 0.05, *** p < 0.01.
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Table 3.C.2: Hedonic regression results the coefficient for the number of participants varying
over time

(1) (2) (3) (4)

Ln Participants 2017 0.131 0.045 0.347∗∗ 0.343∗∗

(0.092) (0.089) (0.125) (0.128)
Ln Participants 2018 0.227∗∗∗ 0.185∗∗ 0.388∗∗∗ 0.384∗∗∗

(0.064) (0.075) (0.060) (0.059)
Ln Participants 2019 0.265∗∗∗ 0.223∗∗ 0.387∗∗∗ 0.384∗∗∗

(0.066) (0.082) (0.078) (0.078)
Ln Participants 2020 0.437∗∗∗ 0.337∗∗ 0.530∗∗∗ 0.512∗∗∗

(0.125) (0.130) (0.073) (0.080)
Ln Participants 2021 0.497∗∗∗ 0.353∗∗∗ 0.470∗∗∗ 0.442∗∗∗

(0.098) (0.101) (0.053) (0.047)

Observations 243 243 243 243
Adjusted R2 0.948 0.965 0.985 0.985

Service provider fixed effects × time dummy No No Yes Yes

Note: Table shows the results of the hedonic regression in equation 3.3. Columns (1) and (2) shows the results of the
classical time dummy variable model. Columns (3) and (4) show the hedonic regressions that include the interaction term
between service provider fixed effects and time dummies. Coefficients estimates for the service provider fixed effects are not
displayed. Standard errors in parentheses are clustered around service providers. * p < 0.10, ** p < 0.05, *** p < 0.01.

Table 3.C.3: Hedonic regression results for personal email

(1) (2)

Ln Storage 0.404∗∗∗ 0.642∗∗∗

(0.131) (0.099)
Calendar −0.229 0.091

(0.405) (0.227)
Mobile App −0.074 0.000

(0.387) (.)
Encryption 0.724∗∗ −0.047

(0.292) (0.264)
Custom Domain 0.163 0.162

(0.264) (0.228)
Virus Filters −0.201 0.145

(0.295) (0.159)
Aliases −0.219 −0.396

(0.485) (0.712)
Email Template 0.284 0.000

(0.420) (.)
VPN 0.448 0.000

(0.397) (.)
Chat Function −0.141 0.778

(0.310) (0.527)

Observations 158 158
Adjusted R2 0.851 0.932

Service provider fixed effects × time dummy No Yes

Note: Table shows the results of the hedonic regression in equation 3.3. Column (1) shows the results of the classical
time dummy variable model. Column (2) shows the hedonic regressions that include the interaction term between service
provider fixed effects and time dummies. Coefficients estimates for the service provider fixed effects are not displayed.
Standard errors in parentheses are clustered around service providers. * p < 0.10, ** p < 0.05, *** p < 0.01.
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Table 3.C.4: Hedonic regression results for online news

(1) (2)

Puzzles and Games 0.126 0.292
(0.260) (0.424)

Breaking News 0.225 0.000
(0.269) (.)

Multimedia Content 0.245 0.000
(0.295) (.)

Newsletter −0.109 0.000
(0.197) (.)

Share Subscription 0.175 0.000
(0.465) (.)

Digital Paper 0.546∗∗∗ 0.623∗∗

(0.150) (0.233)
Premium Content −1.054∗∗∗ −0.720∗∗

(0.221) (0.233)
Business 0.696∗∗ 0.000

(0.304) (.)

Observations 158 158
Adjusted R2 0.851 0.932

Service provider fixed effects × time dummy No Yes

Note: Table shows the results of the hedonic regression in equation 3.3. Column (1) shows the results of the classical
time dummy variable model. Column (2) shows the hedonic regressions that include the interaction term between service
provider fixed effects and time dummies. Coefficient estimates for the service provider fixed effects are not displayed.
Standard errors in parentheses are clustered around service providers. * p < 0.10, ** p < 0.05, *** p < 0.01.
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3.D Correlation among characteristics

The coefficient estimates of each of the explanatory variables in the hedonic regression can
be viewed as the marginal contribution of each of the respective characteristics to the price
of the good being modeled. Another interpretation of the coefficients is that they represent
the household’s willingness to pay for the specific characteristics (see de Haan and Diewert
(2013)).

Given the nature of hedonic regressions, one would expect that all dummy variables rep-
resenting the presence of a characteristic should be positive. After all, the presence of an
additional feature to any good or service can only contribute positively to its price. However,
this is not what we observe from the results of the hedonic regression in table 3.C.1. The
coefficient estimate for one of the variables (share control) was negative and significant at a
10 percent level. Moreover, the variable representing the presence of call encryption was also
negative and is significant at a 5 percent level. This is in contrast with the intuition of in-
terpreting coefficients for hedonic regressions. An individual cannot possibly have a negative
value for their willingness to pay.

We offer two explanations for this. First, coefficient estimates for the semi-log specification
represent partial elasticities and the WTP is derived by applying an exponential transforma-
tion to the estimate. The resulting WTP for negative coefficients would, in turn, be positive
but close to zero, holding everything else constant. However, they would still have the ability
to pull the predicted price when compounded with other characteristics.

Erickson (2016) shows that negative coefficient estimates are possible if there is a trade-off
between other characteristics. An examination of the correlation between covariates shows
that the presence of Encryption is negatively correlated with some of the statistically sig-
nificant explanatory variables in the hedonic regression. These variables and their respective
correlation coefficients with respect to Encryption are: File Sharing (-0.33), Breakout Rooms
(-0.25), HD Quality (-0.13), and Log Participants (-0.11).
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Table 3.D.1: Correlation matrix of characteristics for videoconferencing

(1)

Encryption Share Control Log Participants Recording Whiteboard Screen Share File Sharing Breakout Rooms Interactions Virtual Background Admin Control Share Control Transcription Multiple Host SSO Stream Analytics Custom Domain Branding Local and International Calls Translation Office Integration HD Quality Noise Cancelation Multi-Share Calendar

Encryption 1

Share Control -0.112 1 0.154∗ 0.282∗∗∗ 0.353∗∗∗ 0.144∗ 0.0512 0.351∗∗∗ 0.260∗∗∗ 0.248∗∗∗ 0.344∗∗∗ 1

Log Participants -0.110 0.154∗ 1 0.154∗

Recording -0.0157 0.282∗∗∗ 0.220∗∗∗ 1 0.282∗∗∗

Whiteboard -0.200∗∗ 0.353∗∗∗ 0.348∗∗∗ 0.399∗∗∗ 1 0.353∗∗∗

Screen Share 0.174∗∗ 0.144∗ -0.0558 0.352∗∗∗ 0.227∗∗∗ 1 0.144∗

File Sharing -0.329∗∗∗ 0.0512 0.0568 0.0746 0.303∗∗∗ 0.00378 1 0.0512

Breakout Rooms -0.253∗∗∗ 0.351∗∗∗ 0.266∗∗∗ 0.370∗∗∗ 0.676∗∗∗ 0.181∗∗ 0.293∗∗∗ 1 0.351∗∗∗

Interactions -0.286∗∗∗ 0.260∗∗∗ 0.0781 0.399∗∗∗ 0.439∗∗∗ 0.227∗∗∗ 0.608∗∗∗ 0.607∗∗∗ 1 0.260∗∗∗

Virtual Background 0.0596 0.248∗∗∗ 0.183∗∗ 0.164∗ 0.352∗∗∗ 0.0858 0.124 0.421∗∗∗ 0.274∗∗∗ 1 0.248∗∗∗

Admin Control 0.0884 0.344∗∗∗ 0.100 0.357∗∗∗ 0.160∗ 0.270∗∗∗ 0.292∗∗∗ 0.273∗∗∗ 0.342∗∗∗ 0.317∗∗∗ 1 0.344∗∗∗

Transcription -0.0740 0.312∗∗∗ 0.255∗∗∗ 0.411∗∗∗ 0.471∗∗∗ 0.181∗∗ 0.442∗∗∗ 0.539∗∗∗ 0.659∗∗∗ 0.180∗∗ 0.255∗∗∗ 0.312∗∗∗ 1

Multiple Host 0.174∗∗ 0.211∗∗∗ 0.184∗∗ 0.166∗∗ 0.322∗∗∗ 0.0731 0.138∗ 0.313∗∗∗ 0.205∗∗ 0.669∗∗∗ 0.271∗∗∗ 0.211∗∗∗ 0.283∗∗∗ 1

SSO 0.215∗∗∗ 0.0995 0.274∗∗∗ 0.0856 0.0739 0.123 -0.0811 0.0697 -0.0475 0.320∗∗∗ 0.127∗ 0.0995 0.0487 0.345∗∗∗ 1

Stream -0.0348 0.245∗∗∗ 0.180∗∗ 0.304∗∗∗ 0.509∗∗∗ 0.153∗ 0.303∗∗∗ 0.451∗∗∗ 0.328∗∗∗ -0.00513 -0.000526 0.245∗∗∗ 0.507∗∗∗ 0.157∗ -0.0422 1

Analytics -0.133∗ 0.252∗∗∗ 0.446∗∗∗ 0.360∗∗∗ 0.352∗∗∗ 0.172∗∗ 0.154∗ 0.482∗∗∗ 0.434∗∗∗ 0.170∗∗ 0.308∗∗∗ 0.252∗∗∗ 0.534∗∗∗ 0.0644 0.157∗ 0.262∗∗∗ 1

Custom Domain 0.00266 0.0779 0.119 0.0197 -0.0530 -0.220∗∗∗ 0.109 0.0873 0.0658 0.300∗∗∗ 0.0677 0.0779 0.186∗∗ 0.298∗∗∗ 0.200∗∗ -0.207∗∗ 0.0121 1

Branding -0.00576 0.283∗∗∗ 0.139∗ 0.356∗∗∗ 0.214∗∗∗ 0.201∗∗ 0.279∗∗∗ 0.329∗∗∗ 0.481∗∗∗ 0.00947 0.153∗ 0.283∗∗∗ 0.624∗∗∗ 0.0675 -0.0656 0.376∗∗∗ 0.335∗∗∗ 0.238∗∗∗ 1

Local and International Calls -0.0229 0.254∗∗∗ 0.217∗∗∗ 0.303∗∗∗ 0.0863 -0.0193 0.0960 0.268∗∗∗ 0.301∗∗∗ 0.0273 0.196∗∗ 0.254∗∗∗ 0.593∗∗∗ 0.133∗ -0.0484 0.247∗∗∗ 0.556∗∗∗ 0.00166 0.513∗∗∗ 1

Translation -0.310∗∗∗ 0.301∗∗∗ 0.179∗∗ 0.261∗∗∗ 0.506∗∗∗ 0.115 0.294∗∗∗ 0.570∗∗∗ 0.485∗∗∗ -0.141∗ 0.00139 0.301∗∗∗ 0.636∗∗∗ -0.111 -0.197∗∗ 0.752∗∗∗ 0.469∗∗∗ -0.165∗ 0.573∗∗∗ 0.464∗∗∗ 1

Office Integration 0.0828 -0.0950 0.216∗∗∗ -0.0513 -0.0739 -0.107 -0.131∗ -0.149∗ -0.190∗∗ -0.0779 -0.147∗ -0.0950 -0.149∗ -0.0870 0.382∗∗∗ -0.115 0.197∗∗ -0.101 -0.305∗∗∗ -0.0215 -0.172∗∗ 1

HD Quality -0.132∗ 0.542∗∗∗ 0.295∗∗∗ 0.215∗∗∗ 0.349∗∗∗ 0.123 0.0134 0.280∗∗∗ 0.0856 0.214∗∗∗ 0.247∗∗∗ 0.542∗∗∗ 0.195∗∗ 0.314∗∗∗ 0.122 0.384∗∗∗ 0.293∗∗∗ -0.158∗ 0.0591 0.325∗∗∗ 0.283∗∗∗ 0.00858 1

Noise Cancelation -0.0668 -0.0550 -0.00905 0.0493 0.0953 0.0217 -0.139∗ 0.120 -0.0871 0.252∗∗∗ 0.0801 -0.0550 -0.0693 -0.0280 -0.0470 -0.0585 0.0885 -0.0367 -0.0768 -0.0907 -0.0440 -0.0380 -0.0892 1

Multi-Share -0.125 0.360∗∗∗ 0.132∗ 0.162∗ 0.283∗∗∗ 0.0712 0.131∗ 0.301∗∗∗ 0.253∗∗∗ 0.783∗∗∗ 0.263∗∗∗ 0.360∗∗∗ 0.114 0.494∗∗∗ 0.250∗∗∗ -0.0936 0.231∗∗∗ 0.268∗∗∗ 0.112 0.0611 -0.106 -0.125 0.186∗∗ 0.304∗∗∗ 1

Calendar 0.469∗∗∗ -0.102 -0.221∗∗∗ 0.0158 -0.222∗∗∗ 0.223∗∗∗ -0.229∗∗∗ -0.167∗∗ -0.139∗ 0.126 -0.00452 -0.102 -0.338∗∗∗ 0.151∗ 0.224∗∗∗ -0.133∗ -0.341∗∗∗ 0.0249 -0.174∗∗ -0.326∗∗∗ -0.391∗∗∗ 0.0490 -0.228∗∗∗ 0.0969 0.0185 1

Permanent Rooms 0.105 0.0207 -0.130∗ -0.0713 -0.172∗∗ 0.119 -0.208∗∗ -0.190∗∗ -0.0491 -0.0208 -0.0336 0.0207 -0.254∗∗∗ -0.00856 0.220∗∗∗ -0.210∗∗∗ -0.209∗∗ -0.173∗∗ -0.237∗∗∗ -0.295∗∗∗ -0.190∗∗ -0.00749 -0.0820 -0.0458 -0.00123 0.370∗∗∗

Observations 243

t statistics in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001



Table 3.D.2: Correlation matrix of characteristics for personal email

(1)

Calendar Mobile App Encryption Custom Domain Virus Filters Aliases Email Template VPN Chat Function

Calendar 1

Mobile App 0.478∗∗∗ 1

Encryption 0.0748 0.324∗∗∗ 1

Custom Domain -0.0339 0.195∗ 0.370∗∗∗ 1

Virus Filters 0.267∗∗∗ 0.763∗∗∗ 0.433∗∗∗ 0.211∗∗ 1

Aliases 0.0613 0.183∗ 0.434∗∗∗ 0.598∗∗∗ 0.230∗∗ 1

Email Template -0.250∗∗ -0.195∗ -0.469∗∗∗ 0.115 -0.230∗∗ 0.159∗ 1

VPN -0.128 -0.204∗ -0.0757 -0.212∗∗ -0.241∗∗ -0.106 -0.0858 1

Chat Function 0.162∗ 0.203∗ 0.0288 -0.214∗∗ 0.265∗∗∗ 0.0473 -0.0995 -0.104 1

Observations 158

t statistics in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001



Table 3.D.3: Correlation matrix of characteristics for online news

(1)

Perks Puzzles and Games Breaking News Multimedia Content Newsletter Share Subscription Digital Paper Premium Content Bussiness

Perks 1

Puzzles and Games 0.376∗∗ 1

Breaking News -0.202 -0.0466 1

Multimedia Content -0.408∗∗∗ -0.244∗ 0.388∗∗ 1

Newsletter 0.171 -0.445∗∗∗ 0.326∗∗ 0.0322 1

Share Subscription 0.196 0.190 0.173 -0.129 -0.0846 1

Digital Paper 0.171 -0.145 -0.0963 -0.281∗ 0.144 0.137 1

Premium Content -0.408∗∗∗ -0.120 -0.307∗ 0.0985 -0.359∗∗ -0.129 0.0322 1

Bussiness -0.677∗∗∗ -0.698∗∗∗ 0.114 0.394∗∗∗ 0.0171 -0.133 0.0171 0.394∗∗∗ 1

Observations 68

t statistics in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001



3.E Quality-Adjusted Price Indices

In a typical cross-section hedonic regression, the intercept term would represent the quality-
adjusted price index20 of the good being analyzed (see de Haan and Diewert (2013)). An
alternative to the cross-section hedonic regression is the time dummy variable model, which
allows for the intercept term to vary over time. The model can be written as,

log(pti,j) =
T∑
t=1

τ t +
K∑
k=1

βkZi,j + εi,j (3.6)

where τ represents the quality-adjusted price index for the given year t, Zi is a matrix
of characteristics that affects the price pti and the error term εi is assumed to be normally
distributed with zero mean and constant variance.

In this study, however, we emphasized a modified time dummy variable model, which
allows for the intercept term to vary for different service provider at different points in time.
The specification for the model is given by equation 3.3. We present the quality-adjusted
price indices for both specifications in tables 3.E.1, 3.E.2, and 3.E.3.

20For hedonic regressions that employ the log of price as the outcome variable, it is the exponential of the
intercept term that represents the quality-adjusted price index.
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Table 3.E.1: Coefficient estimates of the service provider dummies for videoconferencing

(1) (2) (3) (4)

year=2017 0.497 0.749
(0.367) (0.437)

year=2018 0.378 0.643
(0.349) (0.401)

year=2019 0.354 0.533
(0.323) (0.424)

year=2020 0.197 0.403
(0.331) (0.394)

year=2021 0.332 0.476
(0.325) (0.397)

3CX (assuming 2) 2019 −2.663 −2.643
(0.625) (0.607)

3CX (assuming 2) 2020 −5.324 −4.718
(0.805) (0.816)

3CX (assuming 2) 2021 −5.218 −4.593
(0.623) (0.755)

Adobe Connect 2020 −1.168 −0.816
(0.603) (0.657)

Adobe Connect 2021 −1.168 −0.816
(0.603) (0.657)

Blackboard 2020 −0.023 −0.236
(1.078) (1.011)

Blackboard 2021 0.851 0.884
(0.795) (0.786)

Bluejeans 2017 0.143 −0.131
(0.667) (0.690)

Bluejeans 2018 0.142 −0.131
(0.667) (0.690)

Bluejeans 2019 0.034 0.058
(0.525) (0.511)

Bluejeans 2020 −0.589 −0.718
(0.552) (0.561)

Bluejeans 2021 −1.211 −1.505
(0.722) (0.709)

Circuit 2017 −1.528 −1.143
(0.901) (0.961)

Circuit 2018 −2.146 −1.770
(0.909) (0.965)

Circuit 2019 −2.146 −1.770
(0.909) (0.965)

Circuit 2020 −2.146 −1.770
(0.909) (0.965)

Circuit 2021 −2.146 −1.770
(0.909) (0.965)

ClickMeetings 2017 −2.295 −2.554
(0.976) (1.024)

ClickMeetings 2018 −2.201 −2.454
(1.021) (1.070)

ClickMeetings 2019 −2.167 −2.419
(0.992) (1.039)

ClickMeetings 2020 −1.352 −1.869
(0.945) (1.027)

ClickMeetings 2021 −1.218 −1.727
(0.941) (1.020)

Service provider fixed effects × time dummy No No Yes Yes
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(1) (2) (3) (4)

Element 2020 −1.899 −1.736
(0.800) (0.697)

Element 2021 −1.895 −1.736
(0.807) (0.703)

Eyeson 2020 −2.689 −2.474
(1.024) (0.887)

Eyeson 2021 −2.721 −2.530
(1.072) (0.946)

GoToMeeting 2017 0.686 0.621
(0.211) (0.218)

GoToMeeting 2018 0.097 0.053
(0.222) (0.233)

GoToMeeting 2019 0.097 0.053
(0.222) (0.233)

GoToMeeting 2020 −1.182 −1.372
(0.691) (0.680)

GoToMeeting 2021 −1.805 −1.978
(0.717) (0.742)

Google 2017 −1.894 −1.698
(1.115) (1.044)

Google 2018 −2.491 −2.271
(1.200) (1.115)

Google 2019 −2.491 −2.271
(1.200) (1.115)

Google 2020 −3.301 −2.712
(1.124) (1.128)

Google 2021 −3.329 −2.843
(1.085) (1.110)

HiBox 2019 −2.016 −1.533
(0.904) (0.770)

HiBox 2020 −2.016 −1.533
(0.904) (0.770)

HiBox 2021 −2.016 −1.533
(0.904) (0.770)

Lifesize 2017 1.244 1.396
(0.470) (0.437)

Lifesize 2018 0.526 0.500
(0.513) (0.512)

Lifesize 2019 0.526 0.500
(0.513) (0.512)

Lifesize 2020 −0.681 −0.663
(0.582) (0.578)

Lifesize 2021 −0.697 −0.583
(0.591) (0.567)

PGI 2017 −1.446 −1.473
(0.526) (0.527)

PGI 2018 −1.446 −1.473
(0.526) (0.527)

PGI 2019 −2.007 −1.899
(1.038) (1.019)

PGI 2020 −1.977 −1.892
(1.023) (1.007)

PGI 2021 −1.909 −1.643
(1.019) (1.034)

Service provider fixed effects × time dummy No No Yes Yes
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(1) (2) (3) (4)

Proficonf 2020 −2.673 −2.297
(0.995) (0.802)

Proficonf 2021 −2.138 −1.757
(1.090) (0.916)

Ring Central 2017 −0.799 −0.845
(0.580) (0.550)

Ring Central 2018 −0.564 −0.615
(0.555) (0.524)

Ring Central 2019 −2.803 −2.701
(1.078) (0.966)

Ring Central 2020 −2.803 −2.701
(1.078) (0.966)

Ring Central 2021 −2.789 −2.692
(1.010) (0.916)

Microsoft Teams 2021 −4.029 −3.243
(1.030) (1.150)

Uber 2017 −0.677 −0.730
(0.573) (0.544)

Uber 2018 −0.677 −0.730
(0.573) (0.544)

Uber 2019 −0.677 −0.730
(0.573) (0.544)

Uber 2020 −0.677 −0.730
(0.573) (0.544)

Uber 2021 −0.677 −0.730
(0.573) (0.544)

Cisco Webex 2017 −1.450 −1.159
(1.324) (1.192)

Cisco Webex 2018 −1.584 −1.271
(1.287) (1.150)

Cisco Webex 2019 −2.348 −2.066
(1.454) (1.290)

Cisco Webex 2020 −3.423 −2.866
(1.064) (1.110)

Cisco Webex 2021 −4.042 −3.676
(1.189) (1.221)

Whereby 2019 1.378 1.585
(0.397) (0.480)

Whereby 2020 −1.373 −1.209
(0.662) (0.684)

Whereby 2021 −0.380 −0.145
(0.416) (0.419)

Service provider fixed effects × time dummy No No Yes Yes
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(1) (2) (3) (4)

Whereby 2019 1.378 1.585
(0.397) (0.480)

Whereby 2020 −1.373 −1.209
(0.662) (0.684)

Whereby 2021 −0.380 −0.145
(0.416) (0.419)

Zoho 2017 1.160 1.009
(0.602) (0.582)

Zoho 2018 1.173 1.026
(0.609) (0.588)

Zoho 2019 −0.725 −0.956
(0.691) (0.705)

Zoho 2020 −0.570 −0.847
(0.698) (0.715)

Zoho 2021 −1.310 −1.320
(0.911) (0.877)

Zoom 2017 −2.566 −1.995
(0.918) (0.970)

Zoom 2018 −2.609 −2.027
(0.697) (0.762)

Zoom 2019 −2.842 −2.252
(0.706) (0.768)

Zoom 2020 −2.668 −2.083
(0.699) (0.763)

Zoom 2021 −3.969 −3.540
(1.138) (1.166)

Service provider fixed effects × time dummy No No Yes Yes

Note: Table shows the coefficient estimates for the year fixed effects and service provider dummies equation 3.3. Columns
(1) and (2) shows the results of the classical time dummy variable model. Columns (3) and (4) show the hedonic regressions
that include the interaction term between service provider fixed effects and time dummies. Coefficients estimates for the
service provider’s fixed effects are not displayed. Standard errors in parentheses are clustered around service providers. *
p < 0.10, ** p < 0.05, *** p < 0.01.
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Table 3.E.2: Coefficient estimates of the service provider dummies for personal email

(1) (2)

year=2017 0.251
(0.548)

year=2018 0.288
(0.558)

year=2019 0.419
(0.510)

year=2020 0.349
(0.501)

year=2021 0.144
(0.491)

Ctemplar 2018 1.318
(0.763)

Ctemplar 2019 1.327
(0.763)

Ctemplar 2020 1.413∗

(0.767)
Ctemplar 2021 1.413∗

(0.767)
Hey 2020 −0.845∗

(0.454)
Hey 2021 −1.783∗∗∗

(0.497)
Hushmail 2020 0.300

(0.368)
Hushmail 2021 0.300

(0.368)
Kolab 2017 0.940∗∗

(0.313)
Kolab 2018 0.941∗∗

(0.354)
Kolab 2019 0.925∗∗

(0.313)
Kolab 2020 0.925∗∗

(0.313)
Kolab 2021 0.785

(0.440)
Mailbox 2017 0.183

(0.799)
Mailbox 2018 −0.047

(0.793)
Mailbox 2019 0.234

(0.810)
Mailbox 2020 0.234

(0.810)
Mailbox 2021 −0.055

(0.789)
Mailfence 2017 0.347

(0.797)
Mailfence 2018 0.308

(0.797)
Mailfence 2019 0.308

(0.797)
Mailfence 2020 0.549

(0.813)
Mailfence 2021 0.549

(0.813)
Pesteo 2017 −0.405

(0.295)
Pesteo 2018 −0.405

(0.295)
Pesteo 2019 −0.405

(0.295)
Pesteo 2020 −0.405

(0.295)
Pesteo 2021 −0.405

(0.295)
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(1) (2)

Rickspace 2021 −1.498∗

(0.783)
Runbox 2017 0.302

(0.605)
Runbox 2018 0.252

(0.752)
Runbox 2019 0.252

(0.752)
Runbox 2020 0.216

(0.751)
Runbox 2021 −0.356

(0.804)
Soverin 2017 −0.918∗∗

(0.384)
Soverin 2018 −0.918∗∗

(0.384)
Soverin 2019 −0.918∗∗

(0.384)
Soverin 2020 −0.918∗∗

(0.384)
Soverin 2021 −0.918∗∗

(0.384)
Thexyz 2017 −1.350

(0.785)
Thexyz 2018 −1.352

(0.785)
Thexyz 2019 −1.350

(0.785)
Thexyz 2020 −1.080

(0.827)
Thexyz 2021 −1.348

(0.785)
Tutanota 2017 −0.124

(0.715)
Tutanota 2018 0.431

(0.708)
Tutanota 2019 0.502

(0.708)
Tutanota 2020 0.456

(0.702)
Tutanota 2021 0.274

(0.702)
Zoho 2017 0.133

(0.798)
Zoho 2018 −1.540

(0.905)
Zoho 2019 −0.922

(0.776)
Zoho 2020 −1.130

(0.758)
Zoho 2021 −1.619∗∗

(0.682)

Note: Table shows the coefficient estimates for the year fixed effects and service provider dummies. Column (2) shows the
hedonic regressions that include the interaction term between service provider fixed effects and time dummies. Coefficients
estimates for the service provider fixed effects are not displayed. Standard errors in parentheses are clustered around service
providers. * p < 0.10, ** p < 0.05, *** p < 0.01.
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Table 3.E.3: Coefficient estimates of the service provider dummies for online news

(1) (2)

year=2017 2.358∗∗∗

(0.240)
year=2018 2.380∗∗∗

(0.270)
year=2019 2.254∗∗∗

(0.264)
year=2020 2.501∗∗∗

(0.403)
year=2021 2.403∗∗∗

(0.438)
Perks −0.243 0.853∗∗∗

(0.289) (0.000)
Bloomberg 2017 3.526

(.)
Bloomberg 2018 3.555

(.)
Bloomberg 2019 3.555

(.)
Bloomberg 2020 3.555

(.)
Bloomberg 2021 3.689

(.)
Daily Mail 2017 1.855∗∗∗

(0.424)
Daily Mail 2018 1.855∗∗∗

(0.424)
Daily Mail 2019 1.855∗∗∗

(0.424)
Daily Mail 2020 1.428∗∗∗

(0.424)
Daily Mail 2021 1.136∗∗

(0.355)
FT 2017 2.144∗∗∗

(0.000)
FT 2018 2.168∗∗∗

(0.000)
FT 2019 2.191∗∗∗

(0.000)
FT 2020 3.989∗∗∗

(0.000)
FT 2021 3.995∗∗∗

(0.000)
Independent 2017 1.169∗∗

(0.424)
Independent 2018 1.169∗∗

(0.424)
Independent 2019 1.169∗∗

(0.424)
Independent 2020 1.096∗∗

(0.355)
Independent 2021 0.674∗

(0.355)
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(1) (2)

NYT 2018 2.507∗∗∗

(0.606)
NYT 2019 1.814∗∗

(0.606)
NYT 2020 1.814∗∗

(0.606)
NYT 2021 1.814∗∗

(0.606)
Telegraph 2017 1.215∗∗∗

(0.116)
Telegraph 2018 1.215∗∗∗

(0.116)
Telegraph 2019 0.868∗∗∗

(0.116)
Telegraph 2020 0.868∗∗∗

(0.116)
Telegraph 2021 1.124∗∗∗

(0.158)
The Economist 2017 2.106∗∗∗

(0.233)
The Economist 2018 2.106∗∗∗

(0.233)
The Economist 2019 2.106∗∗∗

(0.233)
The Economist 2020 2.106∗∗∗

(0.233)
The Economist 2021 2.106∗∗∗

(0.233)
The Guardian 2017 2.995

(.)
The Guardian 2018 2.995

(.)
The Guardian 2019 2.703∗∗∗

(0.424)
The Guardian 2020 2.703∗∗∗

(0.424)
The Guardian 2021 2.703∗∗∗

(0.424)
The Times 2017 1.564∗∗

(0.606)
The Times 2018 0.712

(0.606)
The Times 2019 0.712

(0.606)
The Times 2020 0.712

(0.606)
The Times 2021 0.712

(0.606)
WSJ 2017 3.638∗∗∗

(0.233)
WSJ 2018 3.638∗∗∗

(0.233)
WSJ 2019 3.691∗∗∗

(0.233)
WSJ 2020 3.691∗∗∗

(0.233)
WSJ 2021 3.691∗∗∗

(0.233)

Note: Table shows the coefficient estimates for the year fixed effects and service provider dummies. Column (2) shows the
hedonic regressions that include the interaction term between service provider fixed effects and time dummies. Coefficients
estimates for the service provider fixed effects are not displayed. Standard errors in parentheses are clustered around service
providers. * p < 0.10, ** p < 0.05, *** p < 0.01.
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3.F Price Estimates

3.F.1 Price estimates for hedonic regression with service provider fixed effects

Table 3.F.1: Imputed price estimates for videoconferencing

2017 2018 2019 2020 2021
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

p̂t 1.11 1.14 0.91 0.93 0.61 0.66 0.35 0.4 0.32 0.38
Lower p̂t (CI 95%) 0.89 0.91 0.74 0.75 0.49 0.53 0.29 0.32 0.26 0.3
Upper p̂t (CI 95%) 1.37 1.43 1.13 1.16 0.75 0.83 0.44 0.51 0.39 0.47

Webinar Dummy No Yes No Yes No Yes No Yes No Yes

Note: The table shows the price estimates for each year. Panel A estimates the prices using equation 3.4.
Panel B presents an alternative model, where the variable for the log of participants interacted with the
time dummies. All estimates are in USD.

Table 3.F.2: Imputed price estimates for personal email

2017 2018 2019 2020 2021

p̂t 5.5 5.5 6.1 6.0 4.4
Lower p̂t (CI 95%) 3.1 3.1 3.4 3.3 2.4
Upper p̂t (CI 95%) 9.9 9.9 10.9 10.7 7.8

Note: The table shows the implicit price estimates of personal email for each year. All estimates are in
USD.

Table 3.F.3: Imputed price estimates for online news

2017 2018 2019 2020 2021

p̂t 9.0 9.0 8.0 9.1 8.8
Lower p̂t (CI 95%) 5.4 5.0 4.0 3.8 3.7
Upper p̂t (CI 95%) 14.9 16.4 15.9 15.4 14.8

Note:The table shows the shadow price estimates of online news for each year. All estimates are in USD.

3.F.2 Time Dummy Variable Model

We generate imputations for the price of digital goods using the classical time dummy variable
model. The exponential of the coefficients for time dummies would represent the quality-
adjusted price indices for each year. The prediction model is expressed as follows.

p̂t = exp(τ t)× exp(β1log(z1))× exp(0.5V ar(εij)). (3.7)
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One can observe that the price estimates using this model are larger compared to those
generated when we control for service provider fixed effects.

Table 3.F.4: Price estimates using the time dummy variable model for videoconferencing

2017 2018 2019 2020 2021

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

p̂t 3.3 3.6 2.9 3.2 2.9 2.9 2.4 2.5 2.8 2.7
Lower p̂t (CI 95%) 2.6 0.6 2.3 2.3 2.2 2.1 1.9 1.8 2.2 2
Upper p̂t (CI 95%) 4.2 4.9 3.8 4.4 3.7 4.0 3.1 3.5 3.6 3.7

Webinar Dummy No Yes No Yes No Yes No Yes No Yes

Note: The table shows the price estimates for each year using the time dummy variable model in equation
3.7 All estimates are in USD.

Table 3.F.5: Price estimates using the time dummy variable model for personal email

2017 2018 2019 2020 2021

p̂t 4.82 5.0 5.7 5.31 4.33
Lower p̂t (CI 95%) 2.23 2.32 2.64 2.46 2.01
Upper p̂t (CI 95%)) 10.42 10.82 12.33 11.5 9.37

Note: The table shows the price estimates for each year using the time dummy variable model in equation
3.7 All estimates are in USD.

Table 3.F.6: Price estimates using the time dummy variable model for online news

2017 2018 2019 2020 2021

p̂t 12.2 12.5 11 14.1 12.8
Lower p̂t (CI 95%) 7.1 6.8 6.1 5.7 4.7
Upper p̂t (CI 95%) 21 23 20 35.1 34.4

Note: The table shows the price estimates for each year using the time dummy variable
model in equation 3.7 All estimates are in USD.

105



3.G Validity check

The validity of our imputed price estimates is contingent on the validity of our hedonic
regression model. We assume that the regression parameters should approximate true WTP
for each characteristic. To test this, we generated a predicted price of premium versions of the
digital goods, i using the prediction model in equation 3.8. Here, we include all characteristics
in the regression model to generate a estimated price p̂ti. If our predicted price approximates
the observed price, then it should be fair to argue that our model is valid.

p̂ti =

[
exp

(
1

J

J∑
j=1

δtj

)
× exp

(
K∑
k=1

βklog(zk)

)]
× exp(0.5V ar(εij)) (3.8)

In figure 3.G.1 we compare the estimated premium price of videoconferencing (blue line)
with the average price of paid videoconferencing from our data (dashed line) with its cor-
responding prediction interval21. We observe that the predicted price is within interval esti-
mates of the average price for all years. However, the predicted price does not exhibit the
same upward trend apparent in the mean price data. Moreover, we also observe that the
prediction interval for our estimated price (blue-shaded region) is smaller compared to the
interval of the mean price. These discrepancies probably arose because the hedonic regression
model we employed assumes that the marginal contributions to the price of all premium-
exclusive characteristics are fixed across time. By keeping the coefficients fixed over time,
the model does not capture some of the time variations we see in the data. Allowing every
characteristic to vary over time by interacting them with time dummies would likely capture
this dynamic. Since the inclusion of additional variables increases the standard error, the
said action would also likely broaden the prediction interval. However, we choose not to do
this for two reasons. First, the price estimates are still within the intervals of the observed
data, implying that our estimates are reasonable. Second, having large intervals may be
a good thing when the goal is to generate unbiased estimates of parameters (for example,
when examining relationships). But for the purposes of estimation, this is not the case. Large
intervals are often not useful when generating a prediction, as it reflects a large degree of
uncertainty for the estimates. Estimates with large intervals are often not useful for policy
purposes as well.

An alternative way to estimate the price of digital goods using hedonic regression is by
including only variables that are statistically significant (at α = 0.05). One can argue that
characteristics that are not statistically significant do not contribute materially to the price of
the good and could be ignored. Dropping all the variables that are not statistically significant
would cause the estimated price to drop substantially for videoconferencing (see right panel
of figure 3.G.1). Interestingly, this is not the case for email. Dropping variables that are

21Since we are plotting the average price per year, the prediction intervals in our figure is based on the
standard confidence interval (CI) for the mean (x̄), where CI = x̄ ± z0.025 × σ/n, where σ and n represent
the standard deviation and a number of observations for each year, respectively.
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not statistically significant causes the estimates to better align the observed data (see figure
3.G.2). This is likely to be because most of the coefficients for email were not significant in
the first place.
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Figure 3.G.1: Estimated price versus observed price for videoconferencing

Note: The figure shows the predicted monthly price of paid videoconferencing (blue line), its correspond-
ing prediction intervals (blue area), the average monthly price of videoconferencing (dashed line), and
its corresponding confidence interval (grey area). The estimated price was generated by the prediction
model in equation 3.8. The left panel shows all the price estimates which employ all characteristics in
the prediction model while the right panel shows the price estimates where only characteristics that are
significant at alpha = 0.05 were incorporated in the prediction model. All figures are in USD.
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Figure 3.G.2: Estimated price versus observed price for email

Note: The figure shows the predicted monthly price of paid email (blue line), its corresponding prediction
intervals (blue area), the average monthly price of email (dashed line), and its corresponding confidence
interval (grey area). The estimated price was generated by the prediction model in equation 3.8. The
left panel shows all the price estimates which employ all characteristics in the prediction model while
the right panel shows the price estimates where only characteristics that are significant at alpha = 0.05
were incorporated in the prediction model. All figures are in USD.
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Figure 3.G.3: Estimated price versus observed price for videoconferencing

Note: The figure shows the predicted monthly price of paid online news (blue line), its corresponding
prediction intervals (blue area), the average monthly price of online news (dashed line), and its corre-
sponding confidence interval (grey area). The estimated price was generated by the prediction model in
equation 3.8. The left panel shows all the price estimates which employ all characteristics in the predic-
tion model while the right panel shows the price estimates where only characteristics that are significant
at alpha = 0.05 were incorporated in the prediction model. All figures are in USD.

If all insignificant variables are dropped, the predicted price of email becomes more aligned
with the observed data for more recent years. For 2017 and 2018, the hedonic regression model
appears to overestimate the mean price. However, the mean price of email is still within the
prediction interval for those years. This should not matter for our purposes, since we are
only interested in the value of free email.

For online news, both the predicted price and the observed mean price are within the 95
percent prediction intervals of one another. One thing to note is that the price increase for
the predicted price of online news from 2019 to 2020 is less pronounced compared with the
jump in prices seen in the data.

For all three forms of digital goods, the price estimates generated by the hedonic regression
do not substantially deviate from the observed price. It can be noticed that the predicted
prices are more stable over time, which could be a result of the assumption that prices for
each characteristic are fixed. Therefore, our model would probably underestimate inflation,
which is one limitation resulting from our chosen specification. For our purposes, however,
this may not matter as much. One of the goals of this study is to measure the welfare
contribution of free digital goods. Welfare changes are often reflected by real growth in gross
value, as opposed to nominal growth. Real growth in gross value is achieved by keeping prices
fixed over time, allowing volume changes to dominate that change in value. Because of this,
we argue that our estimates would probably serve the purpose of tracking welfare changes
over time.
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It would also be interesting to see how much the “free component” of digital goods con-
tributes to the overall price. Our prior is that the free component should account for the
majority of the value of the overall price. When you subscribe to the paid version of Out-
look, most of the value you derive from the subscription would probably come from the
email service rather than the other features. As such, we take the percentage share stk of each
component zk relative to the predicted price p̂ti using:

stk =
exp(βklog(zk))

p̂ti
× 100. (3.9)
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Figure 3.G.4: Percentage share of characteristics to the predicted price, videoconferencing

Note: The figure on the left shows the percentage share of each characteristic to the predicted price for
videoconferencing in 2019, as computed in equation 3.9. The figure on the right shows the share of each
characteristic of videoconferencing from 2017 to 2021.
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Figure 3.G.5: Percentage share of characteristics to the predicted price, email

Note: The figure in the left shows the percentage share of each characteristic to the predicted price for
email in 2019, as computed in equation 3.9. The figure on the right shows the share of each characteristic
of email from 2017 to 2021.
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Figure 3.G.6: Percentage share of characteristics to the predicted price, online news

Note: The figure on the left shows the percentage share of each characteristic to the predicted price
for online news in 2019, as computed in equation 3.9. The figure on the right shows the share of each
characteristic of online news from 2017 to 2021.

We report that percentage share of the estimated WTP for all characteristics in figures
3.G.4, 3.G.5, and 3.G.6. For both email and online news, the estimated share of the “free
component”accounts for about half of the predicted price. For videoconferencing, it accounts
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for the second largest share of its predicted price. This is consistent with our prior. The shares
also appear to be consistent over time.

3.H Robustness check

To test whether or not our price estimates are robust to changes in model specification,
we employ forward, backward, and stepwise selection. Forward selection begins by running
an empty model (a model containing only the intercept term) and proceeds by including
regressors (in this case, characteristics) that are significant at a certain p-value threshold (in
this case, 0.2 and 0.1). Backward selection is the opposite approach. It begins by running
a regression with all regressors. Regressors with p-values less than the set thresholds are
dropped from the model. Stepwise selection combines both forward and backward selection.
The resulting regression equations from these selection models would be more parsimonious
than the baseline specification.
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Figure 3.H.1: Robustness check, videoconferencing

Note: The figure shows point (bar) and interval for the baseline, forward, backward and stepwise esti-
mation for videoconferencing. The figure also the interval estimates for the price of videoconferencing if
service providers that are not present in all years are dropped from the data set. Figures can be viewed
in table 3.H.1.

For videoconferencing, the shadow price estimates from the forward, backward, and step-
wise selection models are shown in figure 3.H.1 (table 3.H.1). Estimates from the forward
selection are slightly higher than the baseline regression. Estimates from both the backward
and stepwise selection models were closer to those generated from the baseline hedonic re-
gression. Only the estimates from the restrictive 0.1 p-value threshold of the forward selection
were outside the interval estimates from the baseline regression. Even so, the deviation is
arguably not that substantial.

Lastly, we earlier noted that the panel data set we used for our regressions is not balanced.
As shown in table 3.A.1, we do not have data for all service providers for all of the years
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covered in the panel. This is either because the service provider had not started operating in
those years, or that data simply cannot be acquired. To test how much attrition affects our
estimates, we run the hedonic regression is equation 3.3, dropping all service providers with
incomplete data. The results are shown in table 3.H.1 column (7).

We notice that the price estimates are higher when we drop the service providers with
incomplete data. In some years, the estimates for the balanced panel are twice as large as
the baseline regression. This difference though is likely to be due to survivorship bias. It is
possible that service providers whose data sets are more complete are likely to be offering
their services at a higher price than other providers.
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Figure 3.H.2: Robustness check, personal email

Note: The figure shows point (bar) and interval for the baseline, forward, backward and stepwise esti-
mation for personal email. The figure also the interval estimates for the price of personal email if service
providers that are not present in all years are dropped from the data set. Figures can be viewed in table
3.H.2.

The results are more robust for email. From figure 3.H.2 (table 3.H.2), we can observe
that the shadow price estimates from the baseline specification are noticeably similar to the
estimates generated from the forward, backward, and stepwise selection models. Moreover,
the intervals for all estimates overlap, implying that there is no statistical difference between
the estimates for all six models.

Similar to what we saw with videoconferencing, the price estimates from the balanced
panel were higher compared to the estimates from the baseline specification. Nonetheless,
the intervals of both the baseline estimates and the estimates from the balanced panel also
overlap, implying that there is no statistical difference between with two.
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Figure 3.H.3: Robustness check, online news

Note: The figure shows point (bar) and interval for the baseline, forward, backward and stepwise esti-
mation for online news. Figures can be viewed in table 3.H.3

For online news, shadow price estimates from the forward, backward, and stepwise esti-
mations are within the prediction interval of the baseline specification (see figure 3.H.3 and
table 3.H.3). Estimates from the forward estimation tend to be lower and estimates from the
backward estimation tend to be higher.
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Table 3.H.1: Robustness Check of Price Estimates for Videoconferencing

Baseline Forward Backward Stepwise Balanced
Specification (p < 0.2) (p < 0.1) (p < 0.2) (p < 0.1) Selection Panel

(1) (2) (3) (4) (5) (6) (7)

Panel A: Point Estimate

2017 1.14 1.71 2.52 1.41 1.38 1.4 3.11
2018 0.93 1.39 2.13 1.15 1.14 1.14 2.6
2019 0.66 1 1.51 0.82 0.77 0.81 1.92
2020 0.4 0.58 0.94 0.5 0.48 0.49 1.62
2021 0.38 0.54 0.97 0.48 0.47 0.47 1.56

Panel B: Lower (CI 95%)

2017 0.91 1.14 1.95 1.16 1.11 1.15 2.1
2018 0.75 0.93 1.65 0.95 0.92 0.94 2.1
2019 0.53 0.67 1.17 0.67 0.63 0.67 2.1
2020 0.32 0.39 0.73 0.41 0.39 0.41 1.26
2021 0.3 0.36 0.75 0.39 0.38 0.39 1.21

Panel C: Upper (CI 95%)

2017 1.43 2.28 3.38 1.79 1.67 1.72 3.49
2018 1.16 1.86 2.85 1.47 1.39 1.41 3.49
2019 0.83 1.33 2.02 1.04 0.94 1 3.49
2020 0.51 0.77 1.26 0.63 0.58 0.61 2.09
2021 0.47 0.73 1.3 0.61 0.57 0.58 2.02

Note: The table shows the price estimates for each year using different specifications. Column (1) shows
the price estimates from the baseline hedonic estimate where all characteristics were included as ex-
planatory variables in the regression. Columns (2) and (3) show the price estimates from the hedonic
regression using forward selection, where regressors are added once they are significant at (p<0.2) and
(p<0.1), respectively. Columns (4) and (5) show the price estimates from the hedonic regression using
backward selection, where regressors are removed when they are not significant at (p<0.2) and (p<0.1),
respectively. Column (6) shows the price estimate for the Stepwise regression with a backward cut-off of
p<0.2 and a forward cut-off of p<0.1. Column (7) shows the hedonic regression using all characteristics
as explanatory variables but retaining only service providers where prices are observed for all years. All
estimates are in USD.
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Table 3.H.2: Robustness Check of Price Estimates for Personal Email

Baseline Forward Backward Stepwise Balanced
Specification (p < 0.2) (p < 0.1) (p < 0.2) (p < 0.1) Selection Panel

(1) (2) (3) (4) (5) (6) (7)

Panel A: Point Estimate

2017 5.53 5.36 5.36 5.38 5.65 5.38 7.25
2018 5.51 5.27 5.27 5.29 5.53 5.29 6.32
2019 6.07 5.79 5.79 5.81 6.1 5.81 6.78
2020 5.97 5.78 5.78 5.79 6.08 5.79 6.84
2021 4.37 4.35 4.35 4.37 4.83 4.37 6.74

Panel B: Lower (CI 95%)

2017 3.09 3.07 3.07 3.1 3.2 3.1 3.32
2018 3.08 3.02 3.02 3.04 3.13 3.04 3.32
2019 3.39 3.32 3.32 3.35 3.45 3.35 3.32
2020 3.33 3.31 3.31 3.33 3.44 3.33 3.41
2021 2.44 2.49 2.49 2.52 2.74 2.52 3.36

Panel C: Upper (CI 95%)

2017 9.89 9.37 9.37 9.38 9.98 9.38 13.31
2018 9.87 9.2 9.2 9.21 9.77 9.21 13.31
2019 10.87 10.12 10.12 10.13 10.77 10.13 13.31
2020 10.69 10.09 10.09 10.09 10.73 10.09 13.69
2021 7.83 7.61 7.61 7.61 8.53 7.61 13.48

Note: The table shows the price estimates for each year using different specifications. Column (1) shows
the price estimates from the baseline hedonic estimate where all characteristics were included as ex-
planatory variables in the regression. Columns (2) and (3) show the price estimates from the hedonic
regression using forward selection, where regressors are added once they are significant at (p<0.2) and
(p<0.1), respectively. Columns (4) and (5) show the price estimates from the hedonic regression using
backward selection, where regressors are removed when they are not significant at (p<0.2) and (p<0.1),
respectively. Column (6) shows the price estimate for the Stepwise regression with a backward cut-off of
p<0.2 and a forward cut-off of p<0.1. Column (7) shows the hedonic regression using all characteristics
as explanatory variables but retaining only service providers where prices are observed for all years. All
estimates are in USD.
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Table 3.H.3: Robustness Check of Price Estimates for Online News

Baseline Forward Backward Stepwise
Specification (p < 0.2) (p < 0.1) (p < 0.2) (p < 0.1) Selection

(1) (2) (3) (4) (5) (6)

Panel A: Point Estimate

2017 9.0 9.1 9.1 13.6 13.6 13.6
2018 9.0 8.4 8.4 14.0 14.0 14.0
2019 8.0 7.2 7.2 12.7 12.7 12.7
2020 9.1 8.9 8.9 15.1 15.1 15.1
2021 8.8 8.7 8.7 14.8 14.8 14.8

Panel B: Lower (CI 95%)

2017 5.4 8.2 8.2 11.5 11.5 11.5
2018 5.0 7.4 7.4 11.3 11.3 11.3
2019 4.0 6.2 6.2 10.2 10.2 10.2
2020 4.6 7.6 7.6 11.8 11.8 11.8
2021 4.5 7.3 7.3 11.3 11.3 11.3

Panel C: Upper (CI 95%)

2017 14.9 10.2 10.2 16.1 16.1 16.1
2018 16.4 9.6 9.6 17.4 17.4 17.4
2019 16.0 8.4 8.4 15.8 15.8 15.8
2020 17.9 10.4 10.4 19.2 19.2 19.2
2021 17.2 10.3 10.3 19.3 19.3 19.3

Note: The table shows the price estimates for each year using different specifications. Column (1) shows
the price estimates from the baseline hedonic estimate where all characteristics were included as ex-
planatory variables in the regression. Columns (2) and (3) show the price estimates from the hedonic
regression using forward selection, where regressors are added once they are significant at (p<0.2) and
(p<0.1), respectively. Columns (4) and (5) show the price estimates from the hedonic regression using
backward selection, where regressors are removed when they are not significant at (p<0.2) and (p<0.1),
respectively. Column (6) shows the price estimate for the Stepwise regression with a backward cut-off of
p<0.2 and forward cut-off of p<0.1. All estimates are in USD.
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3.I Comparison with other studies estimates

Table 3.I.2: Comparison of WTA values with the price imputations for email and online news

Hedonic Regression Brynjolfsson (2019) Coyle and Nguyen (2023) Jamison and Wang (2021)

May Mean Median March
2020 2017 2020 2020 2020
(1) (2) (3) (4) (5)

Personal email

Point 5.97 701 192 227 2095
Lower 3.33 574 206 130 1517
Upper 10.69 852 221 324 2673

Online news

Point 9.09 – 81 81 –
Lower 3.84 – 76 71 –
Upper 15.42 – 87 90 –

Note: The table compares the WTA estimates from Brynjolfsson et al. (2019b), Coyle and Nguyen
(2023) and Jamison and Wang (2021) with the price estimates from the hedonic regression. Estimates
from Coyle and Nguyen (2023) were based on their May 2020 data collection. All estimates are in USD.
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3.J Gross Value of free digital goods, levels

3.J.1 Baseline estimates

Table 3.J.1: Gross value of digital goods and Household Final Consumption Expenditures,
at current prices

2017 2018 2019 2020

Point Estimate 5,420 5,520 5,495 5,940
Lower 3,215 3,110 2,946 3,169
Upper 9,193 9,850 10,280 11,128

HFCE 1,301,142 1352042 1387664 1,214,474
GDP 2,085,008 2,157,410 2,238,348 2,109,594

Note: The table shows the interval estimate of the aggregate gross value for the three digital goods,
videoconferencing, personal email, and online news, as well as the estimates for household final con-
sumption expenditures (HFCE) and gross domestic product by the ONS. All estimates are in million £.

Table 3.J.2: Gross value of digital goods and Household Final Consumption Expenditures,
at constant prices (100=2019)

2017 2018 2019 2020

Point Estimate 5,220 5,346 5,495 5,654
Lower 2,795 2,862 2,946 3,023
Upper 9,774 10,012 10,280 10,602

HFCE 1,346,008 1,374,051 1,387,664 1,208,053
GDP 2,166,073 2,203,005 2,238,348 1,991,439

Note: The table shows the interval estimate of the aggregate gross value for the three digital goods,
videoconferencing, personal email, and online news, as well as the estimates for household final con-
sumption expenditures (HFCE) and gross domestic product by the ONS. All estimates are in million £.

3.J.2 Adjusted using Ofcom data

Table 3.J.3: Gross value of digital goods adjusted for Ofcom data, at current prices

2017 2018 2019 2020

Point Estimate 5,420 5,520 5,495 6,554
Lower 3,215 3,110 2,946 3,515
Upper 9,193 9,850 10,280 12,220

Note: The table shows the interval estimate of the aggregate gross value (at current prices) for the three
digital goods, videoconferencing, personal email, and online news after estimates in 2020 is adjusted
using Ofcom data. All estimates are in million £.
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Table 3.J.4: Gross value of digital goods and Household Final Consumption Expenditures,
at constant prices (100=2019)

2017 2018 2019 2020

Point Estimate 5,220 5,346 5,495 6,286
Lower 2,795 2,862 2,946 3,382
Upper 9,774 10,012 10,280 11,723

Note: The table shows the interval estimate of the aggregate gross value for the three digital goods, video-
conferencing, personal email, and online news, as well as the estimates for household final consumption
expenditures (HFCE) and gross domestic product by the ONS, at constant prices. All estimates are in
million £.

3.J.3 Accounting for multiple provider use

Table 3.J.5: Gross value of digital goods and Household Final Consumption Expenditures,
at current prices

2017 2018 2019 2020

Point Estimate 12,937 13,051 12,164 13,329
Lower 7,869 7,399 6,380 6,986
Upper 21,417 23,206 23,266 25,401

Note: The table shows the interval estimate of the aggregate gross value for the three digital goods,
videoconferencing, personal email, and online news, as well as the estimates for household final con-
sumption expenditures (HFCE) and gross domestic product by the ONS, at current prices. All estimates
are in million £.

Table 3.J.6: Gross value of digital goods and Household Final Consumption Expenditures,
at constant prices (100=2019)

2017 2018 2019 2020

Point Estimate 11,709 11,888 12,164 12,364
Lower 6,139 6241 6380 6,504
Upper 22,403 22,723 23,266 23,604

Note: The table shows the interval estimate of the aggregate gross value for the three digital goods, video-
conferencing, personal email, and online news, as well as the estimates for household final consumption
expenditures (HFCE) and gross domestic product by the ONS, at constant prices. All estimates are in
million £.
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3.K Comparison with other expenditure items
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Figure 3.K.1

Note: The figure compares the current price estimates of the gross value of free digital goods in table
3.J.1 with other expenditure items under UK’s HFCE for 2020. HFCE data is sourced from the ONS.
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Figure 3.K.2

Note: The figure compares the current price estimates of the gross value of free digital goods (adjusted
using Ofcom data) in table 3.J.5 with other expenditure items under UK’s HFCE for 2020. HFCE data
is sourced from the ONS.
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CHAPTER 4: How much is Illegal Streaming Worth?
Measuring the Value of Digital Piracy

ABSTRACT

The goal of this study is to measure the value derived by households from digital piracy. Our
measurement strategy employs the price of paid digital services and services (e.g. Spotify,
Netflix) as a proxy for the shadow price of their illegally acquired counterparts. This is a
common method for the valuation of non-market activity and non-monetary transactions
for national accounting purposes. To estimate the number of individuals engaged in digital
piracy, we used information from the United Kingdom’s Intellectual Property Office annual
Piracy Tracker, which provides an estimate of the proportion of the UK population that
engages in digital piracy. We find that, on average, the gross value from the piracy of music,
video, live sports, software, computer games, and ebooks was between £3.6 billion and £7.5
billion in 2021. We also find that while the value from the final consumption of communication
services has been consistently rising in the past five years, the inflation-adjusted gross value
from the digital piracy of media has been falling. Our data shows that the growth in the value
of final consumption from communication services would have been slower by 0.2 percentage
points in 2021 had the value from the consumption of pirated content been accounted for in
the estimates.

4.1 Introduction

Since macroeconomic aggregates such as Gross Domestic Product only account for economic
activities with market prices, this set of statistics tends to miss the benefits households receive
from the consumption of free internet services such as personal email, chat, and online news,
among others. As such, various efforts have been made by economists (and statisticians)
to quantify the value individuals derive from free Internet products. Most of the research in
this area focuses on social media (Brynjolfsson et al., 2019a; Schreyer, 2021) and advertising-
supported services such as online maps and search engines (Nakamura et al., 2017; Van Elp
and Mushkudiani, 2019). None of the studies, however, tackle the value of the consumption
of content accessed through digital piracy.

We can view the consumption of content from digital piracy as a form of “free” service
provided through the internet. One of the reasons why researchers are interested in mea-
suring the value of free digital services is due to their ability to provide households with
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utility, even though the consumption of these services is not explicitly reflected in official
statistics. One can argue that products and services acquired through digital piracy—while
illegal—also improve household utility, despite being missed by National Accounts estimates
as part of household consumption. While some of these websites earn revenues by display-
ing advertisements, and the revenues from these websites are already included in GDP, we
believe these earnings underestimate the value derived by households from the consump-
tion of these products. Considering that the marginal cost of production of each content is
close to zero, the value derived from an additional user of these sites may be understated
in GDP. Moreover, since these sites generate revenues from advertising, their income would
be accounted as intermediate consumption of the products they advertise and not household
consumption. As such, policymakers would not be able to examine how the production of
content affects consumer welfare.

The goal of this study is to measure and examine the value derived by households from
digital piracy. As our measurement strategy, we employ the price of paid digital services (e.g.
Spotify, Netflix, etc.) as a proxy for the shadow price of their illegally acquired counterparts
(e.g. illegal streaming, torrent, etc.). Market substitute pricing, or market-equivalent pricing,
has been applied by compilers of the National Accounts to impute for the implicit price of
other non-market activity and non-monetary transactions such as the rental from owner-
occupied housing, and agricultural production for own consumption, and barter transactions.
This strategy ensures that our estimates would be consistent with the accounting principles
of the SNA.

To estimate the number of individuals engaged in digital piracy, we used information from
the UK’s Intellectual Property Office annual Piracy Tracker. The report provides estimates
on the share of the UK’s population that engages in digital piracy. This dataset is unique to
the UK and is based on a survey employing a representative sample of the country’s online
population. The survey is conducted annually and allows us to generate estimates that are
consistent across time.

We find that the gross value from the piracy of music, video (TV series and movies), live
sports, software, computer games, and ebooks was between £3.6 billion and £7.5 billion in
2021. We also find that while the value from the final consumption of communication services
has been consistently rising in the past five years, the gross value from the digital piracy of
media is falling. Our data shows that the growth in the value of the final consumption from
communication services would have been slower by 0.2 percentage points in 2021 had the
value from the consumption of pirated content been accounted for in the estimates. Therefore,
it is likely that official statistics are overstating the growth in welfare from communication
services since they do not account for the value of digital piracy.

While the SNA mostly considers market goods and services as part of GDP, it also recom-
mends that a select group of non-market services, such as government services and services
from owner-occupied housing, should be considered as part of production. That said, the
majority of non-market production such as household production of services (except ser-
vices from owner-occupied housing) and ecosystem services are still not considered as part of
GDP. The value derived by households from the consumption of these non-market services
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is compiled in separate sets of statistics called Satellite Accounts. As such, this essay does
not recommend that the value of pirated content should be included in GDP. Rather, our
goal is to develop a methodology for a possible Satellite Account that incorporates the value
of free digital services.

This study contributes to three areas of research. First, it contributes to the growing
body of research that aims to measure the value of free digital services. Most of the studies
in this area focused on services that can be accessed legally, such as social media, search
engines, and messenging apps (Corrigan et al., 2018; Brynjolfsson et al., 2019a; Coyle and
Nguyen, 2023) as well as advertising and marketing-supported content in general (Nakamura
and Soloveichik, 2015; Nakamura et al., 2017; Van Elp et al., 2022). This study extends the
measurement literature by focusing on the value of media accessed through digital piracy.
To the best of our knowledge, none of the earlier studies have paid attention to internet
services accessed through illegal means. This study also extends the measurement literature
by employing the price of paid digital products as a proxy for the value of their pirated
counterparts, which are often acquired with little or no explicit cost to the user. While this
strategy has been applied in the core National Accounts and environmental accounting, to
our knowledge, this approach has seldom been used for the valuation of free services.

This study also contributes to the literature on the measurement of illegal activities.
According to the SNA, all production activity—whether legal or not—should be included as
part of the National Accounts estimates. Many of these activities fall under production by
households as an unincorporated enterprise. Various efforts have been made to incorporate
the value of illegal activity in the National Accounts. Countries that have engaged in these
attempts include the United Kingdom (Abramsky and Drew, 2014), The Balkans (Blades,
2011), The Netherlands and Romania (Dragusin, 2015), and the United States (Soloveichik,
2019), among others. This study extends the literature on the measurement of illegal activities
by generating estimates for the value of digital piracy in the UK.

This study also contributes to the empirical literature that attempts to measure the
impact of piracy. Most of the studies in this area focus on the displacement of sales in creative
industries. The studies by Peitz andWaelbroeck (2004), Zentner (2005), and Liebowitz (2008)
found that piracy of music negatively impacts album sales. Meanwhile, Rob and Waldfogel
(2006) argued that illegal access to media actually improves welfare by reducing deadweight
loss. This study contributes to the literature on the impact of digital piracy by quantifying
the dollar-value of welfare received by households from the consumption of pirated media.
None of the earlier research has examined the aggregate welfare impact of digital piracy,
especially in the context of the National Accounts.

The outline of this essay is as follows. The next section explains the rationale for measuring
the value of digital piracy based on the SNA framework. Section 4.3 summarizes the literature
on the impact of piracy. Section 4.4 discusses our empirical strategy. In section 4.5, we present
the data, and in section 4.6, we discuss our results. We end this essay with our conclusions
and ways forward.
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4.2 Why measure the value of digital piracy?

The internet provides a number of free services that substitute for market activities (Coyle,
2015). For instance, instead of buying maps, travelers would rather access Google Maps or
Citymapper to find their way around. In such cases, travelers receive the same (or even
better) level of benefit without incurring explicit costs. However, this weakens the ability of
official statistics, such as GDP and Household Final Consumption, to reflect welfare changes,
since households are gaining utility from the consumption of goods and services that do not
have a market and are therefore not explicitly reflected in the National Accounts.

The popularity of free digital services has motivated a strand of the measurement literature
to account for the value derived by households from these services (Corrigan et al., 2018;
Brynjolfsson et al., 2019b,a; Coyle and Nguyen, 2023; Jamison and Wang, 2021; Nakamura
and Soloveichik, 2015; Nakamura et al., 2017; Van Elp and Mushkudiani, 2019; Van Elp et al.,
2022). The goal of these studies is to generate aggregates that capture the value of these
services and partially address the current weakness of GDP estimates in terms of serving as
an indicator of welfare.

One can argue that digital piracy can also cause this substitution. Dejean (2009) observed
that music sales have been falling since the late 1990s. A number of studies attribute this
decline to the rise of file-sharing networks that make it easier to download songs instead of
buying albums (Peitz and Waelbroeck, 2004; Zentner, 2005; Liebowitz, 2008).

By imputing for the value derived by households from the consumption of media accessed
through piracy, it would be possible to better measure welfare changes contributed by the
creative industries such as film and music. But is it even proper to measure services from
digital piracy as part of output and consumption? For one, they are illegal. Second, they
cause negative externalities such as revenue losses for industries.

The National Accounts do not discriminate between legal and illegal consumption. Even
though digital piracy is a form of intellectual property infringement and is therefore illegal
in most countries, final consumption of a service still transpires. Paragraph 25.25 of the 2008
SNA writes:

[I]n principle, the fact that an activity may be illegal is not a reason to exclude
it from the production boundary. In some countries, the difficulties of capturing
illegal activities may mean that they are either not well covered or deliberately
ignored on pragmatic grounds. However, some countries ignoring the production
of drugs, for instance, would seriously underestimate the overall level of economic
activity (United Nations and others, 2009).

There have been substantial efforts aimed at improving the measurement of illegal activi-
ties in National Accounts estimates (Abramsky and Drew, 2014; Blades, 2011; Sturgess et al.,
2018; Kazemier et al., 2013; Dragusin, 2015; Soloveichik, 2019). For the UK, two categories
of illegal activities are included by the Office for National Statistics in their GDP estimates.
These are illegal drugs and prostitution (Abramsky and Drew, 2014).
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Furthermore, while digital piracy could cause negative externalities such as loss in revenues
to creative industries (see the literature review of Dejean (2009)), the National Accounts
statistics have long included other transactions that also cause negative effects on individuals
and society. For instance, even though cigarettes have been known to cause negative effects on
a person’s health, the consumption of cigarettes is still included in GDP as part of household
final consumption.

It stands to reason that if there are efforts to estimate the value from the consumption of
free digital products, the value from digital piracy should be taken into consideration as well.
Based on the accounting principles of the SNA, there is no reason why the value from digital
piracy should be excluded in attempts to measure welfare from the internet. Generating such
measures would also provide us with a more complete picture of welfare changes in the digital
era.

Not all illegal activities are considered part of the production boundary in the National
Accounts. For example, the SNA (see paragraph 3.97) argues that theft should not be re-
garded as a form of production because 1) it does not produce any value; assets are simply
transferred from one entity to another, and 2) theft is not considered a “voluntary transac-
tion.”The same argument applies to embezzlement. While most legal systems consider digital
piracy as “intellectual property theft,” we argue that a transaction occurs when households
consume pirated content. When individuals watch a movie via illegal streaming sites, value
is created for the viewer. Unlike theft, which only involves asset transfer, in this case, value is
generated, similar to how entertainment services are created when individuals watch Netflix.

To put this in perspective, when a person steals another person’s handbag, the act of
stealing does not constitute a productive activity because it is considered as transfer in
kind. But once the thief sells the handbag, then there is an explicit transaction between
a seller and a buyer. We argue that this is what we are capturing when we measure the
value household receive from digital piracy. While the theft of intellectual property does not
constitute production in the context of the National Accounts, the provision of content in
exchange for advertising viewership in illegal streaming sites does.

4.3 Literature on the impact of digital piracy

Various studies have been conducted aimed at evaluating the impact of digital piracy on
society. Most of them, however, were focused on assessing its impact on sales in the creative
industry.

Dejean (2009) explains that there are two types of piracy. The first is called hard goods
piracy. This involves the duplication of the physical medium containing intangible assets, such
as CDs and DVDs. The second type of piracy involves the replication of intellectual property
through the internet using file sharing. Dejean (2009) referred to this as digital piracy or
piracy through peer-to-peer (P2P) networks. Because of how the expansion of broadband
access has improved internet download speeds globally, most of the recent empirical studies
are aimed at examining the impact of piracy from P2P networks.
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Due to the lack of data on infringement in the 1980s and 1990s, early studies on the effects
of piracy were mostly focused on developing theoretical models that predict the impact of
copying. In an analytic model, Johnson (1985) showed that copying, in the context of hard
piracy, reduces social welfare. Restrictions that are successful in inhibiting piracy, on the
other hand, improve overall surplus. The theoretical literature notes two ways in which
economic welfare is reduced due to piracy. First, the cost of originals could increase in order
to internalize the cost of infringement (Ordover and Willig, 1978; Liebowitz, 1985; Besen
and Kirby, 1989). Second, due to network effects, piracy could cause the value of originals
to increase, following a rise in demand (Besen and Kirby, 1989; Takeyama, 1994).

Some of the first empirical studies that aimed to evaluate the effects of digital piracy
on outcomes employed the spread of broadband networks as a proxy for IP infringement
activity. Again, this is due to the lack of reliable data at the time. Country-level studies by
Peitz and Waelbroeck (2004) and Zentner (2005) found that digital piracy played a relevant
role in the decline in CD sales. A city-level analysis by Liebowitz (2008) corroborated these
results, concluding that file sharing is responsible for the drop in music industry sales. At the
time of these studies, low-cost streaming services, such as Spotify, were not as widespread as
they are today. As such, the decline in CD sales from an increase in paid music streaming is
not likely.

While research employing broadband usage as a proxy painted digital piracy as the cause
of the decline in the output of creative industries, results from studies using direct measures
of IP infringement are less conclusive. Oberholzer-Gee and Strumpf (2007) examines the
impact of the number of illegal album downloads from the portal OpenNap on their sales. In
order to address endogeneity, the authors used data on international school holidays as an
instrument for illegal downloads. They found that the number of downloads from the portal
does not cause a significant change in album sales. Meanwhile, Blackburn (2007) argued
that P2P piracy has two potential externalities. First, digital copies are able to substitute
for originals, causing declines in sales. Second, file sharing causes a penetration effect that
allows for sales of creative output to increase. The study found that the substitution effect
is greater for well-known artists. Meanwhile, the penetration effect benefits artists that are
less known. Since total sales in the music industry are driven by sales of popular artists, the
decline in overall sales is likely due to the substitution effect.

Meanwhile, results from micro-level studies provide evidence that file sharing negatively
impacts sales in the creative industry. Zentner (2006) employed internet sophistication and
internet speed as an instrument for P2P network usage. They found that the use of these
networks reduces the likelihood of music purchases by 30 percent. Using data from the
US Consumer Expenditure Survey, Michel (2006) and Seung-Hyun (2005) found that P2P
networks negatively impact creative industry sales.

Rob and Waldfogel (2006) takes a more nuanced analysis by examining the welfare effects
of digital piracy. They argue that illegal download of media actually improves consumer wel-
fare by reducing deadweight loss (see Figure 4.3.1). In their survey of 500 students, they found
that respondents generally download albums that are more expensive than their willingness
to pay. P2P networks allowed these students access to music that they would not have been
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able to purchase in the first place. They conclude their findings by saying: “[w]hile down-
loading reduces expenditure (on hit albums, 1999–2003) by $25 per capita in the subsample
for which we perform a direct welfare analysis of downloading, it raises sample consumers’
welfare associated with these albums by $70 per capita.”

Figure 4.3.1: Reduction of deadweight loss from digital piracy

Notes: Figure sourced from Rob and Waldfogel (2006).

Some scholars have also generated estimates of the dollar-value of industry loss due to
piracy. Most of these estimates are based on displacement rates from regressions that evaluate
the effects of illegal downloads and industry sales. Blackburn (2007) estimated that reducing
P2P network activities by 30 percent would enable the music industry to gain around US$260
million in revenues. Meanwhile, De Vany and Walls (2007) found that the US movie industry
loses US$41.7 million annually from piracy. These estimates are generated using back-of-
the-envelope calculations, based on a certain hypothesized relationship between piracy and
revenues. However, they do not provide an estimate of the value of illegally accessed creative
content.

A report released by Blackburn et al. (2019) calculated both industry loss from piracy
and the value of illegally accessed content in the US. Based on a displacement rate of 14
percent, they estimated that piracy cost the country’s film and TV industry between US$29.2
billion to US$71.0 billion. Their estimates also show that the value of digital content was
US$166.6 billion for film content and US$200 billion for TV content. They arrived at these
estimates by calculating the average industry revenue per movie and per TV episode, and
then multiplying the average revenues by the number of illegally accessed movies and TV
episodes.

While the report by Blackburn et al. (2019) was mostly focused on the industry revenues
displaced by piracy, it is, to the best of our knowledge, the only study that attempts to
generate the aggregate value of pirated content. The main drawback of their methodology is
how they value each unit of pirated content. TV and film companies receive revenues from
sources other than payment for content. For instance, film companies also generate revenues
from merchandise and advert placement, which is on top of their earnings from ticket sales
and DVD sales. This may cause the average revenues per content to be a biased estimator
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of the exchange value for creative output. We address this gap in the literature by using the
price of paid products as a proxy of the value derived by households from the consumption
of illegally acquired media. In the following section, we discuss the measurement strategy we
employ for the estimation.

4.4 Measurement strategy

For this study, we employ the price of similar market products as our source of valuation
of digital piracy products. While the use of cost production (see discussion in Chapter 3)
is also a valid measurement strategy for non-market valuation, this approach is limited in
terms of capturing the welfare improvements if the marginal cost of producing the service
is zero (or close to zero). Meanwhile, the use of market equivalent pricing is an alternative
method to measure the value from digital piracy since similar products can easily be identified
with explicit monetary value. Moreover, the valuation would be consistent with National
Accounting practice, as discussed in Chapter 3. This method also aligns with the concept
of measuring the increase in households’ implied income from the availability of free digital
services, as detailed in Chapter 2.

In this study, we measure the value of digital piracy for seven types of products, namely
music, live sports, software, computer games, ebooks, film, and TV. We employ the paid
version of these products as a proxy for the value of their pirated counterparts. This strategy
is similar to the valuation approach in the previous chapter, which employs the price of paid
versions of digital services as a proxy for their free counterparts.

For TV, film, music, and sports, we employ the price of paid media content as a proxy
for the shadow price of pirated media. Paid media is priced differently depending on the
popularity of the content and/or the artist, making it difficult to determine an average price
that represents access to certain media. The recent popularity of streaming services makes
this task simpler. Services such as Spotify, Netflix, and Amazon Prime allow users to access
unlimited content for a fixed monthly fee. This fee represents the value consumers derive from
having the option to watch or listen to creative content for a certain period. One can argue
that P2P networks provide similar services. For instance, an individual can watch unlimited
movies and TV series from illegal streaming sites such as 123Movies, FMovies, and similar
portals. As such, we employ the price of these streaming services as a proxy for the shadow
price of illegally accessed media. Here, we assume that paid streaming services and illegal
streaming services are substitutes. However, we must note that this strategy would likely
provide conservative estimates of the value of digital content. The libraries of paid streaming
services such as Netflix and Disney Plus are limited, in contrast to illegal streaming sites,
which often host a materially larger library of content. We argue, however, that this does
not invalidate our strategy because the limitation of paid streaming is likely offset by the
disutility from accessing illegal media, which we will discuss in the following section.

To estimate software, computer games, and ebook piracy, we employ information from
the Personal and Household Finances survey of the UK’s Office for National Statistics. In
particular, we use data in Workbook 1 (Detailed Expenditure and Trends), which includes
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information on weekly household expenditures for certain items. We use expenditures on
software, videogames, and books as a proxy for the value of software, videogames, and ebook
piracy, respectively. We multiply the weekly value to estimate monthly expenditures per
household. Since these expenditure values are for the household, we divide the estimated
monthly expenditures by the average household size (based on ONS data) to arrive at the
value for each individual.

To arrive at the implicit price of illegally accessed music, TV and film, and live sports,
p̂d, we take the weighted average of each paid streaming service, pp:

p̂dit =
J∑

j=1

(ppijt × θijt) (4.1)

where t is an index representing the year, i is an index representing the type of content
(video, music, sports), j is an index representing providers of paid content (Netflix, Disney
Plus, etc), and θij representing the market share of each content provider. We derive the
market share of each provider by taking the ratio of their subscribers to the total number of
subscribers across all providers. To arrive at the gross value of illegal media consumption, we
multiply the estimate of the shadow price of pirated content in equation 4.1 to a measure of
volume. Since the price that we used for the computation of the shadow price is based on the
price per user, by extension, the measure of volume we need for the estimation of gross value
should also be based on the number of users. As such, we assume that households derived
utility just by having access to illegal streaming. The gross value of pirated content can be
expressed as,

V̂ d
it = p̂ditq̂

d
it (4.2)

where the gross value Vt is the product of the shadow price p̂dit of the free media i and its
measure of volume q̂dit at time t. Since these estimates makes no reference to intermediate
consumption, we interpret these figures as the gross value of consumption in the expenditure
side of the National Accounts.

We apply the same principles to derive the value of illegally-downloaded software, com-
puter games, and ebooks. Instead of using a price as an indicator of value, we employ the
monthly expenditures of households from the Personal and Household Finances survey. This
places a revealed preference assumption on our estimation strategy. We assume that the
average monthly expenditures reflect the value derived by households from the consumption
of these products.
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4.5 Data

In this section, we present the data employed for the estimation of the gross value from digital
piracy. The goal is to generate estimates for the years 2016 to 2021, though this methodology
could extend the estimates further back in time (as long as data on prices and the volume
measure for infringement are available).

To estimate the gross value from the consumption of digital piracy, we multiply the shadow
price of illegal media consumption with a measure of volume, q̂dit. Since the proxy price we
employ in this exercise is based on the number of users, one can argue that the appropriate
measure of volume is the number of users of digital piracy.

Figure 4.5.1: Online Copyright Infringement Tracker Report of the UK’s IPO

Note: The table is sourced from the 2022 Online Copyright Infringement Tracker Report of the UK’s
IPO. The table shows the percentage of survey respondents who said that they engaged in infringement
activities for certain media.

We employ information from the 2021 Online Copyright Infringement Tracker Report
of the UK’s Intellectual Property Office (IPO). The survey aims to track the consumer
behavior of individuals 12 years old and above in relation to online copyright infringement.
The survey is conducted annually. The report released in January 2022 is the 11th installment
of the survey. For the latest report, the survey employed a sample of 5,000 individuals,
representative of the UK’s 15+ population.1

1While we preferred to use the population of individuals 12 for our estimates, this is not available in the
ONS data. As such, it is possible that our final estimates would have some downward bias.
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Figure 4.5.2: Estimated number of individuals engaged in digital piracy

Note: The figure shows the estimated number of individuals engaged in digital piracy. The sources of
basic data are the UK’s IPO and the ONS.

We plot the estimated number of individuals engaged in digital piracy in Figure 4.5.2.
Video (TV and film) and live sports make up the majority of the estimates. On average,
video and sports accounted for 29.8 percent and 27.7 percent of the total, respectively. We
also observe that the estimated number of individuals engaged in piracy is generally declining
over time.

To derive the shadow value of products from digital piracy, we use information on both the
subscription price of equivalent products and the average expenditures of similar products.
For music, we take the weighted average price of the five most popular paid streaming
platforms, namely, Spotify, Apple Music, Amazon, YouTube, and Soundcloud Go+. These
platforms offer two sets of prices: standard and a student discount price. We take the weighted
average of these prices. We used the population of individuals from 16 to 21 to arrive at the
weight for the student price. To acquire the prices for previous years, we accessed the price
for the previous versions of the website using the portal Internet Archive (www.archive.org).

For video streaming, we employ the average price of popular streaming sites from 2016 to
2021. We use price data from Netflix, Amazon Prime Video, Now Entertainment, Apple TV,
and Disney Plus. For sports, we use the subscription prices of Now Sports and BT Sports.
We generate two types of price estimates for video and sports: the basic price and the price
per screen. The basic price reflects the lowest subscription price available on the provider’s
website. Meanwhile, we derive the price per screen by dividing each available subscription
price by the number of screens users can potentially watch for each subscription. For instance,
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the basic subscription to Disney Plus allows users to watch on four screens simultaneously.

Table 4.5.1: Weighted average prices in GBP, monthly

2016 2017 2018 2019 2020 2021

Music 8.7 8.7 8.7 8.7 8.7 8.7

Film and TV Basic 7.3 7.4 7.4 7.9 7.6 7.9
Per Screen 3.2 3.2 3.4 3.7 3.3 3.4

Sports Basic 6.0 7.2 7.7 8.0 18.7 26.3
Per Screen 3.7 4.9 5.1 6.0 8.5 11.0

Computer software Household 2.4 2.8 2.8 3.2 2.8 3.6
(including games) Individual 1.0 1.2 1.2 1.4 1.2 1.5

Books Household 4.8 4.8 5.2 4.8 4.8 5.6
Individual 2.0 2.0 2.2 2.0 2.0 2.4

Note: The table shows the average prices of popular streaming platforms from 2016 to 2021, as well as the
estimated monthly expenditures of households for computer software and books. Basic data on household
expenditures were sourced from the Household Finances survey of the UK’s ONS. Estimates of individual-
level expenditures are derived by dividing the household expenditures by the average household size for
each year. Prices of streaming services are found in appendix 4.A. All figures are in GBP.

For both computer games and books, we employ user data on the monthly expenditures
of households from the Personal and Household Finances survey of the ONS. We have two
options for this approach. The survey tracks weekly expenditures of households. However,
the volume measure we derived from the IPO report is based on the number of individuals
involved in digital piracy. Because of this, we estimate the expenditures for each individual
by dividing the household expenditures by the average household size in the UK2.

We show the average prices over time in Table 4.5.1. The average price of music is flat from
2016 to 2021. Moreover, we find no cross-sectional variation in the price. The subscription
price of music is the same for all providers. The mean subscription price for video and sports
is more variable. The average subscription prices for the two categories are both increasing
over time. The average subscription price for live sports increased the fastest for the period
2016 to 2021 from £6.0 per month to £26 per month.

The average expenditures for computer software (including games) and books are likewise
increasing. At the household level, the expenditures for software increased from £2.4 per
month in 2016 to £3.6 in 2021. Meanwhile, the average expenditure for books increased from
£4.8 per month to £5.6 per month.

2Data on the average household size is sourced from the ONS. The data varies each year.
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4.6 The gross value of digital piracy

In this section, we report our estimates for the gross value of Digital Piracy. We use the
formula in equation 4.1 to generate our estimates.

We show the baseline estimates in Figure 4.6.1a. We report the four iterations of the es-
timates. In the first iteration, we employed the basic price of streaming services and the
household-level average expenditures for books, computer software, and games. For the
second set of estimates, we used the basic price of streaming services and the estimated
individual-level expenditures for books, software, and games. The third iteration employs
the average price per screen that we calculate for streaming services and household-level ex-
penditure values for books, software, and games. In the last set of estimates, we use the price
per screen and the estimated individual-level expenditures for books, software, and games.
The fourth set is our preferred set of estimates because it provides us with conservative val-
ues. As such, we can interpret them as the lowest possible estimates for the aggregate value
of digital piracy. For discussion purposes, we interpret the first set of estimates as the upper
bound figures and the fourth set of estimates as the lower bound.
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Figure 4.6.1: Gross value of digital piracy, at current prices

Note: The figure shows the estimates for the gross value of digital piracy. Left figure shows the baseline
estimates from equation 4.2. Right figure shows the estimates adjusting for the disutility of advertising,
where the prices are derived using equation 4.3.
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The estimates show that in 2016, the gross value of digital piracy is between £3.4 billion
and £5.5 billion. The data shows that the nominal value of piracy is generally increasing over
time. The lower bound estimate grew to £5.0 billion in 2021. Meanwhile, the upper bound
estimate jumped to £10.5 billion for the same period. The sharp increase in the upper bound
estimates is driven by the increase in the average basic price of live sports subscriptions.

Our estimates show that live sports accounts for the largest share of the gross value of
digital piracy (35 percent). Music and video accounts for the second and third largest share
at 28.3 percent and 23.9 percent, respectively. With the exception of 2021, the percentage
distribution across products appears to be stable over time. We hypothesize that the increase
in the value of live sports that year was a result of the Euro 2020 football tournament.

One can argue that these figures overestimate the value of digital piracy. Because we em-
ploy the price of paid market products as a proxy for the illegally downloaded products, there
is an argument to be made that these valuations are not equivalent. One clear distinction is
the presence of advertising in illegal streaming sites. Most paid streaming services are ad-free
while illegal streaming sites often subject their users to excessive advertising. This is also
often the case for websites that allow for the illegal download of software, computer games,
and ebooks. We control for this difference by introducing an adjustment term:

p̂iaj = p̂idγ, (4.3)

where p̂aji is the adjusted shadow value of digital piracy. In equation 4.3, we introduce a
disutility parameter γ which takes the value 0 < γ < 1. There are many possible reasons
why the experience of consuming content from paid sources is better than consuming content
from illegal avenues. Among these is the ease of access, security, and assurance that accessing
media will not result in accidental download of malware. Ideally, γ should be able to capture
the disutility from all the reasons mentioned. Because of the lack of data, we are only able
to adjust for the disutility from advertising. Recently, the streaming company Netflix offered
an advertising-supported tier. This allows users from selected markets to gain access to a
cheaper (30 percent cheaper than the standard subscription) version of Netflix, but with
intermittent advertising while viewing. We use the ratio of the price for the ad-supported
tier over the standard subscription as our basis for γ. While this ratio is not perfect in
capturing all factors contributing to the difference between the value of illegally accessed
digital products and their paid counterpart, this is the best empirical proxy we are able to
employ thus far.

We show the results of the adjusted gross value of digital piracy in Figure 4.6.3. The upper
bound estimate for 2021 is at £7.5 billion and the lower bound is at £3.6 billion.
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Figure 4.6.2: Percent distribution of digital piracy products

Note: The figure shows the percent distribution of the gross value of each illegally accessed digital service.
The left figure shows the share of each product in 2019. The right figure shows the percent distribution
over time.

We also generate constant price estimates for the gross value of digital piracy. We first
construct a Laspeyres index by extrapolating the base year prices with the growth rates
of the shadow price of each product (see equation 4.4). We chose 2019 as our base year
to be consistent with the National Accounts estimates of the ONS. We then deflate our
nominal value estimates using the price index (see equation 4.5) to arrive at the constant
price estimates:

Indext
i = Indext−1

i × (p̂ti/p̂
t−1
i ) (4.4)

V̂ iR,t =
V̂ iN,t

(Indext
i/100)

(4.5)

Here, Indext
i denotes the price index at time t, V̂ iN,t represents the estimates for the gross

value of digital piracy in nominal terms, and V̂ iR,t represents the gross value in real terms.
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Figure 4.6.3: Gross value of digital piracy at constant (100 = 2018) prices

Note: The figure shows the constant price estimates of gross value of digital piracy derived using equation
4.5.

Our estimates suggest that the constant price estimates of the gross value of digital piracy,
with 2019 as the base year, have generally declined from 2016 to 2020. This decline reflects
the downward trend in the number of individuals engaged in digital piracy.

4.7 Discussions and applications

The advantage of generating estimates consistent with the accounting principles is that it
allows for the estimates to be linked with the core National Accounts data, providing a
benchmark for interpretation.

In Figure 4.7.1, we present the share of digital piracy (at current prices) in certain house-
hold consumption items in 2019. We find that digital piracy accounts for a small share (0.2
percent) of total household final consumption expenditures. Relative to total communication
expenditures—which includes paid counterparts to video and music streaming, computer
software, and computer games—digital piracy makes up 8.8 percent. This implies that in
aggregate terms, households derive a relatively small share of their total consumer welfare
from digital piracy.
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Figure 4.7.1: Share of the value of piracy in household consumption

Note: The figure shows the share of the gross value of digital piracy (at current prices) in Household Final
Consumption Expenditures (left figure) and the gross value of Household Consumption Expenditures in
Communication (right figure). Source of basic data on HFCE is the UK’s National Accounts from the
ONS.

We can also analyze the pace at which the consumption of digital piracy is growing
relative to other goods and services consumed by households. We show the growth rates in
Figure 4.7.2. The gross value of communication expenditures is consistently growing from
the period 2016 to 2021. Meanwhile, the gross value of piracy has declined in three of the
five years in the reference period. Summing the value of digital piracy to the expenditures in
communications, we find that this aggregate is growing at a slower rate compared with the
gross value of communications as reflected in the National Accounts (see right figure). One
interpretation that we can give to this is that the National Accounts tends to overestimate the
value from the consumption of services such as video and music streaming, sports, software
purchases, among others. Households were already consuming a high level of these services
through piracy. The welfare derived from this consumption, however, is not reflected in
the National Accounts estimates. Perhaps with the advent of cheaper streaming services
combined with better enforcement of intellectual property laws, households are switching to
the consumption of paid services, artificially increasing the consumption of communication
products as reflected in the National Accounts.
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Figure 4.7.2: Growth rates of digital piracy consumption of communication services

Note: The figure shows the growth rates of the gross value of digital piracy and the value consumption of
communication services. All figures are at constant prices. The source of basic data for communication
expenditures is the UK’s ONS.

It would also be interesting to compare the value of digital piracy to the value of consump-
tion of other illegal services in the UK. We compare the gross value of digital piracy with
the gross value of narcotics and prostitution, the only illegal products recorded in the UK’s
National Accounts (see Figure 4.7.3). We find that the value of digital piracy is comparable
with the value of narcotics but below the value of prostitution. It must be noted that not
all narcotics and prostitution are illegal in the UK (the ONS does not provide a breakdown
between legal consumption and illegal consumption). As such, it is possible that the value
of consumption of illegal narcotics and illegal prostitution is comparable or lower than the
value of digital piracy. If so, this suggests piracy is more prevalent than the other two.
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Figure 4.7.3: Gross value of illegal goods and services and digital piracy in the UK

Note: The figure shows the gross value of narcotics, prostitution, and digital piracy (at constant prices)
in the UK. Source of basic data is the UK’s National Accounts from the ONS.

Estimates on the gross value of digital piracy can have various policy applications. For
instance, we can generate estimates of “forgone” government revenues as a result of piracy.
We can interpret this as the revenues that the government could have raised from taxes had
these services been paid and subject to levies. This is different from displacement, which
requires information on the elasticity of paid services to their illegal counterpart. We show
the estimates in figure 4.7.4a. Assuming that a 20 percent VAT could be levied on these
products had they been legal, our estimate is that in 2021, the government could have raised
at least £700 million. To put this in perspective, this is the estimated budget shortfall for
the City of London in 2023 (see Chantler-Hicks (2022)).
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Figure 4.7.4: Other applications

Note: The figures show estimates on the foregone VAT revenues from piracy (top figure) and estimates
of the gross value of video streaming piracy in selected countries (bottom figure).

Multilateral institutions and academics may also be interested in comparing the value
of piracy across countries. We estimate the gross value of illegal video streaming for other
countries using data from Quintais and Poort (2018). The results are shown in Figure 4.7.4b.
We find that the value of piracy in the UK is actually lower compared to other countries.
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Based on our estimates, Thailand received the largest value. One can argue piracy is perhaps
one avenue that households in developing countries use to “equalize” welfare to some degree.
While many individuals from developing countries are not able to subscribe to streaming
services such as Netflix and Spotify, they are still able to access the same content through
piracy, and these estimates can aid in analyzing this phenomenon.

4.8 Concluding remarks and recommendations

In this exercise, we show that the value derived by households from the illegal consumption
of media and other digital products can be estimated using existing data. It is interesting to
see that the value of digital piracy is declining over time. We offer two likely explanations
for this. First, it is possible that the government’s crackdown on copyright infringement is
causing a decline in digital piracy. While this is a positive development for content producers,
we can see from the estimates that this also has an effect on the level of welfare derived by
households from the consumption of content. Second, the popularity of low-cost streaming
could also be a factor. While the price of Netflix has increased over the years, it is still
relatively low. As such, it is possible that more and more households are opting for paid
subscriptions as opposed to incurring the cost of piracy.

There are three caveats to our findings. First, we acknowledge that estimates employing
the price of paid media as a proxy for illegally accessed media would provide an overestimate
of the value of the latter. The logical way forward is to adjust the estimates to address this
bias. Ideally, we need to adjust for all sources of disutility from the consumption of pirated
media and other products. So far, we are only able to partially adjust for the presence of
advertising. It can be argued that there are other reasons why the experience of consuming
pirated content is different from the consumption of its paid version. Future research can
focus on addressing the challenge of accounting for these other sources of disutility.

Second, we estimate the number of individuals engaged in digital piracy using the popu-
lation projections for those above 15 years old. The proportion of digital piracy users in the
IPO survey, however, is a representative sample for individuals 12 years old and above. As
such, this might cause a downward bias in the estimates. We hope to address this by em-
ploying the appropriate population levels for the estimation of individuals engaged in digital
piracy.

Lastly, the volume metric that we use in the measurement strategy is the estimated number
of individuals engaged in digital piracy. As such, an individual who streams pirated content
from two websites would only be counted once. This would likely result in an underestimate
of the value of digital piracy since individuals should derive separate utility from the two
sites. In the National Accounts, if an individual is subscribed to both Netflix and Disney
Plus, the value they derived from the two streaming services would be counted separately.

While the methodology we employed is not perfect, we believe that our estimates are still
able to provide useful insights on the size and evolution of the value derived by households
from the consumption of pirated digital services. Future research in this area could attempt
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to address the caveats mentioned above.
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Appendix

4.A Prices of Online Streaming

Table 4.A.1: Music streaming prices

Headline Prices Average Prices

Basic Student Simple Ave Weighted Ave

2016 9.99 4.99 7.49 8.69
2017 9.99 4.99 7.49 8.69
2018 9.99 4.99 7.49 8.69
2019 9.99 4.99 7.49 8.69
2020 9.99 4.99 7.49 8.69
2021 9.99 4.99 7.49 8.69

Note: The table shows the monthly standard prices and monthly student prices of music streaming
platforms. Prices are in GBP.

Table 4.A.2: Live sports streaming prices

Headline Prices Average Prices

Basic Per Screen Ave Per Screen
2016 6.99 2.33 5 5
2017 6.99 2.33 7.5 7.5
2018 7.99 2.66 7.5 7.5
2019 5.99 2 10 10
2020 9.99 3.33 27.5 13.75
2021 25 8.33 27.5 13.75
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Netflix Now Entertainment Amazon Video Apple TV Disney Plus

Basic Per Screen Implied Price Basic Per Screen Basic Per Screen Basic Per Screen Basic Per Screen

2016 7.99 3.93 6.09 6.99 2.33 5.99 2
2017 7.99 3.93 5.69 7.99 2.66 5.99 2
2018 7.99 4.2 5.09 7.99 2.66 5.99 2
2019 8.99 4.83 4.74 7.99 2.66 5.99 2 4.99 0.83
2020 8.99 4.83 4.51 8.99 3 5.99 2 4.99 0.83 5.99 1.5
2021 8.99 4.83 4.17 9.99 3.33 5.99 2 4.99 0.83 7.99 2

Note: The table shows the monthly standard prices and monthly prices per screen of video streaming platforms. Prices are in GBP.



CHAPTER 5: What’s the Depreciation Rate of Microsoft Office?
Measuring the Depreciation of Intangible Assets

ABSTRACT

This study introduces a novel methodology to estimate the depreciation of intangible assets,
specifically focusing on software and creative originals, using data from Google Search Volume
(GSV), commonly referred to as Google Trends. Depreciation, in this context, is understood
as a manifestation of obsolescence. As intangible assets become obsolete, their capacity to
generate future output or revenue diminishes. GSV provides a practical means to gauge the
popularity of products generated by these assets, as a surge in internet searches indicates
their relevance. The decline in search activity over time is directly associated with the concept
of obsolescence, aligning with economic depreciation principles. In our analysis, we employ
Poisson Pseudo-Maximum-Likelihood (PPML) and negative binomial regressions to estimate
the rate of decline of GSV results for a sample of software and movie titles. Our findings reveal
a depreciation rate for software originals ranging from 13.4 to 19.4 percent. This is lower than
the estimates employed by statistical agencies, which is around 20 to 25 percent. Estimates
for movies are comparable to estimates by statistical agencies, notably the US and Germany.
We also find that if we apply the depreciation rates we generated from this methodology
to the estimation of capital stock, TFP growth for the Information and Communication
industry would be higher particularly from 1996 to early 2008, and again from 2011 to the
end of 2016.

5.1 Introduction

One of the reasons why statistical agencies present Gross Domestic Product instead of Net
Domestic Product as their headline measure of economic growth is the difficulty of measuring
depreciation. While net figures arguably better reflect welfare changes as compared to gross
figures (O’Mahony and Weale, 2021), statistical agencies often find it difficult to separate
the value of depreciation from gross operating surplus. This is true for many categories of
physical capital assets, but the challenge is more pronounced for intangible assets such as
research and development, creative originals, and software, where the physical decline in the
condition of the asset cannot be observed.

There is growing evidence that suggests that advanced economies are strongly reliant
on intangible investments as a source of growth and productivity. Corrado et al. (2009)
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demonstrated that integrating intangibles into economic measures enhanced observed output
per worker growth in the US. Additionally, Corrado et al. (2014) revealed that intangibles’
impact on labor productivity growth surpasses labor quality’s contribution. Research also
suggests that intangible capital expansion correlates with total factor productivity gains
(Corrado et al., 2022; Haskel et al., 2018). Moreover, the data shows that for sectors such
as the Information and Communication Industry (ISIC code J), investments in intangibles
have outstripped investments in tangible capital for some industries in the past two decades
(see figure 5.B.2).

In light of the increasing body of research underscoring the crucial role of intangible invest-
ments in contemporary economies, the necessity to comprehensively quantify both intangible
investments and the accumulation of intangible assets is becoming apparent. There are var-
ious strategies for measuring intangible investments. Van Criekingen et al. (2022) provides
a comprehensive review of the modern approaches for the measurement of intangible assets.
This review also highlights intricate challenges inherent to aspects of the measurement pro-
cess, notably pertaining to issues such as depreciation and price deflators. For depreciation,
it is the difficulty of observing the asset service life that makes the measurement exercise
particularly challenging. Current approaches involve making assumptions on the service life
of these assets (Corrado et al., 2009), surveys, or using projected future cash flows from pro-
duction (Huang and Diewert, 2011; Soloveichik, 2010), which present their own difficulties.

Simulations conducted by Pionnier et al. (2023) show that the choice of depreciation
rate for the estimation exercise largely affects the estimates of the capital stocks, and by
extension, other aggregates such as productivity statistics. As such, it is imperative that the
challenge of measuring depreciation should be addressed in order to accurately account for
growth in the modern economy.

In this study, we develop a methodology for measuring the depreciation of intangible as-
sets using data from Internet sources. In particular, we employ information from Google
Search Volume (GSV), popularly known as Google Trends (trends.google.com), to generate
estimates for the depreciation rates of software and creative originals. One can view depreci-
ation as a form of obsolesce. As software and creative originals become obsolete, their ability
to generate future output/revenues diminishes. GSV is potentially a practical way of gauging
the popularity of intangible assets. For instance, if a large number of internet users search
for the name of a particular movie, then we can assume that the movie is popular. As the
number of searches fades over time, it follows that the movie’s popularity is fading as well,
along with its ability to produce future revenues. Often, the number of searches would peak
at the month and year of a movie’s release. Searches fade gradually following its release.

We assume that the decay in the search index is directly tied to the concept of obsolescence,
which can be equated to the economic principle of depreciation. In our analysis, we employ
Poisson Pseudo-Maximum-Likelihood (PPML) and negative binomial regressions to estimate
the rate of decline of GSV for a sample of software and movie titles. Our findings reveal a
depreciation rate for software originals ranging from 13.4 to 19.4 percent. This is lower than
the estimates typically employed by statistical agencies, which is around 20 to 25 percent. In
contrast, estimates for movies are comparable to estimates by statistical agencies, notably
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the US and Germany. Furthermore, our research shows that searches for recently released
movies and software exhibit a steeper downward trajectory compared to movies released
earlier, highlighting the need to regularly update depreciation rate estimates. We also find
that if we apply the depreciation rates we generated from this methodology to estimate
capital stock, TFP growth would be higher for the period between 2003 to 2019, and again
from 2011 to 2016, than the original estimates.

This study contributes to the literature on addressing the challenges related to the ac-
counting of intangible assets. There have been various proposals on how to capture intangible
capital (Van Criekingen et al., 2022; Martin, 2019; Soloveichik, 2010; Corrado et al., 2009).
Corrado et al. (2009) examines how the inclusion of intangibles would affect Macroeconomic
aggregates in the US. This exercise incorporates non-SNA intangibles such as brands and
firm-specific resources. Soloveichik (2010) provides a set of methodologies for the estimation
of investments in artistic originals in the US. Her paper includes a methodology to esti-
mate the depreciation of creative originals using the decline in their net present value. This
approach requires an assumption of the asset’s future revenue streams. Nadiri and Prucha
(1996) proposes methodologies for measuring depreciation rates for Research and Develop-
ment. The work outlined by Martin (2019) details the initiatives pursued by the UK’s Office
for National Statistics to address the measurement challenges associated with intricate intan-
gibles like in-house branding investments, employer-sponsored training outlays, and in-house
investments targeting organizational capital. These assets are currently not captured by con-
ventional National Accounts estimates.

This study extends the literature in three ways. First, we provide a methodology for the
estimation of depreciation using readily available data. Except for Soloveichik (2010) and
survey-based approaches, most efforts rely on making assumptions about asset lives. Our
methodology instead assumes the Google Trends results correlate with popularity, an indi-
cator of the asset’s ability to generate revenue streams for the asset owner, and consumer
value for the households. We evaluate this hypothesis by testing the predictive power of
GSV results on movie revenues. We also provide a methodology that can regularly be up-
dated to adjust to changing preferences and economic conditions. Many statistical agencies
and researchers rely on static depreciation rates that are rarely updated. Our methodology
would allow for the estimation of depreciation rates for assets released at different periods.
Changes in technology such as the availability of low-cost streaming and piracy have drasti-
cally changed how consumers experience and access media. This has led to many changes in
the industry, including the shortening of the theatrical window (Ahouraian, 2021). The im-
pact of this change is likely not reflected by depreciation rates that are rarely updated. Our
methodology also has the advantage of being flexible for the adoption of different dimensions
such as geographic coverage and asset classes.

Second, our methodology captures the depreciation of original software for reproduction.
Survey-based approaches, where firms are asked the expected service lives of the software
they employ in production likely capture the depreciation of software copies. The literature
and current practices provide little information on the depreciation of original software (i.e.
the decline in the value of the Microsoft Office program to Microsoft). In an age where
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software as a service is becoming more prominent1, further exploration into the dynamics
of original software depreciation is essential for understanding its economic implications and
informing more accurate accounting practices.

Third, we also contribute to the literature on the mismeasurement hypothesis on the
productivity puzzle. The continued slowdown in productivity in most developed countries
following the 2008 financial crisis has been widely documented using both macro and micro-
level data (Riley et al., 2015; Barnett et al., 2014; Goodridge et al., 2018). The failure to
measure outputs and inputs correctly has been regularly cited as one of the possible reasons
for the observed productivity slowdown (Goodridge et al., 2013a; Riley et al., 2018; Fernald
and Inklaar, 2022; Roth, 2019). We examine the impact of changing the asset life on estimates
of capital stocks and total factor productivity.

This essay is structured as follows. In the next section, we discuss how the depreciation of
intangibles is characterized in the System of National Accounts and current approaches to
estimating their value. We discuss our framework in section 5.3. We proceed by elaborating
our empirical methodology in section 5.4. We describe our data in section 5.5 and discuss
our results in section 5.6. We present the impact on capital stock estimates and productivity
figures in section 5.7. We end with some applications and concluding remarks and ways
forward.

5.2 Depreciation of intangibles

In this section, we discuss the current approaches to measuring the depreciation of intan-
gibles. We begin by characterizing intangible assets and the challenges associated with the
measurement of intangibles and their depreciation rates. We also discuss methods developed
by other researchers and the estimates employed by statistical offices.

Depreciation estimates are central to measuring key economic aggregates such as capital
stock (see appendix 5.A), which is an input to the estimation of productivity statistics and
the estimation of net figures in the National Accounts.

The 2008 SNA refers to depreciation as the consumption of fixed capital (CFC). Concep-
tually, CFC captures the economic cost of expected physical wear and tear and anticipated
obsolescence (Schreyer, 2004; OECD, 2009). Unanticipated reductions in the asset’s value—
for instance, the damages due to natural calamities—are not recorded as part of CFC. Rather,
these changes in the book value are recorded as “other changes in volume assets”.

Intangibles, unlike tangible assets, do not undergo physical wear and tear. Consequently,
their CFC is predominantly linked to obsolescence, (OECD, 2010; Del Rio and Sampayo,
2014; Görzig and Gornig, 2015). Various perspectives exist regarding the concept of obsoles-
cence. Diewert et al. (2006) describes obsolescence as a result of demand shifts. This occurs
when products produced requiring the asset are no longer demanded by the market. On a

1Noted by the Harvard Business Review as the fastest-growing business model for tech entrepreneurs:
https://hbr.org/2023/04/the-rebirth-of-software-as-a-service
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similar note, obsolescence is also perceived as the decline in the asset’s ability to generate
private wealth or profits for the asset owner (Pakes and Schankerman, 1984; Nakamura, 2010;
De Rassenfosse and Jaffe, 2017; Li, 2014; Li and Hall, 2020).

In practice, quantifying the rate at which the value of intangibles declines due to obsoles-
cence can be a complex endeavor and was subject to many scholarly investigations. For R&D,
approaches range from the use revenues attributable to patents (De Rassenfosse and Jaffe,
2017), the estimation of a profit model (Li and Hall, 2020), the estimation of a production
function (Hall, 2007; Huang and Diewert, 2011), amortization (Lev and Sougiannis, 1996;
Ballester et al., 2003), and market valuation (Hall, 2007; Warusawitharana, 2015).

The strong interest in measuring the obsolescence of R&D stems from the notion that
depreciation rates for this asset also reflect the rate of technological progress. Perhaps a
more dramatic way of phrasing it would be, the rate at which ideas die. There is relatively
less scholarly attention directed towards other forms of intangible assets, notably software
and artistic originals, notwithstanding their substantial economic importance. In the year
2020, software, which covers both purchased and own-account software, constituted half of
the intangible assets incorporated into the core National Accounts of the UK. Moreover,
artistic originals constituted 10 percent of the total intangible assets within the National
Accounts for the same year. Most depreciation rate estimates are implied from the assumed
service lives of the assets.

Despite accounting for the majority of SNA intangibles in most countries, there is little
scholarly work on the depreciation of software. OECD (2010) recommends making assump-
tions on the service life of software to estimate their depreciation rates. The manual states
that some of the ways to empirically inform the assumptions include: surveying software
users, surveying software suppliers, and consulting software consultants. This approach may
involve asking users about their expectations of their software’s service lives or the service
life of their recently retired software. However, this approach would likely be more informa-
tive on the service life of software copies to asset users and less informative on the ability to
generate revenues for developers of the software.

For artistic originals, OECD (2010) recommends the use of empirical data such as the
net present values of royalties to estimate their service lives. The manual also notes that the
depreciation function must reflect relatively rapid depreciation in the first few years of an
asset’s life.

The focus of this essay is to estimate the obsolescence of software and creative originals.
Table 5.2.1 shows the depreciation rates employed by selected OECD member countries for
software and creative originals as published by Pionnier et al. (2023). In this table, software
was classified into three categories, packaged software, custom software, and own account
software. France, Germany, Italy, and the UK employ the same depreciation rate for all
three categories. Meanwhile, the US and Canada apply a higher rate for packaged software.

Interestingly, Canada applies a depreciation rate of 1.00 for theatrical movies and long-
lived TV programs. This implies that it does not recognize movies and TV shows as assets
but as intermediate consumption. France, Italy, and the UK apply the same depreciation
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rate for all categories of creative originals.

Table 5.2.1: Depreciation rate for Software and Artistic Originals by country

US Canada France Germany Italy UK

Packaged software 0.550 0.550 0.244 0.359 0.325 0.256
Custom software 0.330 0.330 0.244 0.359 0.325 0.256
Own account software 0.330 0.330 0.244 0.359 0.325 0.256

Theatrical movies 0.093 1.000 0.331 0.110 0.172 0.183
Long-lived TV programs 0.168 1.000 0.331 0.181 0.172 0.183
Books 0.121 0.121 0.331 0.137 0.172 0.183
Music 0.267 0.267 0.331 0.273 0.172 0.183
Other entertainment originals 0.109 0.109 0.331 0.125 0.172 0.183

Source: Pionnier et al. (2023)

The available documentation regarding the calculation methodologies for these figures by
statistical agencies is limited, However, certain resources are accessible for reference.Calderón
et al. (2022) notes that estimates by the BEA for the depreciation of software are based on
assumed service lives. According to the authors, the service life for software is determined
through estimates of the correlation between computer and software expenditures. Moreover,
they also consider anecdotal evidence regarding the typical duration of software use prior to
replacement, as well as the service lives of software as defined by tax laws. The study also
includes an informal survey of business software usage.

Soloveichik (2010) provides a detailed methodology on how the depreciation of artistic
originals can be estimated using net present value (NPV). Her approach requires calculating
the NPV of each original as revenues less the non-art cost of the asset, plus the discounted
future NPV of the asset:

NPVt=0 = revenue0 − nonartcost0 +
NPVt=1

1 + ρ

NPVt=1 = revenue1 − nonartcost1 +
NPVt=2

1 + ρ

NPVt = revenuet − nonartcostt +
NPVt+1

1 + ρ

where ρ is the discount rate. The methodology and data sources for each set of creative
originals are detailed in Soloveichik et al. (2013c), Soloveichik et al. (2013a), Soloveichik
et al. (2013b), Soloveichik (2014). The approach is highly data-intensive requiring a wealth
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of information on revenues, retail sales, production costs, and assumptions on the discount
rate.

For the UK, depreciation rates are determined by the assumed service life of an asset.
The initial asset lives for software were determined through a survey by Awano et al. (2010)
and a second survey by Field et al. (2012). The methodology for the estimation of capital
stocks for creative originals was developed by Goodridge et al. (2013b). However, this paper
did not specify how the service lives were determined. The assumed asset lives and effective
depreciation rates currently being used by the ONS are detailed in Rincon-Aznar et al. (2017).
These estimates were determined using analysis of depreciation from company accounts,
consultation with UK industry experts, and comparisons with other countries’ experiences.

As noted in this section, traditional methods for estimating depreciation often rely on
survey-based approaches or assumptions about asset service lives. However, these methods
may lack precision and can be subjective. Moreover, intangible assets, such as software and
creative originals, are inherently dynamic and subject to rapid changes in technology and
consumer preferences. Existing methods may struggle to capture these dynamics effectively.
In the next section, we discuss a framework on how we can possibly use data on Internet
searches as an objective and readily-available source of information on the depreciation of
intangibles.

5.3 Framework

In this section, we present a framework for measuring the depreciation of intangibles using
GSV results. We follow the framework by De Rassenfosse and Jaffe (2017), which sets out to
estimate the depreciation rate of R&D using data on patents and firm revenues. According to
the authors, depreciation of an intangible asset such as R&D can be measured by estimating
the decline in revenues attributed to the asset:

Vk,t = Vk,0e
−δt (5.1)

The expression presented above is a two-period framework that expresses the current-
period revenues associated with asset Vk,t during period t. While predicting the evolution of
revenues from innovation over time is challenging, De Rassenfosse and Jaffe (2017) asserts
that V steadily diminishes with age from its initial value Vk,0 at a constant rate denoted by δ.
A constant rate of decline for the value of an asset is consistent with depreciation that follows
a geometric pattern. They assume that the rate of revenue decline corresponds to the rate of
asset value depreciation. This characterization of depreciation was first noted by Pakes and
Schankerman (1984) and aligns with Nakamura (2010), which states that the depreciation
of intangible assets should mirror the reduction in the asset’s capacity to generate private
wealth.

While this model was initially constructed to represent R&D, we argue that the same
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principles are applicable to other categories of intangible assets, such as software and creative
originals. Although these assets may utilize a physical medium (e.g., CDs or hard drives),
their intrinsic value is not inherently tied to this medium but rather stems from their ability
to generate revenue for their owners.

For this exercise, we extend De Rassenfosse and Jaffe (2017) by assuming that revenues
attributable to intangible assets such as software and creative originals are also determined
by the popularity of search words. In the modern world, interest in a product is often ac-
companied by an internet search of that product. Prior to viewing a film, we would often
initiate an online query for said film. While not all searches result in a purchase, one can
argue that the total number of searches for a product could indicate the “potential demand”
for the product. Assuming that associated revenues are proportional to potential demand,
we extend the model by expressing present revenues as a function of search results:

Vk,t

(∑
i

gi,k,t, γk, µk,t

)
= ḡβk

k,tγkµk,t (5.2)

where
∑

i gi,k,t signifies the total search results for asset k across all individuals i. We also
argue that revenues can be explained by time-invariant attributes of the asset, denoted as γk,
in addition to various other influencing factors captured within the error term µk,t. The error
term captures all factors affecting revenues that are not captured by the expected obsolescence
of an asset. To maintain simplicity, we assume a multiplicative relationship between search
results and the other factors that impact revenues. Without loss of generality, we can also
express searches as a normalized index, denoted as ḡk,t, which concurrently represents the
popularity of these searches. βk is a parameter, whose values range from 0 to 1, representing
the degree to which internet searches impact the revenues derived from the asset.

Combining equation 5.1 and 5.2 and rearranging expression yields:

ḡβk

k,t =
Vk,0e

−δt

γkµk,t

. (5.3)

For simplicity, we can take the log of equation 5.3:

log(ḡk,t) =
1

βk

[log(Vk,0)− δt− log(γk)− log(µk,t)] . (5.4)

By transforming the equation in this way, we can potentially simplify the relationship
between the popularity of search terms and the various factors influencing it, making it
easier to analyze statistically and draw insights from the data. We could control for the
asset-specific factors, γk, and the initial revenues derived from the asset, log(Vk,0), through
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a set of fixed effects. Note that this only holds when βk > 0. Moreover, if the relationship
between internet searches and revenues is not strong, then we cannot use GSV to estimate
the obsolescence of intangibles.

In the next section, we discuss our empirical approach to estimate these parameters.

5.4 Econometric strategy

Our approach is predicated on the assumption that the GSV results represent a form of
obsolescence. We further assume that the high search level (the period when the index takes
the value 100) represents the period when the asset is capitalized. For instance, when a
movie is released, searches for the movie peak during the month of release. Searches decay
over time, following a decrease in the popularity of the movie. We assume that decay in
the search index corresponds to the rate of obsolescence for the particular movie. The same
assumption is made for software. We estimate the rate of decline in the GSV index using a
log-linear model as follows:

log(Ḡk,l,t) = δτt + Γk + θl + εk,r,t (5.5)

where Ḡk,l,t are GSV results at time t for keyword (movie/software titles) k released on
year r; τ is a linear time trend; Γk and θl are fixed effects for the keywords and release
dates, respectively. Since we are omitting the constant term from the empirical model, the
asset-specific fixed effects, Γk, would absorb both the initial value of the asset Vk0 and other
time-invariant characteristics of the asset, γk. Lastly, the error term εk,r,t can be decomposed
into the error attributable to µr

k,t the relationship between searches and revenues, and a pure
error term ε̃k,r,t.

The dataset consists of an unbalanced panel comprising GSV results related to various
movie and software titles. We employ truncation to initiate the dataset precisely when the
index takes the value of 100. This point in time signifies the period at which we presume
the asset begins to be capitalized. For instance, this may represent the month when the
movie is shown in theaters or when software is released for distribution. We then estimate
the semi-elasticity parameter δ in equation 5.5.

In many instances, GSV takes the value of zero. This could mean many things, including
the possibility that searches for that month did not reach the threshold to be included in
the GSV sample. This adds a complication to our specification in 5.5 since we can only
take logs of positive numbers. As such, we add an arbitrary value, ∆, to all in order to
apply the log transformation. As an alternative, we also employ other estimators such as the
Poisson Pseudo Maximum Likelihood (PPML) by Silva and Tenreyro (2006), which allows
for the estimation of semi-elasticities for observations with zero values. This is a common
methodology in the empirical trade literature. We also employ Negative binomial regression
since PPML can be restrictive in the sense that it assumes that the mean and the variance
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are equal. The Negative Binomial model is a generalization of the Poisson model that allows
for overdispersion (variance greater than the mean). While the PPML is considered a more
restrictive model over the Negative Binomial because of this assumption, simulations find
the this model performs better in the presence of heteroskedasticity due to zero observation
(Martin and Pham, 2020) and is widely used in the trade literature.

5.5 Data and descriptives

Two sets of information are required for the exercise: a list of movies and software, and
GSV results. In this section, we discuss the data that we use, particularly how the data was
obtained and managed.

5.5.1 Data sources

To facilitate the extraction of GVS results, it is necessary to compile a comprehensive catalog
of titles to be employed as keywords within our search queries. Our objective is to maximize
the representativeness of our estimate by covering a wide array of titles. Consequently, we
undertook extensive efforts to assemble an exhaustive list of keywords. Our primary source for
this exercise was the Internet Movie Database (IMDb) for theatrical movies and Wikipedia
for software-related titles.

IMDb (imdb.com), a subsidiary of Amazon, serves as an extensive online repository en-
compassing movies, television series, video games, and related forms of media. This platform
offers a wealth of information on each title, including details such as release year, ratings, run
time, box office earnings, directorial credits, cast members, genre classifications, and reviews,
among other pertinent attributes. Information from IMDb has been used in various research
in economics and marketing, particularly those involving sentiment analysis (Shaukat et al.,
2020; Harish et al., 2019; Topal and Ozsoyoglu, 2016) and the prediction of movie ratings
(Hsu et al., 2014; Oghina et al., 2012; Gogineni and Pimpalshende, 2020).

Meanwhile, Wikipedia serves as a limited source of data. Although the platform has the
potential to offer a substantial amount of information for each software entry, the majority
of this data is within the individual articles dedicated to each software. We are not able to
systematically extract this information for practical reasons. Furthermore, the consistency
of information across these entries is notably variable. Revenue-related data is frequently
absent. Consequently, our utilization of this resource is primarily limited to extracting the
names of software titles, as well as the categories each titles were tagged with.

For the exercise, we confine our analytical scope to movies that have garnered box office
revenues exceeding $1 million. This criterion led to the inclusion of 4,623 movie titles and
1,089 software titles in our dataset. To formulate precise search queries, we combine the
movie title with its respective year of release (e.g., ”Avengers: End Game 2019”). This naming
convention aligns with the typical referencing of movie titles and helps mitigate any potential
confusion between the movie title and unrelated search results. Conversely, for software, we
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employ the software title verbatim as our search query. To avoid confusion with common
terms, we include the word “software” in the search query, and in some cases, the category of
the software. For example, we use the queries, “Vala (programming language)”and“Songbird
(software)”. Queries such as these account for less than 5 percent of our total software queries.

The main dataset we employ for this exercise is Google Search Volume (Google Trends)
results. GSV provides a real-time index for a random sample of queries in Google’s search
engine. According to Google News Lab, the sample is unbiased (Rogers, 2016), though Google
does not disclose the specifics of its sampling design.

Users of Google Trends can filter the data in two ways: real-time and non-real-time.
Within the real-time filtration, a random selection of queries from the preceding seven days
is employed. Meanwhile, the non-real-time approach involves the use of a randomized subset
of search queries extracted from the Google dataset, which covers data points spanning from
2004 up to roughly 36 hours prior to the search. Moreover, Google Trends allows users to
compare five search queries simultaneously.

One of the major limitations of GSV data is that it does not present the number of
searchers for each keyword. Instead, GSV reports an index that undergoes a two-tier stan-
dardization process. Initially, all search volumes are standardized in relation to the total
number of searchers during a reference period. This adjustment compensates for the sub-
stantial variations in Google’s user base over time, such as the significant increase in users
since 2004. The number of searches for a particular query is divided by the number of searches
during that specific year (or month) to render the index comparable. Secondly, this index is
further normalized to a scale ranging from 0 to 100, where 100 signifies the highest frequency
of search queries for a given topic and zero signifies the lowest. Consequently, GSV results are
conventionally interpreted as indicative of the relative popularity of specific search queries.

Numerous researchers have employed GSV to illustrate its potential in forecasting macroe-
conomic indicators, including GDP and unemployment (Woloszko, 2021; Kohns and Bhat-
tacharjee, 2023; Ferrara and Simoni, 2022), as well as in predicting trends in tourism (Havranek
and Zeynalov, 2021). Furthermore, GSV has been utilized in diverse domains, such as mon-
itoring COVID prevalence during the pandemic (Hamulka et al., 2020; Effenberger et al.,
2020; Cervellin et al., 2017; Zattoni et al., 2021).

For this research, we would employ non-real-time Google Trends results. Given the large
number of keywords that we intend to use in the analysis, manually extracting individual
Google Trends data for each keyword within a reasonable timeframe is impractical. As such,
we employ an R package designed to systematically retrieve Google Trends data for all
keywords in our lists. We pool the data for all GSV results for all keywords to construct an
unbalanced panel that we used for the analysis.
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Figure 5.5.1
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Note: The figure shows Google trends results for the query “Microsoft Office 2010”. The figure overlays
the results extracted on five (5) separate days (grey line) and the average of the cross-sectional average
of five results.

Since the index reported by GSV is based on a sample, the results extracted today could
be different from the index extracted the next day and the days following (Choi and Varian,
2012; Cervellin et al., 2017). The literature recommends extracting GSV results for the same
keyword on multiple days and calculating the cross-sectional mean across different samples
at t (McLaren and Shanbhogue, 2011; Carrière-Swallow and Labbé, 2013; Eichenauer et al.,
2022).

At present, there is no standard set by the literature on the number of samples required to
construct a reliable index. Some papers recommend a sample of 7 (McLaren and Shanbhogue,
2011), some 50 (McLaren and Shanbhogue, 2011). Extracting a large volume of GSV results
is not straightforward. Google blocks the IP address of users after too many queries within
a short period. Carrière-Swallow and Labbé (2013) explains that in practice, the number
of samples extracted is a result of a balancing act between the reduction of the sampling
problem and stressing the Google API. Given that our cross-section is substantially large
(4,624 movie titles and 1,089 software titles), we were only able to draw 4 to 7 times for each
keyword before Google blocked our IP address.

To illustrate, we show in figure 5.D.4 GSV results after 5 draws, as well as the average
for each draw. While there are some variations between draws, we can see that the general
oscillation tends to move in the same direction. We will use the cross-sectional average across
different draws as our dependent variable in estimating equation 5.5.
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5.5.2 Descriptive statistics

In this section, we present some descriptive statistics on the software and movie titles we
employ in our sample. For software, we were able to classify the titles into broad categories.
We exploit the category tags at the bottom of each Wikipedia entry as the basis of our
classification. We explain in detail how we were to come up with these categories in appendix
5.C. For movies, we present some summary statistics from the data extracted from the IMDb
website.

Table 5.5.1: Count and share by software type

Operating Media Office Web Social
System Players Tools Browser Media

n 212 24 19 47 42
Share (%) 21 2.4 1.9 4.7 4.2

Note: The table shows the number of entries and share of selected software types in the sample.

Around 21 percent of our sample is a form of operating system. Around 2.4 percent were
categorized as media players, 1.9 percent were office tools, 4.7 percent were web browsers,
and 4.2 percent were tagged as social media. Note that the shares do not add to 100 percent.
This is because of the way we have categorized the software entries. We have only highlighted
the categories we find most interesting and intuitive, acknowledging that there are countless
other ways to categorize software.

Table 5.5.2: Count and share by operating system

Windows Android IOS MacOS Linux

n 257 172 164 133 169
Share (%) 25.5 17 16.3 13.2 16.7

Note: The table shows the number of entries and share of software titles by operating system in the
sample.

More than a quarter of the software in our sample can run on the Windows operating
system, while 13.2 percent can run using MacOS. About 17 percent of our sample can run
in Android OS, while 16.3 percent can run in iOS.

Table 5.5.3: Count and share of free and open-source software

With Free Open-Source Strictly
Version Open-Source

n 401 83 13
Share (%) 39.7 8.2 1.3

Note: The table shows the number of entries and share of free and open-source software in the sample.
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According to the category tags, around 40 percent of the software in our sample has a free
version. Only 8.2 percent of the sample was classified as open-source and only 1.3 percent of
the sample was tagged as open-source but were not tagged as having a free version.

Table 5.5.4: Descriptive Statistics for Revenues and Run Time

Variables Mean SD Min Max

Revenues (in million US$) 23.4 59.5 1.0 936.7
Run time (in minutes) 104.8 20.3 8.0 321.0

Note: The table shows the descriptive statistics of revenues and run time of movie titles in the sample.

For movies, the average revenues we calculated for our sample was at $23.4 million. Varia-
tion in our sample is notably high. The standard deviation for revenues at $59.5 million, was
more than double the mean. The maximum revenue in our sample is $936.7 million, while
the minimum is $1 million by construction.

In terms of the run time, the average run time in our sample is 1.8 hours. The standard
deviation is only 20 minutes. The shortest movie in our sample is only 8 minutes and the
longest movie in the sample is 5.3 hours long.

5.6 Empirical measures of depreciation

In this section, we present the estimates for the depreciation rates of movies and software.
We present the estimates using OLS, PPML, and the negative binomial regression. We also
compare our estimates with the depreciation rates being employed by a select set of countries.
Lastly, we present the implied service lives arising from the depreciation rates.

Estimating equation 5.5 requires taking the natural log of GSV results. However, there
are instances when GSV results take the value of zero. As such, log transformation is not
possible. The typical solution is to add a constant, ∆. In our OLS specification, we choose
∆ = 1. We suspect that the OLS results are biased because of the heteroskedasticity from
zero observations.

5.6.1 Software

We present the results for software in table 5.B.2. We interpret these semi-elasticities as
monthly depreciation rates or the percentage decline in the value of the asset each month.
The coefficient from using OLS is smaller than those from PPML and negative binomial. For
software, however, the estimates from the latter two are almost identical.
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Table 5.6.1: Regression results for software

OLS PPML Negative Binomial
(1) (2) (3)

δ −0.006∗∗∗ −0.008∗∗∗ −0.009∗∗∗

(0.0003) (0.00001) (0.0001)

Keyword FE Yes Yes Yes
Release Date FE Yes Yes Yes

We note that our sample also includes software titles that are either distributed without
any explicit monetary cost to their users or can be classified as open-source. Among these
software titles, certain ones function as loss leaders and were conceived not solely with the
aim of generating revenue for their developers. As such, these titles would not qualify under
the capitalization criteria of the National Accounts. We show in table 5.6.2 that removing
software titles with free versions, as well as those classified as open-source, does not make
any changes to the estimates.

Table 5.6.2: Results for PPML model removing free and open-source software

All Removing those tagged Removing those tagged
Software “Free & Open Source” Open Source only

(1) (2) (3)

δ −0.008∗∗∗ −0.008∗∗∗ −0.008∗∗∗

(0.00001) (0.00002) (0.00001)

n 161,735 135,186 144,453
Keyword FE Yes Yes Yes
Release Date FE Yes Yes Yes

We calculate the annual depreciation2 and compare them to the estimates employed by
a select set of statistical offices, as reported by Pionnier et al. (2023). All our estimates
are materially smaller than the depreciation rates employed by other countries (see figure
5.6.1). In particular, the estimates are approximately half the depreciation rates employed
by statistical offices.

2Assuming a geometric pattern, we calculate the annual depreciation rate (δa) from the monthly
depreciation rate (δm) as:

δa = ((1 + δm)12)− 1

161



Figure 5.6.1: Comparing the annual depreciation rates estimates for software with those from
other countries
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Note: The figure compares results from PPML and negative binomial (NB) model for software with the
annual depreciation rates employed by a select set of countries. The monthly estimates from table 5.B.2
were annualized assuming a geometric pattern. The depreciation rates employed by other countries were
sourced from Pionnier et al. (2023) *Custom software also includes own-account software.

We calculate the implied service life as 1/δ. The difference between the estimates using
GSV and depreciation rates employed by statistical agencies is also reflected in the implied
service life. The implied service lives from our estimates for software are more than double
those assumed by statistical agencies.

Table 5.6.3: Implied Service Life of Software by Country

Country Implied Service Life

PPML 10.8
NB 9.5

UK (ONS) 3.9
US and Canada (Packaged) 1.8
US and Canada (Custom Software*) 3.0
France 4.1
Germany 2.8
Italy 3.1

*Custom software also includes own-account software.

There are two possibilities that we can draw from these results. First, current levels of
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capital stock are grossly underestimated. Our estimates suggest that the existing stocks of
software assets are possibly double the current estimates. Doubling the estimates for software
stocks would have substantial implications for both growth accounting and estimates of net
domestic product. Second, it is possible what we are capturing is not the depreciation rates
for all forms of software assets.

To explain the second possibility, it is important to note that software assets can be
classified under two categories: original software and software copies (OECD, 2010). Original
software can be further broken down into originals for reproduction and other originals
(OECD, 2010). The first subcategory refers to software intended to be reproduced for sale or
leased. Other software originals refer to custom-made software produced by a firm intended
for the production of other goods and services.

Statistical agencies estimate software depreciation either by making an assumption on the
asset’s service life (as documented by Calderón et al. (2022) and recommended by OECD
(2010)) or, as with the UK, by conducting a survey on firms about the assumed service life
of their existing software (Awano et al., 2010; Field et al., 2012).

The use of surveys appears to be the more scientific of the two approaches since it requires
the use of empirical data. However, the estimated depreciation rate employing this approach
(as demonstrated by the UK) is still double the estimates from the approach in our study.
Since the respondents of these surveys are firms that use software to produce their own
products, we suspect that the service life that they estimate generally captures the asset
lives of software copies and other software originals. These surveys were not designed to draw
from a representative sample for each category. Considering that originals for reproduction
are “generally produced by specialist software companies”, it is unlikely that surveys would
be representative enough to account for this category.

On the other hand, the rate at which search volumes decay likely represents the obso-
lescence of originals for reproduction. We can think of it as the value of the codes behind
software titles such as Microsoft Office or Zoom. We interpret our estimates as the depre-
ciation rates for the assets by software developers such as Microsoft or Zoom. As such, our
estimate reflects a different category compared to those captured by surveys on the asset life
of software employed by firms.

Software developers could earn revenues from the master copy of software far longer than
the average service life of a software copy for firms that purchase software copies. This could
explain why our estimates are substantially slower than those being employed by statistical
agencies. Little is known about the depreciation rate of originals for reproduction. Software
companies do not usually present revenues from specific products they release. Moreover,
since software-as-service is becoming more popular as a business model for developers, one
can argue that in the future, companies will be less reliant on capitalizing software copies.
Most of the capitalization would occur with software developers and using GSV would likely
be a more appropriate strategy in measuring the obsolescence of this software class.
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5.6.2 Original software

While original software is capitalized in the National Accounts estimates by all countries
subscribing to the 2008 version of the SNA, the asset category could be different for each
country. Following BEA’s National Accounts update in 2018, software originals were reclassi-
fied to software R&D rather than software investments (Chute et al., 2018). Meanwhile, most
European countries, including the UK, purposely remove expenditures for software develop-
ment from R&D investments, following the European System of Accounts (ESA) Guidelines
2010. Investments in original software are classified under own-account software under the
software development industry (under SIC sector J).

To effectively capture the depreciation of original software, we must argue that the de-
cline in Google GSV results corresponds directly to the decrease in revenues experienced by
software developers. However, we explain later that this assumption is only partially true.
In this section, we would argue that search queries are indicative of software usage, thereby
warranting careful consideration in our analytical framework.

We show in the figure 5.6.2 a simplified illustration of a software’s lifespan. Development
of software begins at time t0 and ends at t1. In this simplified version of a software’s life
cycle, we assume the sales begin after development at time t1 and end until the last copy is
sold at time t2. From the perspective of the asset owner of the original software (the software
developer), the original is fully depreciated at time t2 because it no longer profits from the
sale of copies of the software. However, usage of the software extends up to the time that
the last copy bought is retired, which is at time t3.

software life

first copy sold last copy sold last copy retired

t0 t1 t2 t3

development sales

usage

Figure 5.6.2

The service life of the software original is reflected by the distance between t1 and t2.
Meanwhile, Google Trends is likely capturing usage, which is from t1 to t3. Given that the
last copy is sold at t2 and retired at t3, this distance would likely reflect the service life of
software copies. As such, if we are confident about estimates of the depreciation of software
copies, then we can work out the depreciation of software originals.

We subtract our estimates of the service life for software originals from the service life of
software copies in table 5.6.3. On average, we find that the difference between our estimate
and the estimates by statistical agencies is about 3 years for PPML and only 0.8 years for
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Negative Binomial. While our approach still implies that the services life of software R&D
is overstated, the difference is only by a maximum of 4 years.

Table 5.6.4: Implied Service Life of Software Originals by Country

PPML NB

UK 6.9 6.0
US 7.8 5.0
Canada 7.8 5.9
France 6.7 5.0
Germany 8.0 4.5
Italy 7.7 4.5

Ave Diff 3.1 0.8

Ave 7.5 5.2
δ 0.134 0.194

As mentioned earlier, European countries account for software originals as part of software
assets. The service life they employed are the same as those shown in table 5.6.3. Our
estimates for the asset life of original software in table 5.6.4 is longer than the asset life of
software employed by statistical agencies in Europe. The US, which records original software
as part of R&D, employs a service life of 4.5 years (Pionnier et al., 2023) for original software,
which is closer to the lower bound of our estimates.

How do we know if these estimates are valid? We do not observe the actual service life of
original software and in most cases, software companies do not present revenues that can be
traced to specific software titles. This makes it easier to verify another form of intangibles,
specifically, theatrical movies. We present estimates for movies in the next section.

5.6.3 Movies

Unlike software, it is relatively easier to determine the revenues attributable to specific movie
titles. Box office revenues (which account for the majority of the movie revenues) and DVD
sales are tracked and published on various websites such as IMDb.com and TheNumbers.com.
Therefore, it is possible to empirically estimate equation 5.2 by tracking how much revenues
decline over time. Soloveichik et al. (2013c) takes this further by estimating the net present
value of movies. She calculates the depreciation rates of movies from the rate of decline in
their net present value.

This is the approach taken by the BEA, which, we believe to be the appropriate way to
estimate the depreciation of such assets. This is also the approach recommended by OECD
(2010). If estimates using our approach match those from the BEA, this could support the
validity of our methodology.
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We are able to distinguish the residency of the studio producing each movie. This allows us
to estimate different depreciation rates for different countries. We show the regression results
for the US and Germany in table 5.6.5. We chose to present results for these countries because
it would be easier to compare our estimates to official data later on.

Table 5.6.5: Regression results for movies

OLS PPML Negative Binomial

All Countries
(1) (2) (3)

δAll −0.004∗∗∗ −0.011∗∗∗ −0.008∗∗∗

(0.0001) (0.00001) (0.00002)

United States
(4) (5) (6)

δUS −0.004∗∗∗ −0.010∗∗∗ −0.007∗∗∗

(0.0001) (0.00001) (0.00003)

Germany
(7) (8) (9)

δDE −0.004∗∗∗ −0.009∗∗∗ −0.008∗∗∗

(0.0002) (0.00003)) (0.0001)

Keyword FE Yes Yes Yes
Release Date FE Yes Yes Yes

Results from OLS are substantially smaller compared to those from PPML and the Neg-
ative Binomial models. We suspect that the large difference stems from the fact that most
zero observations occur at the tail end of the GSV results. Typically, four to five years fol-
lowing a movie’s release, search activity tends to diminish to a point where it falls below
Google’s inclusion threshold, resulting in these instances registering as zero entries. To test
this hypothesis, we employ a truncation approach, wherein all observations within three
years of a movie’s release are removed from the dataset. Results in appendix 5.B.1 show that
OLS and PPML estimates are similar if the value of delta is small. However, we do not use
these results because in many cases, we observe sparse spikes for movies released many years
after their debut. This could be driven by many factors including seasonality (for instance,
people watching Top Gun every Christmas) or sequels (people watching the Tobey Maguire
Spider-Man movies before the release of No Way Home).

From the regression results, we also note estimates for the US and Germany are similar,
with Germany’s being slightly faster. This could imply that American films depreciate slower
than German films.

166



0.116

0.086

0.093USA (Theatrical Movies)

NB

PPML

0.0 0.2

United States

0.107

0.088

0.110Germany (Theatrical Movies)

NB

PPML

0.0 0.2

Germany

Figure 5.6.3: Comparing the annual depreciation rates estimates for movies with those from
other countries

Note: The figure compares results from PPML negative binomial (NB) model with the annual depreci-
ation rates for theatrical movies employed by the United States and Germany. The monthly estimates
from table 5.6.5 were annualized assuming a geometric pattern. The depreciation rates employed by the
US and Germany are sourced from Pionnier et al. (2023).

While we would prefer to compare our estimates to the estimates for the depreciation rates
by other statistical offices, we can only find estimates for movies from the US and Germany.
Other countries present estimates at the aggregate level, as part of ”artistic originals” (see
table 5.2.1). We compare our estimates to the depreciation rates employed by the US and
Germany. We show the comparison in figure 5.6.3. Estimates for the UK, France, and Italy
are shown in appendix table 5.B.1.

For the US, our estimates are not materially different from those employed by BEA. Our
estimated asset life for movies (see table 5.6.6) of 8.6 to 11.6 years is close to the estimates of
BEA, at 11 years. Similarly, estimates for Germany also approximate the official data. Our
estimated service life for German films of 9.3 to 11.4 years is only slightly above the official
estimates of 9.1 years.

Our methodology presents a notable advantage in its flexibility for frequent updates and
the ability to compute depreciation rates for specific time intervals. As demonstrated in
table 5.6.7, we partitioned the dataset into two segments: one that includes movies released
between 2004 and 2010 and another comprising movies released from 2011 to 2016. Although
the depreciation rate exhibits only a subtle disparity in the monthly rates, this translates to
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Table 5.6.6: Implied Service Life by Country

Country Implied Service Life

United States

PPML 8.6
NB 11.6
Official Estimate 10.8

Germany

PPML 9.3
NB 11.4

Official Estimate 9.1

Table 5.6.7: Estimates for movies by release dates

Monthly Annual Service Life

All Release Dates 1.1 12.3 8.2
Released 2004 to 2010 0.9 10.0 10.0
Released 2011 to 2016 1.7 18.6 5.4

a substantial difference in the implied asset life.

Our estimates show that the service life of films released from 2011 to 2016 is almost half
of that of movies released between 2004 to 2006. Technological advancements, like the rise
of affordable streaming services and piracy, have significantly altered how consumers inter-
act with and obtain media. This transformation has brought about various industry shifts,
notably the reduction of the theatrical release window (Ahouraian, 2021). Traditional depre-
ciation rates, which are not frequently revised, may not accurately capture the repercussions
of this shift.

5.6.4 Validity check

There is a consensus that the obsolescence of intangibles is generally linked to the asset’s
ability to generate revenues (Pakes and Schankerman, 1984; Nakamura, 2010; De Rassenfosse
and Jaffe, 2017; Li, 2014; Li and Hall, 2020). There are limited avenues on how to test this.
In the case of software, for instance, firms rarely break down revenue streams attributable
to specific software titles. The case is not the same for movies, however. Data is available on
box office revenues from IMDb.com. To a limited extent, DVD sales data is also available
from the-numbers.com. These were the data sets employed by Soloveichik et al. (2013c)
and Goodridge et al. (2013b). By combining these datasets with GSV results, we can test
whether there is a statistically significant relationship between Google Trends results and
movie revenues.

168



For the first part of this validation exercise, we construct variable V̄ B
k,l,d,t, which represents

lifetime box office revenues for movie k, released on year l, by taking the sum of all future
revenues3 of the movie from time, t up to the end of the theatrical window at time, T :

V̄ B
k,l,d,t =

T∑
t=1

V B
k,l,d,t. (5.6)

Since daily data on streaming revenues and DVD sales are scarce, lifetime revenues, in
this case, only cover revenues earned from the theatrical release. However, the majority of
movie revenues are generated from the box office4. As such, we believe that our analysis is
still valid despite this limitation.

We estimate the model:

log(V̄ B
k,l,d,t) = β̃ · log(Ḡk,l,d,t) + δ̃τt + Γk + θl + ωd + µ̃k,r,d,t (5.7)

where Ḡk,l,t are GSV results, τt is a time trend; Γk, ωd are day of the week fixed effects, and
θl are movie title and release date (year) fixed effects, respectively; and µ̃k,r,d,t is a random
error term.

We are interested in the parameter β̃, which is expected to be positive, implying a direct
relationship between GSV results and box office revenues. Box office revenues generally de-
cline following the first day of the release of the movie. As such, regressing box office revenues
with any variable that is also trending downward will generate significant results. This part
of the exercise aims to uncover whether Ḡk,l,t can explain some of the variations in the decline
in revenues, on top of what can be absorbed by the time trend.

3Data on box office revenues were sourced from the-numbers.com.
4https://www.statista.com/statistics/1194522/box-office-home-and-mobile-video-entertainment-revenue-

worldwide/
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Table 5.6.8: Testing the relationship between Box Office revenues and Google Trends Results

Dependent Variable:
Google Trends Lifetime Box Office Revenues

(1) (2) (3) (4)

δ̃ (time trend) −0.005∗∗∗ −0.072∗∗∗ −0.071∗∗∗

(0.0003) (0.001) (0.001)

β̃ (Log Google Trends) 0.291∗∗∗ 0.046∗∗∗

(0.017) (0.005)

AdjR2 0.347 0.900 0.451 0.900
n 118,050 118,050 118,050 118,050

Keyword FE Yes Yes Yes Yes
Release Date FE Yes Yes Yes Yes
Day of the week FE Yes Yes Yes Yes

The results are presented in table 5.6.8. We observe from the first two columns that box
office revenues decline faster than the Google Trends index. This is not surprising since the
lifespan of movies often exceeds their screening dates. As such, there would still be some
search activities for movie titles even though they are no longer shown in cinemas. In the
last column, the coefficient for GSV results is positive and significant, confirming that there
is a direct relationship between Google Trends results and box office revenues, other than
what can be explained by the normal passage of time.

We can also extend this analysis by exploring the dynamics between GSV and box office
revenues. Equation 5.8 incorporates lagged terms for GSV results, acknowledging the po-
tential scenario wherein individuals frequently conduct internet searches for movies prior to
viewing them:

log(V̄ B
k,l,d,t) =

N∑
n=0

(
β̃t+n · log(Ḡk,l,d,t−n)

)
+ δ̃τt + Γk + θl + ωd + µ̃k,r,d,t (5.8)

Results shown in table 5.6.9 show that lagged GSV results explain some of the variations
in box office revenues, on top of what can be absorbed by the time trend. The relationship is
also positive, suggesting that both variables move in the same direction. We believe that our
results provide evidence of a direct relationship between Google Trends and movie revenues.
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Table 5.6.9: Testing the relationship between box office revenues and Google Trends Results

Dependant Variable: Lifetime Box Office Revenues
(1) (2) (3) (4) (5)

δ̃ (time trend) −0.071∗∗∗ −0.071∗∗∗ −0.070∗∗∗ −0.070∗∗∗ −0.070∗∗∗

(0.001) (0.001) (0.001) (0.001) (0.001)

β̃t+n Log Google Trends

Lag 0 0.040∗∗∗ 0.035∗∗∗ 0.031∗∗∗ 0.027∗∗∗ 0.025∗∗∗

(0.005) (0.004) (0.004) (0.004) (0.004)

Lag 1 0.038∗∗∗ 0.034∗∗∗ 0.030∗∗∗ 0.027∗∗∗ 0.023∗∗∗

(0.005) (0.004) (0.004) (0.004) (0.003)

Lag 2 0.033∗∗∗ 0.030∗∗∗ 0.027∗∗∗ 0.024∗∗∗

(0.004) (0.004) (0.004) (0.003)

Lag 3 0.029∗∗∗ 0.027∗∗∗ 0.025∗∗∗

(0.004) (0.004) (0.003)

Lag 4 0.025∗∗∗ 0.023∗∗∗

(0.004) (0.004)

Lag 5 0.023∗∗∗

(0.004)

AdjR2 0.902 0.903 0.904 0.905 0.905
n 114,142 110,889 107,750 105,069 102,563

Keyword FE Yes Yes Yes Yes Yes
Release Date FE Yes Yes Yes Yes Yes
Day of the week FE Yes Yes Yes Yes Yes

5.7 Impact on industry aggregates

In this section, we examine how this methodology could impact some macroeconomic aggre-
gates, such as consumption of fixed capital, gross capital stocks, and net capital stocks. We
also estimate total factor productivity and examine how productivity statistics could change
if we change the asset life assumed in the estimation of capital stocks.

In particular, we evaluate how these aggregates would change for the Information and
Communication industry (Standard Industrial Classification Section J) of the UK. We com-
pare the published levels with revised estimates that employ asset lives we calculated using
our methodology.
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5.7.1 Impact on capital stocks for the UK’s Information Communication industry

Due to time and resource constraints, we do not estimate a perpetual inventory model our-
selves. Rather, we employ the codes provided by the Office for National Statistics on their
websites5. The ONS provides the raw data, R codes, and the set of assumptions to replicate
their estimates of various aggregates relating to capital at the 2-digit SIC industry level.

5https://www.ons.gov.uk/economy/nationalaccounts/uksectoraccounts/methodologies/capitalstocksuserguideuk
last accessed: 15 February 2022
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Figure 5.7.1: Estimates for Sector J, 2022

For this exercise, we changed the service life assumption for own-account software under
SIC industries 62 (Computer programming, consultancy and related activities) and 63 (In-
formation service activities)6 from 4 years to 7 years, following our estimates for the original
software. Since the ONS was not able to provide a breakdown of the type of software capital,
we assumed that all software investment that goes to these industries are original software

6The ONS combines the two industries in their database. We are not able to separate the investments
going to the two industries
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for reproduction.

Our results show that for 2022 (see figure 5.7.1), our estimates on the consumption of
fixed capital for software are slightly lower than the published data. Our estimate of gross
capital stock of software for sector J is 10.4 percent higher than the published data, while
our estimates of net capital stock are 6.1 percent higher.

Not surprisingly, the difference is more modest for the total capital stocks. Our estimate
of total gross capital stocks for sector J is only 1.4 percent higher than published, while the
estimate for total net capital stocks is only 1.3 percent higher than what was published by
the ONS.

Between 2002 and 2006, our estimates of total net capital stocks (chain volume measure)
for sector J are consistently higher than those published by the ONS, as illustrated in Figure
5.7.2. However, the disparity between our estimates and the published data varies over time,
ranging from as low as 0.92 percent to as high as 1.2 percent.

The impact on growth rates also exhibits variability across different periods. Some years
demonstrate faster growth in net capital stocks according to our calculations, while in oth-
ers, our growth rates are slower than the published data. This could have implications for
Total Factor Productivity (TFP) growth. Notably, from 2015 to 2018, our estimates indicate
consistently slower growth rates in net capital stocks for sector J compared to the published
data. This observation suggests that TFP growth during that period may be higher than
initially estimates.

174



100000

120000

140000

2010 2015 2020
Year

In
 B

ill
io

n 
G

B
P

Published Revised

Net Capital Stock, CVM

0.92

1.02

1.12

1.19 1.18
1.15 1.16

1.18 1.19 1.17
1.11

1.06
1.02 1.02

1.09

1.18 1.2Ave: 1.12

0%

2005 2010 2015 2020

D
iff

er
en

ce
 (

in
 %

)

Difference between published and revised

(a) Levels

3.5

2.2

−0.6

0.7

1.4

1.6

2.8
3

3.7

6

5.1

3.1 3

2.1

2.8

6

3.6

2.3

−0.5

0.7

1.3

1.6

2.9
3

3.6

5.9

5.1

3 3

2.1

2.9

6

0

2

4

6

2010 2015 2020

In
 P

er
ce

nt
 (

%
)

Published Revised

Net Capital Stocks Growth Rates, CVM

0.1 0.1

0.07

−0.01

−0.04

0.01

0.03

0.01

−0.02

−0.06
−0.06

−0.03

0

0.07

0.09

0.02

−0.05

0.00

0.05

0.10

2010 2015 2020

D
iff

er
en

ce
 (

in
 %

)

Difference between published and revised

(b) Growth rates

Figure 5.7.2: Estimates for Sector J, 2006 to 2022

Note: Figure describes the differences in net capital stocks (chain volume measure) for sector J calculated
using the asset life from the GSV estimates against the published data on net capital stocks. The upper-
left panels show the levels over time. Upper-right panels the differences between the levels (revised vs
published) in percent. The lower-left panel shows the growth rates. The lower-right panel shows the
difference in the growth rates revised vs published) in percentage points.
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5.7.2 Impact on the productivity growth of the UK’s Information and Communication
industry

We estimate TFP following Bontadini et al. (2023) and Organisation for Economic Co-
operation and Development (2021). We also tried to remain consistent with Office for Na-
tional Statistics (2007). Details on the methodology are discussed in appendix 5.D.

There are some differences between the capital stocks that are part of the National Ac-
counts of the ONS, and capital stocks employed in their calculation of TFP. The National
Accounts assume a hyperbolic rate for all assets with he exception of R&D, which applies a
geometric rate7. For capital stocks employed in productivity calculation, the ONS applies a
geometric rate for all assets. Moreover, there are some technical differences, as well namely,
1) TFP statistics only cover the market sector, removing stocks employed by the government,
and 2) the use of user cost (see appendix 5.D) to ensure that assets with higher depreciation
rates are given higher weights than assets with longer services lives. The combination of these
factors would cause differences between the intuition laid out in the previous section and the
final results.
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Figure 5.7.3: TFP difference for sector J, 1995 to 2022

Note: Figure shows the difference between the TFP calculated using the asset life of own-account software
from estimates from the GSV methodology and TFP calculated using current assumptions on the own-
account software’s asset life (New - Old). Results are percentage points differences in TFP growth.

Figure 5.7.3 shows the difference between TFP using our estimated asset life (‘New’) and
TFP growth calculated while maintaining the current assumptions of the ONS (‘Old’).

7https://www.ons.gov.uk/economy/nationalaccounts/uksectoraccounts/methodologies/capitalstocksuserguideuk
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We find that TFP is largely underestimated from the years from 1995 up until the 2008
financial crisis for sector J. We also observe evidence of TFP growth being underestimated
from 2011 to 2016. During the financial crisis and the years following the COVID recession
and Brexit, we find that TFP is likely overestimated during those periods, the magnitude of
overestimation is not large relative to the rate of underestimation in other periods.

Our calculations suggest that official TFP growth estimates are likely understated during
the period leading to the 2008 financial crisis. Current assumptions on asset lives compressed
the service life of software stocks when they should have been spread out over a longer period.

This discrepancy is likely attributable to the significant surge in software investments
during the late 1990s and early 2000s. We notice that investments in intangibles overtook
investments in tangible assets in the early 2000s for sector J (see Figure 5.B.2). Moreover,
the share of own-account software investments to total intangibles for the sector also saw a
substantial increase from 5.9 percent to 18.2 percent (see Figure 5.B.3). Capital stocks of
the rising software were compressed to periods, coupled with a decline in tangible capital
investment, which likely resulted in the underestimation that we observed in our results.

Perhaps we can interpret this as recent period software capital being more productive
than those from the early 2000s. Clearly, more research is needed in this area. More im-
portantly, given that these differences are systematic for certain periods, it is highly likely
that this points to structural issues underlying the estimation of productivity and economic
performance, particularly in sectors heavily reliant on intangible assets like software.

While our analysis is focused on TFP growth rates, we also find some systematic differences
in the levels of the TFP index. In particular, we find that estimates of the TFP index, which
employs the software asset life from our approach are consistently higher from 1995 to 2006.
From 2007 onwards, we find that the TFP index from our estimates is consistently lower
than TFP estimates using existing assumptions on the asset life (see table 5.D.3).

5.8 Conclusion

While various methodologies have been employed to measure intangible investments, persis-
tent challenges remain in accurately estimating the depreciation of intangibles. We demon-
strate that utilizing GSV can assist in this endeavor. Preliminary findings suggest a de-
preciation rate for software that diverges from estimates employed by statistical agencies,
emphasizing the importance of refining measurement approaches to capture the true value
dynamics of intangible assets within contemporary economic landscapes.

The advantage of this approach is its relatively easy implementation, requiring only the
assumption that GSV directly correlates to changes in revenue streams associated with these
assets. An assumption that we also tested and found support for in the study.

Additionally, the methodology holds the potential to extend its application to estimate
the depreciation rates of other intangibles, such as TV series, songs, books, and music, as
well as non-SNA intangibles, such as brands. Furthermore, the approach can incorporate
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additional dimensions into estimates, such as estimating the depreciation of intangibles for
specific localities, and facilitate more frequent updates of asset lives required for capital stock
measurement.
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Appendix

5.A Capital Measurement

Consider the classical law of motion for capital:

Kk,t = Kk,t−1(1− δk) + Ik,t (5.9)

where capital stock, Kk,t at t t for asset k, is expressed as a function of current year
investments Ik,t, and previous period capital stock Kk,t−1, discounted by a depreciation rate
δ. This assumes a geometric depreciation pattern wherein the value of capital declines by
a constant rate each period. Rearranging equation 5.9, we can arrive at an expression for
CFC, which is typically defined as the difference between the present period capital stock
and previous period capital stock:

CFCk,t = Kk,t−1 −Kk,t = δkKk,t−1 + Ik,t. (5.10)

While the above expression in equation 5.10 seems trivial, in practice the measurement
exercise is often challenging. However, the value of aggregate capital stocks in the economy
is typically not observed. Rather, statistical offices estimate capital stock using the perpet-
ual inventory method approach. Consider a repeated substitution of equation 5.9 from the
beginning period t− 1:

Kk,t =
∞∑
i=0

(1− δk)
i + Ik,t−(i+1) (5.11)

To implement equation 5.11, compilers need a historical investment time series that goes
back to the initial investment period. This may not be possible in practice since the time
series of investments for many countries are only available up to a specific period. However,
it remains feasible to calculate capital stock if estimates of capital from the initial period of
investment data are accessible, as described by Berlemann and Wesselhöft (2014):
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Kk,t = (1− δk)
t−1K̄k +

t−1∑
i=0

(1− δk)
iIk,t−(i+1). (5.12)

This requires three sets of information: historical investments data Ik,t for asset k, initial
capital stock when from the beginning to the investments time series, K̄k, and the depre-
ciation rate δk. Investments are regularly recorded as gross fixed capital formation in the
expenditure side of the National Accounts. The initial capital stocks are often estimated
using information from a comprehensive set of financial statements or a country’s economic
census. Meanwhile, depreciation is often estimated by making assumptions on the asset’s ser-
vice life (how long the asset can contribute to production) and its retirement profile (when
the asset is expected to be taken out of service).

180



5.B Additional results

Table 5.B.1

OLS PPML NB
(1) (2) (3)

δ −0.109∗∗∗ −0.092∗∗∗ −0.065∗∗∗

(0.002) (0.0001) (0.001)

Table 5.B.2: Results for Negative Binomial model removing free and open-source software

All No Free & Open Source No Open Source Only
(1) (2) (3)

δ −0.009∗∗∗ −0.009∗∗∗ −0.009∗∗∗

(0.0001) (0.0001) (0.0001)

n 161,735 135,186 144,453
Keyword FE Yes Yes Yes
Release Date FE Yes Yes Yes
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Figure 5.B.1: Comparing the annual depreciation rates estimates for movies with those from
other countries

Note: The figure compares results from PPML and negative binomial (NB) model with the annual
depreciation rates for theatrical movies employed by a select set of countries. The monthly estimates
from table 5.6.5 were annualized assuming a geometric pattern. The depreciation rates employed by
other countries were sourced from Pionnier et al. (2023).
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Figure 5.B.2: Investments for sector J from 1996 to 2022, current price estimates

Note: Figure shows the gross fixed capital formation for sector J at current price. In this figure, intangible
investments only include intellectual property products (IPP) capitalized in the National Accounts,
namely purchased and own-account software, literary and entertainment originals, mineral exploration,
and research and development. The figure covers the period from 1996 to 2022.Source of basic data:
Office for National Statistics, UK
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Figure 5.B.3: Share of own-account software to total intangibles for sector J from 1996 to
2022, current price estimates

Note: Figure shows the share of own-account software investments to total gross fixed capital formation
on itangibles for sector J at current price. In this figure, intangible investments only include intellec-
tual property products (IPP) capitalized in the National Accounts, namely purchased and own-account
software, literary and entertainment originals, mineral exploration, and research and development. The
figure covers the period from 1996 to 2022.Source of basic data: Office for National Statistics, UK
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5.C Classifying software into categories

To classify software into categories, we exploit the categories tag at the bottom of the
Wikipedia page of each software title. See example below:

Figure 5.C.1: Example: Wikipedia page for Open Office

We scrape all of the tags and attach them to their corresponding software title. Each title
would often have more than one tag. We were able to scrape 2,119 tags. Each of these tags
corresponds to one or more software titles. For instance, the tag “Office suites” was attached
to both Open Office, Microsoft Office Versions, and other office software. We show in figure
5.C.2 as word cloud for the top 1,000 most common tags.

185



M
ac

OS
 so

ftw
ar

e

Proprietary software for macOSInternet properties disestabli

Video game development softwar

Free software programmed in Ru

2004 software

Apache Software Foundation pro

Macromedia software

Adobe software

Adobe Flex Cross-platfo
rm softw

are

Free integrated development en

Fo
rm

er
ly

 p
ro

pr
ie

ta
ry

 so
ftw

ar
e

Rich web applic
atio

n framework

Software development kits

So
ftw

ar
e 

us
in

g 
th

e 
Ap

ac
he

 li
ce

Natural language processing

Statistical natural language p

Natural language processing to

Java (p
rogramming la

nguage) li

Windows web browsers

Discontinued web browsers

Internet Explorer shells

Portable software

News aggregator software

Video game software stubs

Anti-cheat software

Pr
op

rie
ta

ry
 so

ftw
ar

e 
fo

r L
in

ux

Pr
op

rie
ta

ry
 so

ftw
ar

e 
fo

r W
in

do

Fr
ee

 so
ftw

ar
e 

op
er

at
in

g 
sy

st
em

Linux distributions

Debian-based distributions

X8
6-

64
 Li

nu
x d

is
tri

bu
tio

ns

State-sponsored Linux distribu

3D graphics file formats

3D graphics softw
are

CAD file formats

Graphics standards

XML-based standards

Calligra Suite

Fr
ee

 so
ftw

ar
e 

pr
og

ra
m

m
ed

 in
 C

+

Free and open-source software

Blog software

Website management

Free software programmed in PH

Game engines for Linux

Game engines th
at s

upport M
ant

Pr
op

rie
ta

ry
 so

ftw
ar

e 
th

at
 u

se
s

Video game engines

.NET game engines

Virtual reality

Graphics software that uses Qt

MacOS multimedia software

Software that uses Qt

Video editing software for Lin

Windows m
ultim

edia softw
are

Dr
ag

on
Fly

 B
SD

Software forks

Unix variants

W
indows-only freeware

Google acquisitio
ns

Web syndication

RSS

Google services

Download m
anagers

Freeware

Proprietary softw
are

BitTorrent clients

GNU Project software

BASIC compile
rs

DOS software

Ch
es

s e
ng

in
es

Gmail

W
eb

m
ai

l

IOS software

KDDI

Audio editors

Trojan horses

.NET

NASA online

Office suites

C++ lib
raries

Nintendo 3DS

Free software programmed in Ja

X86-64 operating systems

Proprietary image organizers

Linux APIs

Collabora

Web 2.0

Edubuntu

Groupware

Ubuntu

Vocaloid

Shareware

AOL

NoSQL

MacOS

HTM
L5

KDE

McAfee

MINIX

Lua (programming language)-scr

Video editing software for Win

Op
er

at
in

g 
sy

st
em

 d
is

tri
bu

tio
ns

Data analysis software

Free science software

Free software projects Windows Internet software

Gnutella clients

Windows software

Symbian softw
are

Microsoft Office

Usenet clients

Audio libraries

JavaScript

Go
og

le
 S

ea
rc

h

OpenText

Desktop publishing software fo

Mass media companies based in

Impact of the COVID-19 pandemi

Indian companies established i Pascal (programming language)

Self-hosting software

Sp
yw

ar
e 

re
m

ov
al

M
ic

ro
so

ft 
so

ftw
ar

e

Free game engines

Alibaba Group

Gopher clients

XML

Web portals

IOS

Spyware

TY
PO

3

RAID

UML to
ols

Am
igaOS 4

Spamming

M
al

war
e

3D
 G

UI
s

Zope

DirectX

THQ

Firefox

MariaDB

MySQL

De
bi

an

LXDE

Capcom

NetIQ

Sybase

Botnets

FreeBSD

Xfce

YouTube

DJing

Al-Qaeda

TeX

Computer-aided design software

Numerical analysis software fo

Instant messaging clients that

Customer relationship manageme

Relational database management Mass media companies establish

Companies based in the London

Project management software

BitTorrent clients for LinuxAndroid (operating system) sof

Formerly open-source or free sHigh-level programming languag

History of the Internet

Windows security software

Antivirus softwareUtilities for Windows

Digital audio workstation soft

Free media players

CERN softw
are

Windows NT

2005 software
XML software

Cartography
Cross-compilers

Gamification

Hypertext

KDE stubs

FTP clients

DJ equipment

JSON

Drupal

Cr
ay

NASA

Wikis

Joyent

I2P

LX
Qt

BeOS

Sleep

Color

Xbox

Zune

Jio

TikTok

No
ki

a

Reddit

IPad

M
ID

I
DeNA

Email

Figure 5.C.2: Word cloud of the category tags from software Wikipedia entries

Our interest is to see whether the estimates would change if we remove “free-to-use” and
“open-source” software. As such, we generated broad categories by identifying tags with the
words “free” and “open source” and lumping them into a single broad category. We also
created a third category that identifies tags containing the word “open source” but does not
contain the word “free”. We show the word cloud for these tags in figure 5.C.3.

To extend our descriptive analysis, we also generated other broad categories using the
same method. We identified the operating system with which these software are compatible
and the type of software they can be classified into. We show the word cloud for the tags
identified for each category in figures 5.C.4 and 5.C.5, respectively.
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5.D Constructing TFP estimates for sector J

We estimate TFP following Bontadini et al. (2023) and Organisation for Economic Co-
operation and Development (2021). We also tried to remain to be consistent with Office for
National Statistics (2007). The first step was to calculate user cost:

ui,j,t = rtpi,j,t + δipi,j,t + (pi,j,t − pi,j,t−1) (5.13)

where ui,t is the user cost for asset i, for industry j, at time t, is the rate of return, δi is
the depreciation rate, pi,t is the investment price, and rt is the rate of return. We assumed
a geometric pattern for the depreciation rate for all assets. To maintain consistency with
the official methodology, we also used the internal rate of return, which we calculate by
taking the ratio of Gross Operating Surplus to GDP8. We sourced all our data from the ONS
website9. We proceeded by calculating thing net capital stock Kt:

Kj,t =
∑
i

kj,i,t × wj,t (5.14)

where the weights wi,t is derived from:

wj,t =
kj,i,t × ui,j,t∑
i kj,i,t × ui,j,t

(5.15)

Our estimates of the capital services index do not align with the capital services index
published by the ONS. One of the reasons is likely due to the tax adjustment that the ONS
applies when computing for user cost, as well as the difference in deflating computers. Note
that at this point, we have not made any changes yet to the assumptions on the service life
for any asset.

8This is also the recommendation of Bontadini et al. (2023).
9https://www.ons.gov.uk/economy/nationalaccounts/uksectoraccounts/methodologies/capitalstocksuserguideuk
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Figure 5.D.1: Constructed versus published Capital Services Index
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Note: The figure shows the capital service index we estimated (red line) and the capital services index
employed by the ONS for their TFP calculations (blue line).

We proceed by calculating TFP using the standard growth accounting formula.

∆log(TFPt) = ∆log(Yt)− vlt∆log(Lt)− vkt ∆log(Kt) (5.16)

where we express TFPt as the difference between changes in the output Yt and changes in
Labor inputs Lt, and capital inputs Kt. The terms vlt and vkt are labor and capital weights.

Despite the difference in our constructed capital services index to those published by
the ONS, we see little discrepancies between the published TFP index and those that we
constructed using equation 5.16 (see figure 5.D.2). We do not find any systematic difference
between our constructed index and the TFP index and growth rates published by the ONS.
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Figure 5.D.2: Constructed versus published TFP
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Following the steps earlier, we constructed a third TFP index for sector J where we
changed the assumption on the asset life of own-account software for industries 62 and 63,
using the asset life we estimated using GSV results. We also made changes to the user cost
of own-account software by employing the new set of depreciation rates in our calculations.
We compare the indices in figure 5.D.3.
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Figure 5.D.4: TFP growth rates
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CHAPTER 6: Discussion of Key Findings and Concluding Remarks

In this set of essays, we provide some estimation strategies that could be employed to improve
the measurement of the modern economy. The goal is to provide a set of methodologies that
can be used to compile macroeconomic aggregates and provide a better understanding of
the modern economy. Most of the methodologies are limited in scale and scope. Despite the
limitations, we were able to draw some interesting insights from these exercises.

In the first essay (Chapter 2), we show analytically that applying the price of paid plat-
forms to the valuation of their free counterpart allows for a surplus that distinguishes the
value of viewership from the independent value of digital services. This addresses some of
the limitations of the barter model in terms of capturing welfare.

While the second essay (Chapter 3) is limited in scope, covering only three categories of
digital services, we find that the contribution of these services to household final consumption
in the UK is substantial. Our estimates show that the aggregate value of free digital services
is comparable to other expenditure items in the National Accounts such as private health
and communication services. This speaks about how important these services have become
in our daily lives.

Considering that this study does not even cover other widely-used services such as online
maps, search engines, instant messaging, and social media, it is not difficult to imagine
that a comprehensive set of estimates covering all free services would provide an even more
striking picture of their significance in the contemporary economy. As society becomes more
dependent on free digital services—not just for leisure but for communication, navigation, and
daily transactions—policymakers need to be informed about the degree to which consumers
are vulnerable to shocks in these services.

Often, providers of free digital products deliver their services to consumers with no over-
sight nor are they accountable to their users. They can unilaterally impose prices on services
that are currently free (consider Zoom for education) or discontinue certain services without
warning. Without knowing how much consumers value these services overall, how should
governments respond appropriately to such actions? How can they justify their response
without credible data backing them?

On a related note, we also provide estimates households receive from digital piracy (Chap-
ter 4). The IPO report shows that more than a quarter of the British population is engaged
in digital piracy. We find that by including the value of digital piracy in household consump-
tion, the measured growth in the consumption of information goods will slow down. This
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implies that our official figures overestimate the growth in welfare to some extent.

Central to this discussion is the notion that households have historically engaged with
movie and music services, albeit through piracy. The popularity of low-cost streaming plat-
forms and increasingly stringent measures against piracy has prompted a shift, with house-
holds now more likely to pay for these services. Consequently, the consumption of such
products is now reflected in GDP figures. However, their previous consumption of services
through piracy was not.

Lastly, in our last essay (Chapter 5), we show that big data could be used to estimate the
depreciation rate of intangibles. We show that for assets where current estimates are based
on empirical data (such as theatrical movies in the US), the decline in Google Trends results
provides a good approximation of the depreciation rates of these assets.

The methodology that we propose has the potential to provide compiling organizations
such as statistical agencies and multilateral institutions the flexibility to measure capital
stocks with more details and accuracy. For instance, the approach allows statistical agencies
to update the asset lives they employ for TFP more regularly, and allow these agencies to
be more responsive to the changing landscape of modern society.

Direction for future research

Future work in this area could also examine the contribution of free digital services to the
production of market goods and services. While we find this as a very important area of
research, there is little work in this direction. As we discuss in appendix 2.A.2, a possible
measurement strategy would be to estimate a production function, which incorporates free
digital products as part of inputs. We imagine that time-use surveys could provide indicators
of how much time workers spend using free digital services in their work routine.

How much time do office workers spend using Google Docs or Google Sheets? How much
time do researchers spend on Google Scholar? Answering these questions could provide an
indication of how much industries rely on free digital services as inputs to their production
process. The linkages between free digital service providers and producers of market goods
are very relevant in terms of describing how the internet is shaping human society. It answers
the question, to what extent are businesses vulnerable to shocks in the provision of these
services?

Moreover, our valuation method only covers services where paid alternatives can be found.
Future research could focus on measuring the value of free digital products with no paid
counterparts. Taking off from Chapter 2, the key is to find indicators that reflect the marginal
benefits of users.

A possible way forward is to consider the use of surveys and experiments, otherwise
known as contingent valuation. Recent studies employing this approach aim to elicit their
respondents’ WTA for abstaining from the use of these services. We discussed in Chapter 2,
that WTA estimates would likely capture the value of the activity enhanced by the digital
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product and not the value of the product itself. A possible way to address this problem is to
design surveys (or experiments) that elicit the users’ WTP instead of WTA. The National
Accounts value goods and services in terms of exchange value. If researchers are able to
capture the median WTP for digital services such as search engines and online maps, this
might not necessarily reflect the exchange value required for consistency with the SNA.
However, this could be a starting point for the development of simulated exchange values,
which have been applied to the valuation of ecosystem services (Atkinson and Obst, 2017).
We provide some discussion on this in appendix 2.A.2.

Future research could also focus on developing a comprehensive satellite account that in-
cludes the value of free digital services. The estimates provided in Chapters 3 and 4 represent
the gross value from the consumption of these services and would be reflected on the demand
side of the accounts. A thorough satellite account should also consider the production and
income sides, necessitating the distinction between value-added and intermediate consump-
tion. Advertising spending or revenue from data sales offers valuable insights into how much
advertisers and third parties value viewership and user data, respectively. As discussed in
Chapter 2, this information could be used to account for the value of household viewership,
ultimately considering it as the household’s intermediate consumption.

The estimates derived from our methodology in Chapters 3 and 4 are analogous to gross
output on the production side. Therefore, once the value of viewership is accounted for,
it would be possible to populate table 2.2 in Chapter 2, which describes the production,
income, and consumption aspects of free digital services provision. This could extend the
digital economy satellite account proposed by Ahmad and Ribarsky (2018) or be used to
create a stand-alone satellite account that highlights the value derived by households and
firms from the consumption of free digital products.

Lastly, our approach to measuring the depreciation of intangibles provides enough flexi-
bility for various applications. It is possible to apply this methodology to other categories
of intangibles such as music, TV series, books, and perhaps brands. Aside from movies, it
has always been challenging to compile detailed and consistent time series data on revenues
from other artistic originals (Goodridge et al., 2013b; Soloveichik et al., 2013a,b; Soloveichik,
2014).

The methodology also allows for the estimation of asset lives for sub-categories of assets.
For instance, it could be possible to have separate depreciation rates for word processors,
operating systems, statistical software, and others. It would be interesting to examine how
the application of specific depreciation rates could impact macroeconomic aggregates. At
the moment, statistical agencies assume a single average asset life for all software, regardless
of categories. If there is heterogeneity in the asset lives of each category, a change in the
composition of software investments could have an impact on measured growth. Future re-
search could explore this avenue. Given the economy is becoming increasingly dependent on
intangibles, it is critical that we have an accurate estimate to guide policymakers for sound
evidence-based decision-making.

****
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At the end of the day, GDP is a human construct. It measures what we want it to measure.
But one important thing to think about is that the official statistics are compiled to help
policymakers make informed decisions. In this set of essays, we argued that due to the
changing nature of the economy, traditional ways of compiling macroeconomic aggregates
make it difficult to provide a complete picture of contemporary society. We believe that it is
critical that we consider better ways of reflecting new economic realities. By incorporating
the value of free digital services, the impact of digital piracy, and improving how we measure
intangibles, we can offer a more comprehensive and accurate representation of economic
activity. This should ultimately lead to better policy decisions that reflect the true dynamics
of the modern economy.
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Berlemann, M. and Wesselhöft, J.-E. (2014). Estimating aggregate capital stocks using the
perpetual inventory method: A survey of previous implementations and new empirical
evidence for 103 countries. Review of Economics, 65(1):1–34.

Besen, S. M. and Kirby, S. N. (1989). Private copying, appropriability, and optimal copying
royalties. The Journal of Law and Economics, 32(2, Part 1):255–280.

Blackburn, D. (2007). The heterogeneous effects of copying: the case of recorded music.
Harvard Working Papers.

198



Blackburn, D., Eisenach, J. A., and Harrison, D. (2019). Impacts of digital video piracy on
the US economy. NERA Economic Consulting, the Chamber’s Global Innovation Policy
Center.

Blades, D. (2011). Estimating value added of illegal production in the Western Balkans.
Review of Income and Wealth, 57(1):183–195.

Bontadini, F., Corrado, C., Haskel, J., Iommi, M., and Jona-Lasinio, C. (2023). Euklems
& intanprod: industry productivity accounts with intangibles. Sources of growth and pro-
ductivity trends: methods and main measurement challenges, Luiss Lab of European Eco-
nomics, Rome.

Boyle, R. (2006). Measuring public sector productivity: lessons from international experience,
volume 35. Institute of Public Administration.

Brynjolfsson, E., Collis, A., Diewert, W. E., Eggers, F., and Fox, K. J. (2019a). GDP-B:
Accounting for the value of new and free goods in the digital economy. In NBER Working
Paper Series. National Bureau of Economic Research.

Brynjolfsson, E., Collis, A., Diewert, W. E., Eggers, F., and Fox, K. J. (2020). Measuring
the impact of free goods on real household consumption. In AEA Papers and Proceedings,
volume 110, pages 25–30.

Brynjolfsson, E., Collis, A., and Eggers, F. (2019b). Using massive online choice experi-
ments to measure changes in well-being. Proceedings of the National Academy of Sciences,
116(15):7250–7255.

Calderón, J. B. S., Rassier, D. G., et al. (2022). Valuing the us data economy using machine
learning and online job postings. Technical report, Bureau of Economic Analysis.
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