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You Crucify freedom upon the altar of Coercion and Perfidy,
yet the essence of the human spirit soars,

unshackled and eternal.
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Abstract

Gravitational wave physics has experienced a significant advancement, particularly with
the GW150914 detection [2] and numerous subsequent compact binary events [5, 10, 11].
First predicted by Einstein in 1916, the recent detection of gravitational waves by LIGO
and Virgo has opened a new window to the Universe, offering insights into black holes and
numerous astrophysical phenomena, and challenging our understanding of stellar evolution
and binary populations [2, 4, 12, 1].

Moreover, gravitational waves hold the exciting potential to illuminate the nature of
dark matter. Gravitational interactions are essential for probing dark matter’s fundamental
properties, such as mass, spin, and self-interactions, especially as weakly interacting
massive particles (WIMPs) remain elusive in direct detection experiments. This has led
to a resurgence in interest in other dark matter candidates, notably low-mass (m ≤ eV)
bosonic particles like QCD axions, axion-like particles (ALPs), and "dark photons" [28,
90, 155, 220, 132, 30, 183, 235, 173, 232]. Gravitational wave physics also connects with
other fields, particularly particle/high-energy physics and the exploration of the dark sector
[65, 35]. A key aspect of this connection is the interaction of fundamental fields with
compact objects through superradiance [58] and the formation of distinct compact objects
like boson stars [233]. Gravitational wave observations now systematically search for
boson star populations, heavily relying on accurate gravitational wave signal predictions, a
topic central to our work using numerical relativity techniques [37].

This thesis primarily focuses on the collision behavior of binary boson stars using
numerical relativity, exploring their initial conditions, the afterglow phenomenon, and the
regularities of gravitational wave energy emission. Specifically, the structure of this thesis
is as follows.

Chapter 1 offers a concise overview of the fundamental concepts of General Relativity,
along with the basic theory related to gravitational waves.

Chapter 2 explores the fundamental principles of numerical relativity, including its
theoretical foundations and mathematical tools. In particular, it offers a detailed discussion
of the evolution methods in numerical relativity, as well as the approaches for computing
initial data and selecting gauges.
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Chapter 3 is dedicated to the discussion of boson stars and also briefly introduces
relevant background information.

Chapter 4 focuses on two main areas. The first section examines numerical simulations
of boson-star head-on collisions, particularly the quality of binary initial data from single-
star spacetime superposition. We find that using only superposition for boosted boson-star
spacetimes leads to significant unphysical results. This issue can be addressed by modifying
the initial data as suggested in [110] for oscillaton collisions. Our focus is on massive
complex scalar field boson star models with a 6th-order-polynomial potential, but we
believe this issue is common in various exotic compact systems, meriting further research
[113]. The second section explores the lasting gravitational wave signature after a boson-
star binary coalescence. We fully use numerical relativity to simulate the post-merger
phase and observe the extended gravitational afterglow. Recent advancements in binary
initial data have been applied, reducing false initial scalar field excitations and including a
metric for angular momentum to track the total momentum of the spatial volume, including
curvature effects. A key finding is the persistence of the afterglow beyond the spin-down
timescale, emitting a unique gravitational wave signal that could distinguish it from other
astrophysical phenomena [77].

Chapter 5 examines the behavior of binary solitons in head-on collisions. We examine
a two-dimensional hypersurface of the parameter space spanned by σ and the boson star
compactness, controlled through the central scalar-field amplitude. A novel superposition
method for initial conditions, as discussed in Chapter 4, was employed. Additionally, this
research utilized a more efficient two-dimensional code, which significantly enhanced the
speed of the evolution process compared to the previous three-dimensional approach. Our
results reveal that the patterns of gravitational wave energy exhibit complex structures,
which are closely related to the stability of the solitons.
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Chapter 1

General Relativity

Conventions and Notation

This chapter primarily draws on references [231, 144]. The specific conventions and
notations employed are as follows.

Conventions

This thesis employs both abstract index notation and concrete index notation to represent
tensors. For instance, va represents a vector, where the Latin letter a, known as an abstract
index, functions similarly to the arrow in the commonly used notation v⃗. It is important not
to interpret va as the ath component of va. When referring to components, Greek letters
are used as indices (called component or concrete indices); for example, vµ represents the
µth component of the vector va.

There is one exception: in a 4-dimensional spacetime, a vector va has three spatial
components, which are conventionally denoted by vi (where i = 1,2,3) to represent the
ith component of va. Although this deviates from the rule of using Latin letters for
abstract indices, it offers significant convenience. To differentiate from abstract indices
a,b,c,d,e, . . ., only Latin letters starting from i (typically i, j,k) are used as labels for the
spatial components.

This thesis adopts the −+++ signature convention for the metric in 4-dimensional
spacetime. Various conventions exist in the literature for defining the Riemann tensor
Rabc

d and the Ricci tensor Rab. The conventions followed here are those established in
Robert Wald’s textbook, General Relativity [231].
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Notation List

{}
Set. E.g., X = {1,3,9} stands for the set
formed by the real numbers 1, 3, and 9.

R The set of real numbers.
N The set of natural numbers.
∀x For all x.
∃ There exists.

∈ Belongs to. E.g., x ∈ X stands for "x belongs
to the set X", i.e., x is an element of X .

/∈ Does not belong to.

⊂ Contained in. E.g., A ⊂ X stands for "A is
contained in the set X", i.e., A is a subset of X .

⊊
Contained in but not equal to. E.g., A ⊂ X stands for
"A is contained in but not equal to the set X", i.e., A is a
proper subset of X .

∪ Union.
∩ Intersection.
∅ Empty set.
:= Defined as.

≡ Identical to or denoted by. E.g., A ≡ B∪C
means "denote B∪C by A".

∼= Approximately equal to.
⇒ Implies (if ... then), e.g., A ⇒ B stands for "if A then B".
⇔ Equivalent to (if and only if).
× Cartesian product.

□
Quod Erat Demonstrandum
(Denotes the end of a proof, aligned to the right.)

Rn The set of n-tuples
(
x1, . . . ,xn) of real numbers,

i.e., Rn = R×·· ·×R (n factors in total).
⊗ Tensor product.

:→ Map. E.g., f : X → Y stands for "the map from X to Y ".
eµ or

(
eµ

)a The µth basis vector in the chosen basis
{(

eµ

)a}.
eµ∗ or (eµ)a The µth dual basis vector of the basis

{(
eµ

)a}.
∂

∂xµ or
(

∂

∂xµ

)a
The µth coordinate basis vector field.

dxµ or (dxµ)a The µth dual coordinate basis vector field.
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f [A]
Suppose f : X → Y,A ⊂ X , then the image of A under the action of
f is denoted by f [A] in order to distinguish it from the image f (x) of
x ∈ X under f .

◦ Composite map. E.g., φ ◦ψ stands for the
composite map of φ and ψ(ψ after φ).

Cr The first r derivatives exist and are continuous.
C∞ Smooth (derivatives of all orders exist and are continuous).

dimV The dimension of V .
V ∗ The dual space of the vector space V .
Vp The tangent space at a point p in the manifold.
V ∗

p The dual space of the vector space Vp.
E⃗ 3-dimensional (spatial) vector E.

TV (k, l) The set of all the tensors of type (k, l) on a vector field V .
FM or F The set of all the smooth functions on a manifold M.
FM(k, l) The set of all the smooth tensor fields of type (k, l) on a manifold M.
[u,v] The commutator of the vector fields u and v.

δ or δab Euclidean metric.
η or ηab Minkowski metric.

δ a
b Identity map.

g(u,v) The result of acting the metric tensor g on u and v. Same as gabuavb.
T(abc) The total symmetrization over the indices a,b,c.
T[abc] The total antisymmetrization over the indices a,b,c.
∇a Derivative operator.

∂a

The ordinary derivative operator in a coordinate system.
In special relativity it refers to the ordinary derivative
operator in an inertial coordinate system, satisfying ∂aηbc = 0.

Γa
bc The Christoffel symbol of a derivative operator in a coordinate system.

Γµ
νσ The components of the Christoffel symbol Γa

bc in a coordinate system.
φ∗ The pullback map induced by the map φ .
φ∗ The pushforward map induced by the map φ .

LvT ······ The Lie derivative of the tensor field T ······ along a vector field va.
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1.1 Differential Geometry

Fig. 1.1 An illustration of the map ψβ ◦ψ−1
α arising when two coordinate systems overlap.
[231].

1.1 Differential Geometry

Differential Manifold

Physics is inherently connected to background space. For instance, Newtonian mechanics
and electrodynamics are based on three-dimensional space, denoted as R3. Similarly,
statistical physics and Hamiltonian theory often use phase space. In special relativity, the
background is four-dimensional spacetime, represented as R4. Generally, these "spaces"
are continuous rather than discrete. The spacetime in general relativity is also depicted
as continuous. Locally, it resembles R4, but globally, it may deviate from the structure of
R4 [144].

A differential manifold is a type of topological space endowed with a differential
structure. The definition is as follows.

Definition: A topological space M is called an n-dimensional Differentiable Manifold,
or n-dimensional manifold for short, if M has an open cover {Oα}, i.e., M =

⋃
α Oα ,

satisfying

(a) for each Oα∃ a homeomorphism ψα : Oα → Vα ( Vα is an open subset of Rn

measured by the usual topology);

(b) If Oα ∩Oβ ̸=∅, then the composite map ψβ ◦ψ−1
α (see Figure 1.1) is C∞ (smooth).
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Scalar Field

Before introducing the scalar field, we will first discuss the concepts of Cr class mappings
and diffeomorphisms.

Definition: f : M → M′ is called a Cr map if ∀p ∈ M, the n′ functions of n variables
corresponding to the map ψ ′

β
◦ f ◦ψ−1

α are of class Cr.

Definition: Differential manifolds M and M′ are said to be diffeomorphic to each other
if ∃ f : M → M′ satisfying

(a) f is one-to-one and onto;

(b) f and f−1 are C∞.

Such an f is called a diffeomorphism from M to M′.

Next, we introduce the concept of the scalar field.

Definition: f : M → R is called a Function on M or a Scalar Field on M. If f is C∞,
then it is called a smooth function on M. The collection of all smooth functions on M is
denoted by FM, abbreviated with F when there is no confusion. From now on, functions
will refer to smooth functions unless stated otherwise.

Vector Field

Definition: A vector space over the field of real numbers is a set V together with two
maps, namely V ×V →V (called addition) and R×V →V (called scalar multiplication),
satisfying the following conditions:

(a) v1 + v2 = v2 + v1, ∀v1,v2 ∈V,

(b) (v1 + v2)+ v3 = v1 +(v2 + v3), ∀v1,v2,v3 ∈V,

(c) ∃ a zero element 0 ∈V such that 0+ v = v, ∀v ∈V,

(d) α1(α2v) = (α1α2)v, ∀v ∈V, α1,α2 ∈ R,

(e) (α1 +α2)v = α1v+α2v, ∀v ∈V, α1,α2 ∈ R,

(f) α(v1 + v2) = αv1 +αv2, ∀v1,v2 ∈V, α ∈ R,
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1.1 Differential Geometry

(g) 1 · v = v, 0 · v = 0, ∀v ∈V.

Now that the definition of a differential manifold is in place, we can introduce the
concept of a vector.

Definition: A map v : FM →R is called a Vector at a point p∈M if ∀ f ,g∈FM,α,β ∈
R we have

(a) (Linearity) v(α f +βg) = αv( f )+βv(g),

(b) (Leibniz rule) v( f g) = f |p v(g)+ g|p v( f ), where f |p stands for the value of the
function f at p, which can also be denoted by f (p).

The transformation between two coordinate systems follows the rule:

v′ν =
∂x′ν

∂xµ

∣∣∣∣
p

vµ . (1.1)

Here, v′ν and vµ represent the coordinate component values in the coordinates {x′ν}
and {xµ}, respectively.

With the concept of a vector established, we can now construct the idea of a vector
field. Essentially, a vector field is a tangent field, v, on a manifold M. It assigns a tangent
vector, denoted as v|p ∈Vp, to each point p ∈ M. The specific details are as follows:

Definition: Suppose A is a subset of M. If we assign a vector to each point of A, we
obtain a Vector Field defined on A.

Dual Vector Field

The counterparts to the vector and vector field are the dual vector and dual vector field,
respectively.

Definition: Suppose V is a finite dimensional vector space on R. A linear map
ω : V → R is called a Dual Vector on V . The collection of all the dual vectors on V is
called the dual vector space of V , denoted by V ∗.
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Since V possesses addition and scalar multiplication properties, ω needs to satisfy the
following conditions:

ω(αv+βu) = αω(v)+βω(u), ∀v,u ∈V, α,β ∈ R. (1.2)

Now we get back to a manifold M. Since p ∈ M has a vector space Vp, it also has a V ∗
p .

If we assign a dual vector at each point of M, we obtain a Dual Vector Field on M. A dual
vector field ω on M is said to be smooth if ω(v) ∈ FM∀ smooth vector fields v.

Finally, we will examine the transformation relationships in different coordinate sys-
tems. Under a coordinate transformation, the components of the dual vector transform as
follows:

ω
′
v =

∂xµ

∂x′ν

∣∣∣∣
p

ωµ . (1.3)

Tensor Field

By extending this concept further, we can introduce various types of tensors.

Definition: A tensor of type (k, l) on a vector space V is a multilinear map

T : V ∗×·· ·×V ∗︸ ︷︷ ︸
k terms

×V ×·· ·×V︸ ︷︷ ︸
l terms

→ R.

The concept is quite accessible. A (k, l) tensor can map k dual vectors and l vectors to
a real number.

Now, we will introduce the concept of the tensor product.

Definition: The tensor product T ⊗T ′ of a tensor T of type (k, l) and a tensor T ′ of
type (k′, l′) on V is a tensor of type (k+ k′, l + l′) defined as follows:

T ⊗T ′
(

ω
1, . . . ,ωk,ωk+1, . . . ,ωk+k′;v1, . . . ,vl,vl+1, . . . ,vl+l′

)
:=T

(
ω

1, . . . ,ωk;v1, . . . ,vl

)
T ′
(

ω
k+1, . . . ,ωk+k′;vl+1, . . . ,vl+l′

)
.

The components of a (k, l) tensor T transform as follows:

T ′µ1···µk v1···vl =
∂x′µ1

∂xρ1
. . .

∂xσl

∂x′vl
T ρ1...ρk

σ1...σl . (1.4)

31



1.1 Differential Geometry

Metric

We now introduce the concept of a metric. Intuitively, a metric is meant to convey the
"infinitesimal squared distance" associated with an "infinitesimal displacement". The
intuitive idea of an "infinitesimal displacement" is accurately encapsulated by the notion of
a tangent vector. Given that the "infinitesimal squared distance" should exhibit a quadratic
relationship with the displacement, the metric can be defined as follows:

Definition: A Metric g on a vector space V is a symmetric, non-degenerate tensor
of type (0,2) on V . Symmetric means g(v,u) = g(u,v) ∀v,u ∈ V , and non-degenerate
means g(v,u) = 0 ∀u ∈V ⇒ v = 0 ∈V .

With the established metric, the length can now be defined as follows:

dl :=
√∣∣gµvdxµdxν

∣∣. (1.5)

The notation often used is: ds2 ≡ gµνdxµdxν , where ds2 is referred to as the line element.
Given the signature (−,+,+,+),

ds2 < 0 Timelike,

ds2 = 0 Null,

ds2 > 0 Spacelike.

(1.6)

The Abstract Index Notation

I recall that when I first learned general relativity, I was told
that mastering the core of relativity lies in understanding the
"absolute aspects" rather than the "relative aspects".

In much of the literature, tensors are represented in the following manner: T µ1...µk
ν1...νl .

However, this method has a significant drawback: sometimes, by choosing a particular
basis, we obtain simpler component equations, which are valid only for that special
basis and hence do not represent tensor equations. We aim to discern which equations
represent tensor equations and which do not, yet this distinction is difficult to make with
the aforementioned notation. Therefore, we need to resort to Penrose’s Abstract Index
Notation to overcome this difficulty.

Below, we briefly outline the key points of this notation.
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1. A (k, l) type tensor is represented by a letter with k upper indices and l lower indices,
where the indices are lowercase Latin letters, only representing the type of tensor,
and thus it is referred to as the Abstract Index.

2. Repeated upper and lower abstract indices signify taking the "contraction" over these
two indices.

3. The tensor product notation is omitted.

4. The letters representing tensors, carrying their own abstract index, can be inter-
changed.

5. When involving the components of tensors, the corresponding indices use lowercase
Greek letters, referred to as Component Indices or Concrete Indices.

Specifically, the expansion of a tensor in a basis can be written as:

T ab
c = T µν

σ

(
eµ

)a
(ev)

b (eσ )c . (1.7)

The components are given by:

T µν
σ = T ab

c (eµ)a (e
v)b (eσ )

c . (1.8)

In the abstract index notation, a coordinate basis vector is denoted by (∂/∂xµ)a, and a
dual coordinate basis vector is denoted by (dxµ)a. Using a metric gab and its inverse gab

to raise and lower their indices, respectively, we obtain a dual vector gab (∂/∂xµ)b and a
vector gab ( dxµ)b. Denote the gab (∂/∂xµ)b by ωa for short and expand it using the dual
coordinate basis as gab (∂/∂xµ)b = ων (dxν)a. Applying both sides to (∂/∂xσ )a yields
gσ µ = ωσ . Hence,

gab (∂/∂xµ)b = gµν (dxν)a . (1.9)

Thus, in general gab ( dxµ)b does not equal (dxµ)a. Similarly, we have

gab ( dxµ)b = gµν (∂/∂xν)
a
. (1.10)

Derivative Operators

In Euclidean space, derivative operators such as ∇⃗ can be used to compute the gradient ∇⃗ f
and divergence ∇⃗ · v⃗. Given that Euclidean space is equipped with the metric δab, one can
identify a vector and its corresponding dual vector, i.e., va = δabvb. We now aim to extend
these derivative operators to any manifold.
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Definition: A Derivative Operator ∇ (covariant derivative) on a manifold M is a map
which takes each smooth tensor field of type (k, l) to a smooth tensor field of type (k, l+1)
and satisfies the five properties listed below.

1. Linearity.

2. Leibnitz rule.

3. Commutativity with contraction.

4. v( f ) = va∇a f , ∀ f ∈ FM, v ∈ FM(1,0).

5. Torsion free.

Utilizing property 4, we obtain:

∇a f = (d f )a, ∀ f ∈ FM. (1.11)

Note that the derivative operator is not unique. Considering two derivative operators, ∇a

and ∇̃a, Equation (1.11) leads to the result:

∇a f = ∇̃a f = (d f )a, ∀ f ∈ FM. (1.12)

Equation (1.12) implies that the distinction between these two derivative operators can
only be discerned in higher-type tensors, not in (0,0) type tensors.

For dual vectors, we have

∇aωb = ∇̃aωb −Cc
abωc, ∀ωb ∈ F (0,1), (1.13)

where Cc
ab is a (1,2) type tensor satisfying the property Cc

ab =Cc
ba. Using the property

∇a
(
ωbvb)= ∇̃a

(
ωbvb), one can find the rule for the vector:

∇avb = ∇̃avb +Cb
acvc. (1.14)

Extending this to a general tensor, the transformation rule is given by

∇aT b1···bk
1 c1 · · ·cl = ∇̃aT b1···bkc1 · · ·cl+∑

i
Cbi

adT b1···d···bkc1 · · ·cl−∑
j

Cd
ac j

T b1···bk
1 c1 · · ·d · · ·cl.

(1.15)

Theorem: Let gab be a metric. Then there exists a unique derivative operator ∇a

satisfying ∇agbc = 0.
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An important derivative operator, known as the Ordinary Derivative, merits mention.
Given a manifold M with coordinates denoted by {xµ}, the corresponding coordinate basis
is represented by {(∂/∂xµ)a} and {(dxµ)a}. We define a map ∂a : FO(k, l)→FO(k, l+1)
as follows:

∂aT b
c := (dxµ)a (∂/∂xν)

b
(dxσ )c ∂µT v

σ . (1.16)

It can be demonstrated that this derivative operator adheres to properties 1- 5 previously
outlined. Furthermore, when selecting the ordinary derivative as ∇̃a, the corresponding
Cc

ab is referred to as the Christoffel Symbol, denoted by Γb
ac.

Parallel Transport

Given a specific ∇a, the notion of parallel transport of a vector along a curve C with a
tangent ta can be defined.

Definition: A vector va given at each point on the curve is said to be parallelly
transported as one moves along the curve if the equation

ta
∇avb = 0 (1.17)

is satisfied along the curve.

For other types of tensors, the condition for Parallel Transport is given by:

ta
∇aT b1···bk

c1···cl
= 0. (1.18)

Given a coordinate system, Equation (1.17) can be elucidated further as:

ta
∂avb + ta

Γ
b

acvc = 0. (1.19)

Theorem: A point C (t0) on a curve and a vector at this point uniquely defines a vector
field that is parallelly transported along the curve.

Suppose p and q are points in the manifold M. Then, Vp and Vq are two distinct vector
spaces, and their elements cannot be directly compared. However, if there exists a curve
C(t) that connects p and q, we can define a map from Vp to Vq as follows: for any va ∈Vp,
this theorem guarantees the existence of a unique vector field that is parallelly transported
along C(t), with the vector field at p being va. The value of this vector field at q is then
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considered the image of va. It is important to note that this map is curve-dependent,
meaning that for a different curve connecting p and q, the resulting vector va at q could
differ. Nevertheless, the existence of the connection ∇a, although dependent on the curve,
provides a way to relate the two vector spaces Vp and Vq, which were previously unrelated.
This is why ∇a is also referred to as a Connection.

Geodesic

On a related note, the concept of a geodesic can be introduced.

Definition: Given a derivative operator, ∇a, we define a Geodesic to be a curve whose
tangent vector is parallel propagated along itself, i.e. a curve whose tangent, T a, satisfies
the equation

T a
∇aT b = 0. (1.20)

We can observe that a necessary and sufficient condition for a curve to be a geodesic
is that its tangent vector field is parallelly transported along the curve. The equation
T a∇aT b = 0 is known as the Geodesic Equation. If a metric field gab exists on a manifold
M, then the geodesics of (M,gab) are the geodesics of (M,∇a), where ∇a is the connection
associated with gab.

For a vector field T a, we have:

T a =

(
∂

∂ t

)a

=

(
∂

∂ t ′

)a dt ′

dt
=

dt ′

dt
T ′a. (1.21)

The condition for geodesic equation is given by:

0 = T b
∇bT a

=
dt ′

dt
T ′b

∇b

(
dt ′

dt
T ′a
)

=

(
dt ′

dt

)2

T ′b
∇bT ′a +T ′a dt ′

dt
T ′b

∇b

(
dt ′

dt

)
=

(
dt ′

dt

)2

T ′b
∇bT ′a +T ′a dt ′

dt
d

dt ′

(
dt ′

dt

)
=

(
dt ′

dt

)2

T ′b
∇bT ′a +T ′a d2t ′

dt2 .

(1.22)
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Hence, we obtain:

T ′b
∇bT ′a =−

(
dt ′

dt

)2 d2t ′

dt2 T ′a. (1.23)

Define:

α ≡−
(

dt ′

dt

)2 d2t ′

dt2 . (1.24)

Thus, we can write:
T ′b

∇bT ′a = αT ′a. (1.25)

Theorem: Suppose γ(t) is a geodesic, then the tangent vector field T ′a of its reparametriza-
tion γ ′ (t ′) [= γ(t)] satisfies

T ′b
∇bT ′a = αT ′a [α is a function defined on γ(t)]. (1.26)

Theorem: Suppose the tangent vector field T a of a curve γ(t) satisfies T b∇bT a =

αT a[α is a function on γ(t)], then there exists a t ′ = t ′(t) such that γ ′ (t ′) [= γ(t)] is a
geodesic.

Definition: A parameter which makes a curve become a geodesic is called an affine
parameter of this curve.

Sometimes a curve that satisfies T b∇bT a = αT a is also called a geodesic. Nonetheless,
in order to avoid confusion, a better way to call it is a non-affinely parametrized geodesic.

Theorem: If t is an affine parameter of a geodesic, then the necessary and sufficient
condition of any parameter t ′ of this curve to be an affine parameter is t ′ = at +b (where
a,b are constants and a ̸= 0).

Finally, we introduce the concept of the geodesic congruences, which will be mentioned
in later section. We refer to the definition of a reference frame provided in [190].

Definition: A reference frame R on a spacetime M is a vector field each of whose
integral curves is an observer.
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If the worldlines of all observers are geodesics, such a reference frame is physically
referred to as a Geodesic Congruence.

Riemann Curvature

The concept of Torsion free was touched upon in Section 1.1, which ensures that

(∇a∇b −∇b∇a) f = 0, (1.27)

meaning ∇a∇b f is a symmetric (0,2) type tensor. The operator (∇a∇b −∇b∇a) is termed
as the commutator of ∇a. Although the result vanishes when the commutator acts on a
(0,0) type tensor (scalar), it does not assure that the result remains null for other types of
tensors.

Definition: The Riemann Curvature tensor field Rabc
d of a derivative operator ∇a is

defined by the following equation

(∇a∇b −∇b∇a)ωc = Rabc
d
ωd, ∀ωc ∈ F (0,1). (1.28)

For ∀ωc ∈F (0,1), we have vcωc ∈F . From the torsion-free condition, it follows that

0 = (∇a∇b −∇b∇a)(vc
ωc)

= ∇a (vc
∇bωc +ωc∇bvc)−∇b (vc

∇aωc +ωc∇avc)

= vc
∇a∇bωc +ωc∇a∇bvc − vc

∇b∇aωc −ωc∇b∇avc.

(1.29)

Thus, we obtain
ωc (∇a∇b −∇b∇a)vc

=− vc (∇a∇b −∇b∇a)ωc

=− vcRabc
d
ωd

=−ωcRabd
cvd.

(1.30)

Therefore, we have

Theorem:
(∇a∇b −∇b∇a)vc =−Rabd

cvd ∀vc ∈ F (1,0). (1.31)
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If a metric field gab exists on M and satisfies ∇agbc = 0, then we can define1:

Rabcd ≡ gdeRabc
e,

Ricci Tensor: Rac ≡ gbdRabcd,

Scalar Curvature: R ≡ gacRac.

(1.32)

The Riemann tensor field reflects the non-commutativity of a derivative operator and
describes the intrinsic properties of (M,∇a). Once a derivative operator is chosen, its
corresponding Riemann tensor can be defined. Additionally, we can discuss the Riemann
tensor of a generalized Riemannian space (M,gab), often referred to as the Riemann tensor
of gab. This is also known as the Riemann tensor field associated with the derivative
operator ∇a corresponding to gab. A metric with a vanishing Riemann tensor field is called
a flat metric.

The Riemann curvature tensor possesses the following properties:

1. R d
abc =−R d

bac ,

2. R d
[abc] = 0,

3. ∇[aR e
bc]d = 0,

4. Rabcd =−Rabdc,

5. Rabcd = Rcdab.

The second property, R⌈abc⌉d = 0, is known as the Cyclic Identity. This can be easily
proven as follows:

∇a (∇bωc) = ∂a (∇bωc)−Γ
d

ab∇dωc −Γ
d

ac∇bωd

= ∂a (∂bωc −Γ
e
bcωe)−Γ

d
ab∇dωc −Γ

d
ac∇bωd

= (∂a∂bωc −Γ
e
bc∂aωe −ωe∂aΓ

e
bc)−Γ

d
ab∇dωc −Γ

d
ac∇bωd.

(1.33)

Therefore, we have

∇[a∇bωc] = ∂[a∂bωc]−Γ
e
[bc∂a]ωe −ωe∂[aΓ

e
bc]−Γ

d
[ab∇|d|ωc]−Γ

d
[ac∇b]ωd. (1.34)

1The definition of the Ricci tensor is not unique; in this thesis, we adhere to the approach outlined
in [231].
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Noting that ∂a∂bωc = ∂b∂aωc and Γe
bc = Γe

cb, each term on the right-hand side of the
above equation vanishes. Now, considering

R[abc]
d
ωd = ∇[a∇bωc]−∇[b∇aωc] = 2∇[a∇bωc], (1.35)

we finally obtain R[abc]
d = 0.

The third property, ∇[aRbc]d
e = 0, is known as the Bianchi Identity, which was

published by L. Bianchi in 1902.
To prove this identity, we need to show that ωe∇[aRbc]d

e = 0 ∀ωe ∈ F (0,1). Since

ωe∇aRbcd
e = ∇a (Rbcd

e
ωe)−Rbcd

e
∇aωe

= ∇a (∇b∇cωd −∇c∇bωd)−Rbcd
e
∇aωe,

(1.36)

we have
ωe∇[aRbc]d

e = ∇[a∇b∇c]ωd −∇[a∇c∇b]ωd −R[bc|d|
e
∇a]ωe

= ∇[a∇b∇c]ωd −∇[b∇a∇c]ωd −R[bc|d|
e
∇a]ωe.

(1.37)

To derive the sum of the first two terms on the right-hand side, we first write out the
expression without the square bracket

∇a∇b∇cωd −∇b∇a∇cωd = (∇a∇b −∇b∇a)∇cωd = Rabc
e
∇eωd +Rabd

e
∇cωe. (1.38)

Antisymmetrizing the lower indices a, b, and c, and using the Cyclic Identity, we obtain

∇[a∇b∇c]ωd −∇[b∇a∇c]ωd = R[ab|d|
e
∇c]ωe = R[bc|d|

e
∇a]ωe, (1.39)

which implies that the right-hand side of Equation (1.37) vanishes. Therefore, ωe∇[aRbc]d
e =

0.
The trace free part of the Riemann curvature tensor is referred to as the Weyl Tensor,

which can be defined for manifolds of dimension n ≥ 3 by the equation

Cabcd := Rabcd −
2

n−2
(
ga[cRd]b −gb[cRd]a

)
+

2
(n−1)(n−2)

Rga[cgd]b. (1.40)

Lie Derivative

Until now, our discussion has been confined to a single manifold. We will now extend
our consideration to multiple manifolds. Let M and N be two distinct manifolds, and let
φ : M → N be a smooth map. We denote the sets of smooth functions on M and N as FM

and FN , respectively. The tensors FM(k, l) and FN(k, l) correspond to type (k, l) tensors
on these manifolds.
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Definition: The Pullback Map φ∗ : FN → FM is defined as

(φ∗ f )|p := f |
φ(p) , ∀ f ∈ FN , p ∈ M, (1.41)

i.e., φ∗ f = f ◦φ .

One can show that:

1. φ∗ : FN → FM is a linear map, i.e.,

φ∗(α f +βg) = αφ∗( f )+βφ∗(g), ∀ f ,g ∈ FN , α,β ∈ R.

2. φ∗( f g) = φ∗( f )φ∗(g), ∀ f ,g ∈ FN .

Definition: For any point in M one can define the Pushforward Map φ∗ : Vp →Vφ(p) as
follows: ∀va ∈Vp, define its image φ∗va ∈Vφ(p) as

(φ∗v)( f ) := v(φ∗ f ) , ∀ f ∈ FN . (1.42)

The map φ∗ : Vp → Vφ(p) is linear, i.e., φ∗(αua + βva) = αφ∗ua + βφ∗va, ∀ua,va ∈
Vp, α,β ∈ R.

For higher-rank tensors, we have φ∗ : FN(0, l) → FM(0, l) in the following way:
∀T ∈ FN(0, l) define φ∗T ∈ FM(0, l) as

(φ∗T )a1···al

∣∣∣
p
(v1)

a1 · · ·(vl)
al := Ta1···al |φ(p) (φ∗v1)

a1 · · ·(φ∗vl)
al ,

∀p ∈ M, v1, . . . ,vl ∈Vp.
(1.43)

∀p ∈ M the pushforward map can be extended to φ∗ : TVp(k,0) → TVφ(p)(k,0) in the
following manner [namely, φ∗ is a map that turns a tensor of type (k,0) at p into a tensor
of the same type at φ(p) ]: ∀T ∈ TVp(k,0) its image φ∗T ∈ TVφ(p)(k,0) is defined by the
following equation:

(φ∗T )a1···ak
(
ω

1)
a1
· · ·
(

ω
k
)

ak
:= T a1···ak

(
φ
∗
ω

1)
a1
· · ·
(

φ
∗
ω

k
)

ak
,

∀ω1, . . . ,ωk ∈V ∗
φ(p),

(1.44)

where (φ∗ω)a is defined as (φ∗ω)a va := ωa (φ∗v)a ∀va ∈Vp.
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Note: In the definition of the pullback, the map operates between two fields, whereas
in the definition of the pushforward, the map operates between two vector spaces. This
implies that if φ is merely a smooth map, it cannot push forward fields. However, by
adopting a more relaxed approach and assuming φ to be a diffeomorphism, the process
becomes simpler.

In this case, we obtain φ∗ : FM(k,0)→ FN(k,0).

With the concepts of pullback and pushforward maps introduced, we can now define
the Lie derivative:

Definition:

LvT a1···ak
b1···bl

:= lim
t→0

1
t

(
φ
∗
t T a1···ak

b1···bl
−T a1···ak

b1···bl

)
(1.45)

is called the Lie Derivative of a tensor field T a1···ak
b1···bl

along a vector field va.

Here are several highly useful theorems that we may use later.

Theorem:
Lv f = v( f ), ∀ f ∈ F . (1.46)

Theorem:
Lvua = [v,u]a, ∀ua,va ∈ F (1,0), (1.47)

i.e.
Lvua = vb

∇bua −ub
∇bva, (1.48)

where ∇a is an arbitrary torsion-free derivative operator.

Theorem:

Lvωa = vb
∇bωa +ωb∇avb, ∀va ∈ F (1,0),ωa ∈ F (0,1), (1.49)

where ∇a is an arbitrary torsion-free derivative operator.

Next, we introduce a crucial concept: a vector field ξ a on (M,gab) is called a Killing
Vector Field if
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Lξ gab = 0. (1.50)

Hypersurfaces

"I could be bounded in a nutshell and count myself a king of
infinite space."

— William Shakespeare, "Hamlet".

In numerical relativity, hypersurfaces and the spatial physical quantities defined on
them are frequently employed. As such, it is essential to introduce hypersurfaces within
this context.

First, we will introduce the concept of embedding.

Definition: Suppose M and S are manifolds, dimS ⩽ dimM ≡ n. A map φ : S → M
is called an Embedding if φ is one-to-one and C∞, and ∀p ∈ S, the pushforward map
φ∗ : Vp →Vφ(p) is non-degenerate [ Vφ(p) is the tangent space at the point φ(p) in M ], i.e.,
φ∗va = 0 ⇒ va = 0.

Now, with the help of embedding, we introduce hypersurfaces.

Definition: An embedding φ : S → M is called an embedded submanifold of M, or a
Submanifold of M for short. The image φ [S] is also often called an embedded submanifold.
If dimS = n−1, then φ [S]⊂ M is called a Hypersurface of M.

When discussing a hypersurface, it is intuitive to consider its normal vectors. Assume
φ [S] represents a hypersurface, and q ∈ φ [S], then a normal vector na at point q is defined
as a vector orthogonal to all vectors tangent to φ [S]. Yet, the notion of orthogonality holds
meaning only once a metric is assigned. In the absence of a metric on M, defining a normal
vector na is not feasible, but it is possible to define a "normal covector" na. A covector
is alternatively referred to as a dual vector. Given that a dual vector yields a real number
upon acting on a vector (without the need for a metric), a normal covector can be defined
as follows:
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Definition: Suppose φ [S] is a hypersurface, q ∈ φ [S]. A nonzero dual vector na ∈V ∗
q

is called a Normal Covector of φ [S] at q if nawa = 0,∀wa ∈Wq.

Suppose na is a normal covector of φ [S] at the point q. If a metric gab exists on M,
then the vector na ≡ gabnb ∈ Vq is orthogonal to all tangent vectors at q on φ [S] (since
gabnawb = nbwb = 0 for all wb ∈Wq). Therefore, na is referred to as the normal vector of
the hypersurface φ [S] at q.

Using na, we can classify hypersurfaces into three types.

Definition: A hypersurface is said to be spacelike if its normal vectors are everywhere
timelike ( nana < 0 ); a hypersurface is said to be timelike if its normal vectors are
everywhere spacelike ( nana > 0 ); a hypersurface is said to be null or lightlike if its
normal vectors are everywhere null (nana = 0).

Furthermore, we will discuss the induced metric.

Definition: Suppose φ [S] is an embedding submanifold (not necessarily a hypersurface)
in M. Let Wq be the tangent space at an arbitrary point q ∈ φ [S] that is tangent to φ [S]. A
tensor γab on Wq is called the Induced Metric derived from the metric gab on Vq if

γabwa
1wb

2 = gabwa
1wb

2, ∀wa
1,w

b
2 ∈Wq. (1.51)

The induced metric, denoted as γab, essentially arises from restricting the target action
of gab on Vq to Wq. Being defined pointwise on φ [S], it consequently generates an induced
metric field on φ [S]. When φ [S] represents a timelike or spacelike hypersurface, the
induced metric can be succinctly expressed using the normalized normal vector, denoted
by (nana =±1), as follows:

γab ≡ gab ∓nanb, (1.52)

where the sign "−" is chosen for nana =+1, and the sign "+" is chosen for nana =−1.
It is important to note that there is no induced metric on the null hypersurface, as it is
degenerate.

Additionally, we would like to mention the projection map:

γ
a
b ≡ gac

γcb = δ
a
b ∓nanb, (1.53)

where sometimes the notation ha
b is used instead of γa

b.
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Spatial Derivative

Next, we introduce a derivative operator that plays a crucial role in numerical relativity.
Let Σ be a spacelike hypersurface in (M,gab), where γab is the induced metric of gab on

Σ. [Σ can either be any Σt from the family of spacelike hypersurfaces {Σt}, or an isolated
spacelike hypersurface unrelated to the 3+ 1 decomposition.] Then, (Σ,γab) forms a
3-dimensional Riemannian space, and there exists a unique derivative operator compatible
with γab, denoted as Dc, such that Dcγab = 0. This operator Dc can be obtained through
the compatible derivative operator ∇a of gab.

Definition: The Spatial Derivative of a spatial tensor field T a1···ak
b1···bl

is defined as:

DcT a1···ak
b1···bl

:= γ
a1

d1
· · ·γak

dk
h e1

b1
· · ·γ el

bl
γc

f
∇ f T d1···dk

e1···el
. (1.54)

Extrinsic Curvature

Here, we introduce the extrinsic curvature, which is defined by how the normal vector
changes as it is parallel transported from one point on the hypersurface to another.

Definition: The definition of Extrinsic Curvature is related to the induced metric and
normal covector mentioned earlier:

Kab := γ
c
aγ

d
b∇cnd, (1.55)

where γa
b is the induced metric, and nd is the normal covector.

Humans can perceive objects externally; we perceive a plane as flat and a spherical
surface as curved. In reality, we are considering objects in a higher-dimensional space. An
ant living in a 1-dimensional world cannot distinguish a circle, as it only knows front and
back. We perceive something as flat or curved because we live in a 3-dimensional world.
The question arises: for a given n-dimensional manifold, can we discuss curvature? The
answer is YES, and that’s where Extrinsic curvature comes into play. However, we need to
first embed this n-dimensional manifold into an (n+1)-dimensional manifold [144].

In contrast, the Riemann curvature tensor does not require an additional dimensional
manifold for embedding. It represents intrinsic curvature, shedding light on certain
properties of the manifold:

1. The non-commutativity, i.e., (∇a∇b −∇b∇a)ωc = R d
abc ωd ,
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2. The path dependence of parallel transport,

3. Existence of geodesics that are initially parallel but do not remain parallel later on.
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1.2 The Einstein Field Equations

Prelude

Two significant factors prompted Einstein to establish General Relativity: Universality
and Mach’s Principle.

The Universality of Newtonian gravity includes two aspects:

1. Every object within a gravitational field is affected by gravity.

2. Within a gravitational field, any two objects, regardless of their mass and composition,
will have identical positions and velocities at every subsequent moment, provided
their initial states are the same and they are not subjected to any other forces besides
gravity.

As for Mach’s Principle, we believe it indeed influenced Einstein at the outset, but
it seems that once general relativity matured, few people continued to emphasize this
principle. Therefore, we humbly choose not to discuss it here.

When establishing general relativity, Einstein proposed the following Principle of
General Covariance, asserting that the mathematical expressions of physical laws remain
invariant under any coordinate transformations. A more precise articulation comes from R.
Wald: The metric, and quantities derivable from it are the only spacetime quantities that
can appear in the equations of physics [231].

Equivalence principle

In a society flourishing with health, it is not merely a singular
echo that should resound.

We will start with the well-known example of Einstein’s elevator. Suppose an elevator
near the ground is in free fall due to a broken cable, the stationary observer inside it (a
freely falling observer with no self-rotation) will experience a sense of weightlessness, a
result already known in Newtonian mechanics. If he releases an apple from his hand, he
will find that it does not fall as usual, but remains in a state of equilibrium. The reason is
straightforward: the elevator observer G experiences a gravitational acceleration g⃗ relative
to the inertial frame (Earth), classifying him as a non-inertial observer from the perspective
of Newtonian mechanics, whereas the opposite is true in general relativity. Therefore,
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he perceives two forces acting on the apple; one is the gravitational force mGg⃗ (mG is
the gravitational mass of the apple), and the other is the inertial force −m1⃗g (−m1 is the
inertial mass of the apple). Since mG = mI, the net force is zero, hence the apple is in
equilibrium or said to be in a state of weightlessness. If he were an astronaut, he would
find this apple behaving similarly to an apple inside an inertial spaceship far away from
any planet (where spacetime is approximately flat). Extending this further, due to mG = mI,
according to Newtonian mechanics, all (non-gravitational) mechanical experiments within
Einstein’s elevator would yield the same results as corresponding experiments inside an
inertial spaceship far from any planet. This is precisely why mG = mI is referred to as the
equivalence principle.

In the process of conceptualizing general relativity, Einstein hypothetically extended
this principle from mechanical experiments to all physical experiments, implying that
all (non-gravitational) physical experiments within a freely falling elevator would yield
identical results as corresponding experiments inside an inertial spaceship far from any
planet (in flat spacetime). Successors referred to the principle associated with mG = mI

as the Weak Equivalence Principle (WEP), and the extended principle postulated by
Einstein as the Einstein Equivalence Principle (EEP). Additionally, there is the Strong
Equivalence Principle (SEP), which we will not discuss here.

It is worth noting that different scholars have varying interpretations regarding the
meaning, status, and role of the equivalence principle. Some consider it to be of great
significance [144].

For example, Misner et al. [158] p.386 said that "The principle of equivalence has
great power. With it one can generalize all the special relativistic laws of physics to curved
spacetime." They also said (p.207) "The vehicle that carries one from classical mechanics
to quantum mechanics is the correspondence principle. Similarly, the vehicle between flat
spacetime and curved spacetime is the equivalence principle."

On the other hand, J.L.Synge showed disdain for the equivalence principle. He wrote
in the preface of Synge [221] that: "I have never been able to understand this principle.
...... Does it mean that the effects of a gravitational field are indistinguishable from the
effects of an observer’s acceleration? If so, it is false. In Einstein’s theory, either there is a
gravitational field or there is none, according as the Riemann tensor does not or does vanish.
This is an absolute property; it has nothing to do wiany observer’s world line. Spacetime is
either flat or curved, and in several places in this book I have been at considerable pains
to separate truly gravitational effects due to curvature of spacetime from those due to
curvature of the observer’s world line (in most ordinary cases the latter predominate). The
principle of equivalence performed the essential office of midwife at the birth of general
relativity, ...... I suggest that the midwife be now buried with appropriate honors and the
facts of absolute spacetime be faced."
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Tidal Forces and Geodesic Deviation Equation

Using Newtonian gravitational theory, we will consider the case of an Einstein elevator
near the Earth, without loss of generality. Suppose there are small balls placed everywhere
inside the elevator (see Figure (1.2)). Let r⃗(t) and r⃗(t)+ w⃗(t) represent the position vectors
of two closely packed balls 1 and 2 relative to the origin o of the Cartesian coordinate
system, respectively. Therefore, w⃗(t) is the position of ball 2 relative to ball 1, hence
d2w⃗/dt2 is the acceleration of ball 2 relative to ball 1 (tidal acceleration). The expression
is as follows:

d2wi

dt2 =− ∂ 2φ

∂xi∂x j

∣∣∣∣⃗
r
w j, i = 1,2,3. (1.56)

Next, we will examine tidal phenomena from the perspective of general relativity. In
general relativity, tidal effects arise due to the curvature of spacetime and are an inevitable
manifestation of the intrinsic curvature within spacetime. We will continue to use Figure
(1.2) as an example. Each small ball can be regarded as a freely falling observer, and
their world lines are timelike geodesics with proper time τ as the affine parameter. These
geodesics form a geodesic congruence in some open region of spacetime (physically
corresponding to a freely falling reference frame), with the tangent vector Za ≡ (∂/∂τ)a

being a timelike vector field on U . Let µ0(s) be a smooth transverse curve (transverse
means that the tangent vector at any point on µ0(s) does not coincide with the geodesic
passing through that point), then each geodesic γ(τ) intersecting with µ0(s) can be denoted
by s, i.e., γs(τ) where s is the value of s at the intersection point of the geodesic with µ0(s).
If we let wa ≡ (∂/∂ s)a, the following conclusions can be drawn.

Claim: The tidal acceleration measured in any reference geodesic γ0(τ) within a single-
parameter timelike geodesic congruence is related to the curvature tensor of spacetime
expressed through the following equation, commonly known as the Geodesic Deviation
Equation,

ac =−R c
abd ZawbZd. (1.57)

The geodesic deviation equation reflects the close relationship between ac and the
spacetime curvature tensor R c

abd , for flat spacetime (R c
abd = 0), ac must be zero, thus

initially parallel geodesics remain parallel. However, as long as R c
abd ̸= 0, there exists

such a single-parameter geodesic family whose geodesic deviation is non-zero, which can
be interpreted as initially parallel geodesics becoming non-parallel later on. Therefore, a
non-zero curvature tensor’s equivalent expression is the existence of geodesics that are
initially parallel but become non-parallel later on.
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Fig. 1.2 Small balls placed everywhere inside the Einstein elevator

The Christoffel symbols Γσ
µν depend on the coordinate system; choosing an inertial

coordinate system of free-falling, non-rotating observers can make the Christoffel symbols
zero along the observer’s worldline, thereby explaining the weightlessness felt by the
observer in the Einstein elevator. However, the tidal acceleration ac is directly associated
with the Riemann tensor Rabc

d , and as a tensor (note that we are using abstract index
notation here), the latter cannot be made zero by choosing a coordinate system. Therefore,
tidal acceleration cannot be eliminated by coordinate transformation. Although the observer
in the Einstein elevator does not feel gravity, he still feels the tidal forces.

The Einstein Field Equations

Since material distribution gives rise to gravity, and gravity manifests as spacetime curva-
ture, a natural conjecture is that the curvature of spacetime should be influenced by the
distribution of matter. The distribution of matter is described by the energy-momentum
tensor Tab, thus there should be an equation that relates spacetime curvature to Tab. Con-
sidering that Newtonian gravity should be the weak-field, low-speed approximation of
general relativity, the comparison between the geodesic deviation equation (1.57) and
the expression for tidal forces in Newtonian gravity (1.56) provides important clues for
seeking (or conjecturing) this equation. Let

{
xi} be the Cartesian coordinate system of a

3-dimensional Euclidean space, then Equation (1.56) can be written as:

ac = ai
(

∂

∂xi

)c

=

(
∂

∂xi

)c d2wi

dt2 =−
(

∂

∂xi

)c

w j ∂

∂x j

(
∂φ

∂xi

)
=−

(
∂

∂xi

)c

wb
∂b

(
∂φ

∂xi

)
=−wb

∂b

[(
∂

∂xi

)c(
∂φ

∂xi

)]
=−wb

∂b∂
c
φ .

(1.58)

The tidal acceleration obtained above according to Newton’s theory of gravity should be
an approximation of ac derived from general relativity. Hence, the comparison between
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the above expression and Equation (1.57) suggests the following correspondence:

Rabd
cZaZd ↔ ∂b∂

c
φ . (1.59)

Contracting the upper index c with the lower index b yields

R b
abd ZaZd ↔ ∂b∂

b
φ = ∇

2
φ = 4πρ = 4πTadZaZd, (1.60)

where ∇2φ = 4πρ is the Poisson equation in Newtonian gravity. This correspondence
leads us to hope that the following equation holds:

RadZaZd = 4πTadZaZd , (1.61)

The simplest assumption that satisfies the above equation is

Rab = 4πTab. (1.62)

In fact, this was the assumption initially made and publicly proposed by Einstein.
However, we know that ∇aTab = 0, hence this would lead to:

∇
aRab = 0. (1.63)

This would lead to a physically unacceptable inference. By the Bianchi identity
∇[aRbc]d

e = 0, contracting yields ∇[aRbc]d
a = 0, therefore

0 = ∇aRbcd
a +∇cRabd

a +∇bRcad
a = ∇aRbcd

a −∇cRbd +∇bRcd, (1.64)

by raising the index d using the metric and contracting with index b we get

0 = ∇aRa
c −∇cR+∇bRb

c = 2∇
aRca −∇cR, (1.65)

thus, the Equation (1.63) requires
∇cR = 0. (1.66)

This is an additional condition imposed on Rab by the Equation (1.63). To illustrate the
unacceptability of this condition, let T ≡ gabTab, by raising the index b of Equation (1.62)
using the metric and contracting with index a we get R = 4πT . Hence, Equation (1.66)
leads to ∇cT = 0, meaning T is constant throughout the material field. And this contradicts
what we know.

The issue arises from ∇aTab = 0 while ∇aRab should not be zero. If we could find a
symmetric tensor Gab of type (0,2), that both automatically satisfies ∇aGab = 0, and still

51



1.2 The Einstein Field Equations

leads to Equation (1.61) when written in an equation similar to Equation (1.62) replacing
Rab, the problem could be overcome. Einstein indeed found such a tensor, namely

Gab ≡ Rab −
1
2

Rgab, ∇
aGab = 0. (1.67)

He replaced Equation (1.62) with Gab = 8πTab, that is to assume

Rab −
1
2

Rgab = 8πTab. (1.68)

Einstein presented Equation (1.68) as the equation describing the relationship between
spacetime curvature and the matter field, and published it in November 1915. It was later
referred to as the Einstein Field Equations, and is a fundamental assumption of general
relativity.
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1.3 Gravitational Waves

The existence of wave solutions to the Einstein field equations, propagating at the speed
of light, has been known since shortly after the inception of general relativity. However,
the reality of gravitational waves remained a subject of skepticism for quite some time. In
1922, A. S. Eddington raised the question of whether gravitational wave solutions might
merely represent fluctuations in spacetime coordinates, thus having no observable effects.
The situation began to change in the 1950s. H. Bondi and others demonstrated, using
methods independent of coordinate systems, that gravitational waves indeed carry energy
and momentum, and the mass of a system must decrease as it emits gravitational waves.
This breakthrough led to the gradual acceptance of the physical reality and observability of
gravitational radiation [144].

Especially, on September 14, 2015, the LIGO gravitational wave detectors located in
Hanford and Louisiana captured the gravitational waves from a black hole merger event
occurring 410 Mpc away, an event now known as GW150914. This merger involved
two black holes, initially 29 and 36 times the mass of the sun, spiraling into each other
and eventually merging into a single black hole with a mass of 62 times that of the sun.
Additionally, it can be inferred that the resultant black hole is rotating. This type of
rotating black hole was initially deduced theoretically by mathematician Roy Kerr in 1963
and is known as a Kerr black hole. This event provided valuable scientific data to the
scientific community, unveiling the mysterious veil of gravitational waves in the universe.
Furthermore, Rainer Weiss, Barry C. Barish, and Kip S. Thorne were awarded the Nobel
Prize in 2017 for their contributions to the detection of gravitational waves.

In this section, we will provide a brief introduction to the fundamental theory of
gravitational waves, primarily referencing [215, 149, 19]. Furthermore, to ensure clarity
and directness, we will use concrete indices throughout this section.

Gravitational Waves in the Linear Approximation

The nonlinearity of the Einstein field equations introduces significant difficulties in solving
them and in the entirety of general relativity. In most cases, the gravitational field is weak,
allowing us to use approximations to convert the field equations into linear equations,
thereby greatly simplifying the problem. In this situation, the metric is just a small deviation
from the Minkowski metric, i.e.,

gαβ = ηαβ +hαβ , (1.69)

where hαβ = O(ε)≪ 1 represents the perturbations.
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The inverse physical metric gαβ is given by an as yet unknown perturbation of the
inverse background metric ηαβ ,

gαβ = η
αβ + kαβ , where kαβ = O(ε), (1.70)

and is defined by the condition gαµgµβ = δ α
β . At linear order this gives us

gαµgµβ = (ηαµ + kαµ)
(
ηµβ +hµβ

)
= η

αµ
ηµβ +η

αµhµβ + kαµ
ηµβ +O

(
ε

2)= δ
α

β .

(1.71)
Applying ηγβ to the above equation, we obtain

kαγ =−η
γβ

η
αµhµβ =: −hαγ . (1.72)

Here, we introduced the convention of raising and lowering indices using the background
metric. In this context, we treat the tensor field hµν as a tensor field on the Minkowski
background.

By neglecting all O
(
ε2) and other higher-order terms, we can obtain the following

derived quantities of the physical metric,

Γ
µ

νρ =
1
2

η
µσ
(
∂ρhσν +∂νhρσ −∂σ hνρ

)
,

Rµνρσ =
1
2
(
∂ρ∂νhµσ +∂σ ∂µhνρ −∂ρ∂µhνσ −∂σ ∂νhµρ

)
,

Rµν = ∂
ρ

∂(µhν)ρ −
1
2

∂
ρ

∂ρhµν −
1
2

∂µ∂νh,

Gµν = ∂
ρ

∂(µhν)ρ −
1
2

∂
ρ

∂ρhµν −∂µ∂νh− 1
2

ηµν

(
∂

ρ
∂

σ hρσ −∂
ρ

∂ρh
)
,

(1.73)

where h := hµ
µ .

Note that in the expression for the Ricci tensor, there are mixed derivative terms in
addition to the d’Alembert operator. Next, we eliminate all these mixed derivative terms,
leaving only the d’Alembert operator. This simplification allows us to obtain hyperbolic
partial differential equations directly, which are much easier to solve.

Definition: The trace-reversed metric perturbation is defined as:

h̄µν := hµν −
1
2

hηµν . (1.74)

According to h̄ = h̄µ
µ =−h, we obtain hµν = h̄µν − 1

2 h̄ηµν .
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Using the above equations, the Einstein tensor (1.73) can be simplified to the following
form:

Gµν =∂
ρ

∂µ(h̄νρ −
1
2

h̄ηνρ)+∂
ρ

∂ν(h̄µρ −
1
2

h̄ηµρ)−
1
2

∂
ρ

∂ρ(h̄µν −
1
2

h̄ηµν)

+∂µ∂ν h̄−
[

1
2

ηµν∂
ρ

∂
α h̄ρα − 1

4
ηµν∂α∂

α h̄+
1
2

ηµν∂
ρ

∂ρ h̄
]

=∂
ρ

∂µ h̄νρ −
1
2

∂ν∂µ h̄+∂
ρ

∂ν h̄µρ −
1
2

∂µ∂ν h̄− 1
2

∂
ρ

∂ρ h̄µν +
1
4

ηµν∂
ρ

∂ρ h̄

+∂µ∂ν h̄− 1
2

ηµν∂
ρ

∂
α h̄ρα +

1
4

ηµν∂α∂
α h̄− 1

2
ηµν∂

ρ
∂ρ h̄

=− 1
2

∂
ρ

∂ρ h̄µν +∂
ρ

∂(µ h̄ν)ρ −
1
2

ηµν∂
ρ

∂
σ h̄ρσ .

(1.75)

We can achieve further simplification by changing to a more suitable set of coordinates.
In this process, however, we aim to preserve the background metric and thus consider
coordinate transformations at the perturbative level.

By introducing ξ µ = O(ε), we perform the following coordinate transformation:

x̃α = xα −ξ
α , xα = x̃α +ξ

α . (1.76)

The metric in the new coordinate system becomes

g̃αβ =
∂xµ

∂ x̃α

∂xν

∂ x̃β
gµν

= gαβ +∂αξ
µ

δ
ν

β gµν +∂β ξ
ν
δ

µ
αgµν +O

(
ε

2)
= ηαβ +hαβ +∂αξβ +∂β ξα +O

(
ε

2) ,
(1.77)

so that the perturbation transforms according to

h̃αβ = hαβ +∂αξβ +∂β ξα ,

h̃ = h+2η
µν

∂µξν ,

h̃αβ := h̃αβ − 1
2

h̃ηαβ = h̄αβ +∂αξβ +∂β ξα −∂
µ

ξµηαβ .

(1.78)
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From this, we can derive

∂
ν h̃µν = ∂

ν
[
h̄µν +∂µξν +∂νξµ −∂

ρ
ξρηµν

]
= ∂

ν h̄µν +∂
ν
∂νξµ . (1.79)

By choosing
∂

ρ
∂ρξµ =−∂

ρ h̄µρ , (1.80)

the Lorenz gauge condition can then be satisfied. This simplifies the linearized Einstein
equations to

Gµν =□h̄µν = ∂
ρ

∂ρ h̄µν =−16πTµν . (1.81)

Gravitational waves are ripples in spacetime created by strong-field sources and then
spread outwards. Far from the source, their amplitude decreases enough that we can treat
them as perturbations of the Minkowski metric. Additionally, we assume the area where
the gravitational waves travel is a vacuum. Therefore, in Lorenz gauge, gravitational waves
follow Equation (1.81) with Tµν = 0, which is the wave equation for flat-space

□h̄µν =
(
−∂

2
t + ∇⃗

2
)

h̄µν = 0. (1.82)

Plane-wave solutions to this equation are readily obtained as follows

h̄µν = Hµνeikρ xρ

, (1.83)

where kρ denotes the 4-wave vector and Hµν is a constant. Substituting this solution into
Equation (1.82), we obtain kαkα = 0, which means that gravitational waves propagate at
the speed of light. Furthermore, from the Lorenz gauge condition ∂ ν h̄µν = 0, we obtain

kµHµν = 0, (1.84)

which means that these waves propagate transverse to the direction of propagation. For
example, for a gravitational wave propagating along the z-axis, kµ = ω(−1,0,0,1), it
follows that Hµ0 +Hµ3 = 0.

Substituting solution (1.83) into Equation (1.80) and considering the condition given
by Equation (1.84), we find that

∂
ρ

∂ρξµ = 0. (1.85)

This is another wave equation, and thus we can immediately write its solution as

ξµ = Xµeikρ xρ

. (1.86)

56



1.3 Gravitational Waves

This implies that the Lorenz gauge does not uniquely determine h̄µν . One can show
that there exists a choice for Xµ such that

H0µ = 0, Hµ
µ = 0. (1.87)

This specific gauge is commonly referred to as the Transverse-Traceless Gauge.
Next, we will see two benefits of this gauge. First, in this gauge, h = 0, which

means the trace-reversed perturbation is equal to the original metric perturbation, i.e.,
h̄µν = hµν . Another benefit is that for a plane wave propagating along the z-axis, we have
H0µ = H3µ = Hµ

µ = 0. This means we can write Hµν in the following form

Hµν =


0 0 0 0
0 H+ H× 0
0 H× −H+ 0
0 0 0 0

 (1.88)

where H+ and H× are the two polarization modes.
To clearly understand the physical meaning of these two polarization modes, we can

consider a simple example. Suppose a particle is initially at rest in a background inertial
frame, i.e., with 4-velocity uα = (1,0,0,0). The geodesic equation at the initial time is
given by

d
dτ

uα +Γ
α

µνuµuν = u̇α +Γ
α

00 = 0. (1.89)

Here, Γα
00 = 1

2ηαµ
(
∂0hµ0 +∂0h0µ −∂µh00

)
= 0 since H0µ = 0. This means uα =

(1,0,0,0) at all times is the unique solution of the geodesic equation, and the particle
remains at a fixed coordinate position xµ as the gravitational wave passes through.

Physical experiments, however, measure the proper distance, which is obtained from

ds2 =−dt2 +(1+h+)dx2 +(1−h+)dy2 +2h×dx dy+dz2 (1.90)

where h+,× = H+,×eikρ xρ

.

For the case where H× = 0 and H+ ̸= 0, h+ oscillates, as shown in Figure 1.3a.

2 particles at (−δ ,0,0),(δ ,0,0) have ds2 = (1+h+)4δ 2.

2 particles at (0,−δ ,0),(0,δ ,0) have ds2 = (1−h+)4δ 2.

For the case where H+ = 0 and H× ̸= 0, h× oscillates, as shown in Figure 1.3b.
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1.3 Gravitational Waves

(a) The evolution of the + mode gravitational wave. Time moves from left to right in the figure,
and the circle’s deformation oscillates like a + sign [149].

(b) The evolution of the × mode gravitational wave. Time moves from left to right in the figure,
and the circle’s deformation oscillates like a × sign [149].

Fig. 1.3 The figures illustrate the motion of the test particles as the gravitational wave
generates the oscillating perturbations H+ and H×.

2 particles at (−δ ,−δ ,0)/
√

2,(δ ,δ ,0)/
√

2 have ds2 = (1+h×)4δ 2.

2 particles at (δ ,−δ ,0)/
√

2,(−δ ,δ ,0)/
√

2 have ds2 = (1−h×)4δ 2.

The Newman–Penrose Formalism

Besides the coordinate basis method and the orthonormal tetrad method, another frequently
used method in relativity for computing curvature is the Null Tetrad Method proposed by
Newman and Penrose [165]. This method can be viewed as a variant of the tetrad method,
but instead of using an orthonormal tetrad, it employs a complex null tetrad. Suppose p is
a point in a 4-dimensional spacetime, and

{
eµ

(0),e
µ

(1),e
µ

(2),e
µ

(3)

}
is an orthonormal tetrad at

p. Define four special vectors at p as follows:

lµ =
1√
2

(
eµ

(0)+ eµ

(1)

)
,

kµ =
1√
2

(
eµ

(0)− eµ

(1)

)
,

mµ =
1√
2

(
eµ

(2)+ ieµ

(3)

)
,

m̄µ =
1√
2

(
eµ

(2)− ieµ

(3)

)
.

(1.91)
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These four null vectors satisfy the following relations:

lµ lµ = kµkµ = mµmµ = m̄µm̄µ = 0,

lµmµ = lµm̄µ = kµmµ = kµm̄µ = 0,

lµkµ =−mµm̄µ =−1.

(1.92)

In practice, we usually choose the vector eµ

(0) as the unit normal to the spatial hypersurfaces,
i.e., eµ

(0) = nµ , and eµ

(1) as the unit radial vector in spherical coordinates, i.e., eµ

(1) = eµ
r .

The vectors
(

eµ

(2),e
µ

(3)

)
are chosen as unit vectors in the angular directions 2.

Weyl Scalars

By using the Newman–Penrose formalism, the Weyl tensor (1.40) can be conveniently
represented by five complex scalar quantities known as the Weyl scalars, defined as follows:

Ψ0 :=C(1)(3)(1)(3) =Cαβ µν lαmβ lµmν ,

Ψ1 :=C(1)(2)(1)(3) =Cαβ µν lαkβ lµmν ,

Ψ2 :=C(1)(3)(4)(2) =Cαβ µν lαmβ m̄µkν ,

Ψ3 :=C(1)(2)(4)(2) =Cαβ µν lαkβ m̄µkν ,

Ψ4 :=C(2)(4)(2)(4) =Cαβ µνkαm̄β kµm̄ν .

(1.93)

Among the five Weyl scalars mentioned above, we are particularly interested in Ψ4. This is
because, far from the source of the gravitational waves, for plane waves in the transverse-
traceless gauge traveling along the r direction, the Weyl scalars become:

Ψ1 = Ψ2 = Ψ3 = 0,

Ψ0 =−1
4
(
∂

2
t h++2∂t∂rh++∂

2
r h+

)
− i

4
(
∂

2
t h×+2∂t∂rh×+∂

2
r h×

)
,

Ψ4 =−1
4
(
∂

2
t h+−2∂t∂rh++∂

2
r h+

)
+

i
4
(
∂

2
t h×−2∂t∂rh×+∂

2
r h×

)
.

(1.94)

2Note that even in flat space, the coordinate vectors eµ

θ
and eµ

ϕ are not unit vectors, so they need to be
normalized.
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1.3 Gravitational Waves

Furthermore, for outgoing waves we have h = h(r− t), so that ∂rh = −∂th. The Weyl
scalars then reduce to

Ψ0 = Ψ1 = Ψ2 = Ψ3 = 0,

Ψ4 =−ḧ++ iḧ×.
(1.95)

It should be mentioned that in the above derivation, we have assumed the null tetrad is
obtained from the standard spherical coordinates in flat space. This is reasonable because,
in practical work, we are always extracting the gravitational waveform at a great distance
from the source.

The Multipolar Decomposition of Ψ4

Though these expressions are quite general, it is convenient to rewrite them in terms of
multipole expansions. This method is also used in practice.

Given a gravitational wave signal Ψ4 extracted on a sphere of constant extraction radius
Rex, we obtain the individual multipoles of indices l = 2,3, . . . and m =−l,−l +1, . . . , l
by projecting Ψ4 onto spherical harmonics Y−2

lm of spin-weight −2,

ψlm :=
(

Y−2
lm ,Ψ4

)
:=
∫ 2π

0

∫
π

0
Ψ4Ȳ−2

lm sinθdθdφ , (1.96)

Ψ4(t,θ ,φ) =
∞

∑
l=2

l

∑
m=−l

ψlm(t)Y−2
lm (θ ,φ). (1.97)

Ideally, we hope Rex can be taken to infinity, but in practice, we can only choose sufficiently
large finite values. Furthermore, within a given simulation domain, selecting Rex closer to
the boundary is not necessarily better, as feedback effects from the boundary may worsen
the results. Therefore, selecting an appropriate Rex is crucial in gravitational wave signal
analysis.
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1.3 Gravitational Waves

Here, we present an example for l = 2, which is of primary interest in our practical
work:

Y−2
22 (θ ,φ) =

√
5

64π
(1+ cosθ)2e2iφ ,

Y−2
21 (θ ,φ) =

√
5

16π
sinθ(1+ cosθ)eiφ ,

Y−2
20 (θ ,φ) =

√
15

32π
sin2

θ ,

Y−2
2−1(θ ,φ) =

√
5

16π
sinθ(1− cosθ)e−iφ ,

Y−2
2−2(θ ,φ) =

√
5

64π
(1− cosθ)2e−2iφ .

(1.98)

The spherical harmonics form a complete orthonormal basis, so that(
Y−2

lm ,Ȳ−2
l′m′

)
=
(

Ȳ−2
lm ,Y−2

l′m′

)
= δll′δmm′. (1.99)

Energy and Momentum of Gravitational Waves

Although the energy and momentum carried by gravitational waves cannot be precisely
localized and only have physical meaning in a finite region [19], they can be computed
from the averaged stress-energy tensor for the effective energy contained in high-frequency
gravitational waves, first calculated by Isaacson [118, 119].

In terms of the trace-reversed first-order perturbation, the Isaacson stress-energy tensor
is given by

tµν =
1

32π

〈
∂µ h̄ρσ ∂ν h̄ρσ − 1

2
∂µ h̄∂ν h̄−2∂σ h̄ρσ

∂(µ h̄ν)ρ

〉
, (1.100)

where ⟨· · ·⟩ denotes the average over volumes.
It is also not difficult to show that tµν is, in fact, gauge invariant. In the transverse-

traceless gauge, tµν reduces to

tTT
µν =

1
32π

〈
∂µhi j∂νhi j〉 , (1.101)

where "TT" stands for transverse-traceless gauge.
Consider the flux of energy along the direction i, which is generally given by t0i. The

energy flux along the radial direction for gravitational waves will then be given in locally
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1.3 Gravitational Waves

Cartesian coordinates by

dE
dtdA

= t0r =
1

16π
Re
〈
∂

0H∂
rH̄
〉
=− 1

16π
Re⟨∂tH∂rH̄⟩ (1.102)

where H = h+− ih×, "Re" denotes the real part, and dA is the area element orthogonal to
the radial direction.

For outgoing waves, we have

dE
dtdA

=
1

16π
⟨Ḣ ˙̄H⟩= 1

16π

〈
|Ḣ|2

〉
. (1.103)

By integrating the above equation, we obtain the total energy flux

dE
dt

= lim
r→∞

r2

16π

∮
|Ḣ|2dΩ = lim

r→∞

r2

16π

∮ ∣∣∣∣∫ t

−∞

Ψ4dt ′
∣∣∣∣2 dΩ, (1.104)

here, we have taken dA = r2dΩ, with Ω being the standard solid angle element, and the
limit of infinite radius has been introduced since the Isaacson stress-energy tensor is only
valid in the weak field approximation.

Next, consider the flux of momentum, which corresponds to the spatial components of
the stress-energy tensor ti j. The flux of momentum i along the radial direction will then be
given by

dPi

dtdA
= tir =

1
16π

Re⟨∂iH∂rH̄⟩ . (1.105)

For regions sufficiently far from the source, gravitational waves can be considered plane
waves. In this case, we can approximate ∂iH ≃ (xi/r)∂rH. Thus, for outgoing waves, the
above equation can be simplified to

dPi

dtdA
≃ 1

16π
li
〈
|Ḣ|2

〉
, (1.106)

where l⃗ = (sinθ cosϕ,sinθ sinϕ,cosθ) is the unit radial vector in flat spacetime.
Similarly, by integrating the above equation, we obtain the total momentum flux

dPi

dt
= lim

r→∞

r2

16π

∮
li|Ḣ|2dΩ = lim

r→∞

r2

16π

∮
li

∣∣∣∣∫ t

−∞

Ψ4dt ′
∣∣∣∣2 dΩ. (1.107)
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Chapter 2

Numerical Relativity

2.1 Spacetime Foliation

In learning basic physics, people often regard time and space as simple concepts, assuming
that events occurring simultaneously is a straightforward matter. But relativity shakes
up this view from the start, showing that only spacetime is the real deal, not affected by
human bias, while space and time are flexible ideas that come alive when we choose a
specific frame of reference and break down spacetime into a "3+1" mix. Minkowski was
the first to see the made-up nature of space and time, and the solid reality of spacetime,
saying back in 1908: "From now on, space by itself, and time by itself, are set to fade into
mere shadows, and only a blend of the two will hold onto a real identity." Penrose noted:
"It might be said that the big takeaway from relativity is that space and time cannot be
seen as solo acts, they have to join forces to paint a 4D picture of what’s happening: a
story told in the language of spacetime." Synge, in a paper explaining the broad strokes of
relativity [222], penned: "We engage with events... All events craft a 4D stretch, named
spacetime. This is a singular idea, not a mash-up of two distinct space and time ideas...
We’ve got to firmly say no to treating space and time as pre-cooked concepts. If you aim
to use them in a certain way, you need to clarify that way upfront." This does not reject
the use of space and time concepts but calls for a clear definition of their meaning before
proceeding.

Next, we will introduce the 3+1 decomposition from the perspective of numerical
relativity. The 3+1 decomposition is a framework where the roles of space and time are
distinctly separated. In this scheme, the entire spacetime is foliated into a series of three-
dimensional spacelike slices. Each of these foliations is characterized by varying values of
the parameter t, which serves as a general time function. Through this decomposition, a
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2.1 Spacetime Foliation

Fig. 2.1 This figure shows the definitions of the lapse function α and the shift vector β i

[223].

clear demarcation between spatial and temporal aspects is achieved, facilitating a structured
examination of spacetime dynamics [144].

Now consider a specific foliation, and take two adjacent hypersurfaces, Σt and Σt+dt .
The geometry of the spacetime region contained between these two hypersurfaces can be
determined from the following three fundamental components:

1. ds2 = γi jdxidx j The proper distances within the hypersurface,

2. dτ = α(t,xi)dt α lapse function,

3. xi
t+dt = xi

t −β i(t,xi)dt β i shift vector field,

where γi j is the induced metric introduced in Chapter 1. The functions α and β are
designated as Gauge Functions, exhibiting non-uniqueness due to their reliance on the
coordinate system. Their selection, as will be elucidated subsequently, is paramount for
attaining numerically stable solutions. By pursuing a geometric rationale with the vectors
illustrated in Figure 2.1, it can be demonstrated that the line element is expressed through
these functions as

ds2 =−α
2dt2 + γi j(β

idt +dxi)(β jdt +dx j) (2.1)

and the reciprocal of the metric is expressed as

gµν =

(
−1/α2 β i/α2

β j/α2 γ i j −β iβ j/α2

)
. (2.2)

64



2.1 Spacetime Foliation

We are now in a position to define the normal covector to the hypersurface as

nµ = (−α,0). (2.3)

Utilizing the metric, we can obtain the normal vector to the hypersurface as

nµ =
(
1/α,−β

i/α
)
. (2.4)

By virtue of the definition of the induced metric, the induced metric on each hypersurface
can be articulated as

γµν = gµν +nµnν . (2.5)

Consider the Global Time Function t (where t : M → R defines a function such that
each constant t surface, Σt , is a spacelike hypersurface) associated with the foliation. The
lapse function is defined as

α = (−∇t ·∇t)−1/2. (2.6)

Subsequently, the unit normal vector can be re-expressed in terms of α and ∇µt as

nµ =−α∇
µt, (2.7)

accompanied by

gµν
∇µt∇νt ≡ −1

α2 . (2.8)

The negative sign in Equation (2.7) is opted for such that nµ points in the direction of
increasing t as depicted in Figure 2.1. It is straightforward to demonstrate that nµ is
timelike,

nµnµ = gµνnµnν = α
2gµν∇

µt∇νt = α
2
(−1

α2

)
=−1. (2.9)

A pivotal element is the delineation of the time vector using nµ and β µ :

tµ = αnµ +β
µ , (2.10)

which is tangent to time lines. It proves beneficial to select tµ as the congruence along
which the spatial coordinate grid is propagated from one time slice to the ensuing one. In
essence, tµ links points sharing identical spatial coordinates on adjacent time slices (thus,
in general, tµ ̸= ∇µt). The shift vector gauges the extent to which the spatial coordinates
are translated within a slice relative to the normal vector. Consequently, the gauge functions
are instrumental in determining the temporal evolution of the coordinates.
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Utilizing the projection operator, the extrinsic curvature can be reformulated as

Kµν =−γ
α

µγ
β

ν∇αnβ =−(δ α
µ +nαnµ)(δ

β
ν +nβ nν)∇αnβ =−(∇µnν +nµnα

∇αnν),

(2.11)
given that

nβ nβ =−1 =⇒ nβ
∇αnβ = 0. (2.12)

According to the definition of Kµν , it is evident that it is symmetric and purely spatial,

nµKµν =−(nµ
∇µnν +nµnµnα

∇αnν) =−(nµ
∇µnν −nα

∇αnν) = 0. (2.13)

This implies that, in an adapted coordinate system, it is feasible to solely consider the
spatial components of the extrinsic curvature tensor Ki j, where i, j can assume values from
1 to 3 [19].

Utilizing the definition of the Lie derivative, the expression for Kµν can be elegantly
reformulated. Initiating from

£⃗nγµν = nα
∇αγµν + γµα∇νnα + γνα∇µnα

= nα
∇α(gµν +nµnν)+(gµα +nµnα)∇νnα +(gνα +nνnα)∇µnα

= nα
∇α(nµnν)+gµα∇νnα +gνα∇µnα

= nαnν∇αnµ +nαnµ∇αnν +∇νnµ +∇µnν =−Kµν −Kνµ

=−2Kµν ,

(2.14)

where the symmetry properties of Kµν , ∇αgµν = 0, and again nα∇µnα = 0 have been
employed. Consequently, the extrinsic curvature tensor can be expressed in a compact
form as

Kµν =−1
2

£⃗nγµν . (2.15)

Following the definition of the time vector (2.10) and properties of the Lie derivatives1,
this result can be bifurcated into two components, one associated with the time vector t⃗
and the other with the shift vector β⃗ ,

Kµν =− 1
2α

£α n⃗γµν =− 1
2α

(£⃗t −£
β⃗
)γµν

=⇒ £⃗tγµν =−2αKµν +£
β⃗

γµν .

1£⃗v = (1/k)£k⃗v
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2.2 Constraints

2.2 Constraints

First, we review the source-free Maxwell’s equations.
The Maxwell’s equations describe the evolution of source-free electromagnetic fields:

∂
µFµν = 0, ∂[µFνσ ] = 0, (2.16)

where Fµν is electromagnetic field tensor.
After selecting a standard 3+1 decomposition of Minkowski spacetime, Maxwell’s

equations can be expressed in a three-dimensional form:

˙⃗E ≡ ∂ E⃗
∂ t

= ∇⃗× B⃗, ˙⃗B ≡ ∂ B⃗
∂ t

=−∇⃗× E⃗, (2.17)

and
∇⃗ · E⃗ = 0, ∇⃗ · B⃗ = 0. (2.18)

Broadly speaking, Equation (2.17) can be referred to as the evolution equation of the
electromagnetic field. However, a closer look should also be taken at the difference between
Equation (2.17) and Equation (2.18). Equation (2.18) does not contain time derivatives, and
therefore is unrelated to evolution. It merely reflects the conditions that the spatial vector
fields E⃗(t) and B⃗(t) must satisfy at any given moment (on any spacelike hypersurface Σt

in the standard 3+1 decomposition): the divergence of both must be zero. This indicates
that only spatial vector fields with zero divergence can act as electric and magnetic fields.
This kind of restriction imposed by the theory itself on the instantaneous values of the
field quantities is called a constraint. Constraints are also known as instantaneous laws,
to distinguish them from evolution laws, which are described by evolution equations. In
general relativity, the roles analogous to those in the electromagnetic field scenario are
played by the Hamiltonian constraint and the momentum constraint.

Hamiltonian Constraint

Using the Gauss-Codazzi equation (see Appendix A for details),

γα
δ

γβ
κ

γµ
λ

γν
σ Rδκλσ = (3) Rαβ µν +KαµKβν −KανKβ µ , (2.19)
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we define (3)R as follows:

(3)R ≡ γ
αµ

γ
βν (3)Rαβ µν

= γ
αµ

γ
βν

[
γα

δ
γβ

κ
γµ

λ
γν

σ Rδκλσ −
(
KµαKβν −Kµβ Kαν

)]
= γ

δλ
γ

κσ Rδκλσ −K2 +Kαβ Kαβ

=
(
gδλ +nδ nλ

)(
gκσ +nκnσ

)
Rδκλσ −K2 +Kαβ Kαβ

= R+nκnσ Rκσ +nδ nλ Rδλ −K2 +Kαβ Kαβ

= 2nαnβ

(
Rαβ − 1

2
Rgαβ

)
−K2 +Kαβ Kαβ

= 2nαnβ ×8πTαβ −K2 +Kαβ Kαβ

= 16πρ −K2 +Kαβ Kαβ ,

(2.20)

where ρ ≡ nαnβ Tαβ .
Finally, we rearrange the terms and obtain the expression for the Hamiltonian Con-

straint:

R+K2 −Ki jKi j = 16πρ. (2.21)

Momentum Constraint

First, we introduce an important equation - the Codazzi-Mainardi equation (See Appendix
A for details),

γ
δ

αγ
κ

β γ
λ

µnνRδκλν = Dβ Kαµ −DαKβ µ . (2.22)

We apply γαµ to both sides of the Codazzi-Mainardi equation,

γ
αµ

(
γα

δ
γβ

κ
γµ

λ nνRδκλν

)
= γ

αµ
(
Dβ Kαµ −DαKβ µ

)
. (2.23)

Thus,
γ

δλ
γβ

κnνRδκλν = Dβ K −DαKβ
α . (2.24)
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Utilizing the definition of the induced metric, we obtain:(
gδλ +nδ nλ

)(
γβ

κnνRδκλν

)
= Dβ K −DαKβ

α ,

gδλ
γβ

κnνRδκλν = Dβ K −DαKβ
α ,

γα
µnνRµν = DαK −DµKα

µ .

(2.25)

On the other hand, we apply γα
µnν to the Einstein equations,

γα
µnνGµν = γα

µnν8πTµν ,

γα
µnν

(
Rµν −

1
2

Rgµν

)
= γα

µnν8πTµν ,

γα
µnνRµν = γα

µnν8πTµν .

(2.26)

Comparing Equation (2.26) with Equation (2.25), we obtain:

DαK −DµKα
µ = γα

µnν8πTµν =−8π jα (2.27)

where jα ≡−γα
µnνTµν .

Lastly, through spacetime foliation, we obtain the Momentum Constraint:

D jKi
j −DiK = 8π ji (2.28)

where ji ≡−γi
µnνTµν .

It can be shown that the time derivatives of the Hamiltonian constraint and the mo-
mentum constraint are equal to zero. This illustrates that as long as the initial values γµν

and Kµν specified on the initial value surface Σ satisfy the constraint equations, they will
satisfy the constraint equations at any moment during the evolution process [19].
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2.3 ADM Formalism

The primary objective of numerical relativity is to elucidate the nonlinear dynamics of
various spacetimes by numerically solving Einstein’s equations. To accomplish this, we
treat Einstein’s equations as an initial-value problem. This approach starts by reformulating
the equations into a form that enables the feasible evolution of geometric quantities over
time.

The most widely used method for deriving an initial-value formalism of general rela-
tivity is based on the Arnowitt–Deser–Misner (ADM) Formalism [29]. This approach
explicitly decomposes time and space, providing a clear geometric interpretation of space-
time foliation. In this formalism, spacelike hypersurfaces are sequentially chosen to fill the
spacetime, allowing the unambiguous evolution of geometric quantities on each hypersur-
face over time. Moreover, this method fully preserves the freedom of gauge choice, which
is intrinsically linked to the general covariance in general relativity.

The ADM formalism consists of the Hamiltonian constraint, the momentum constraint,
and the evolution equations for Ki j and γi j. We have derived the Hamiltonian constraint and
momentum constraint in the previous section, now, we will derive the evolution equations
for Ki j and γi j.

The Evolution Equation for Ki j

First, we will examine the evolution equation for Ki j. Applying γβν to the Gauss-Codazzi
equation, we obtain:

γ
βν

(
γα

δ
γβ

κ
γµ

λ
γν

σ Rδκλσ

)
= γ

βν

(
(3)Rαβ µν +KαµKβν −KανKβ µ

)
,

γ
κσ

γα
δ

γµ
λ Rδκλσ = (3)Rαµ +KKαµ −Kαλ Kµ

λ .

(2.29)

By relabelling µ → ν , α → µ on both sides and exchanging κ ↔ λ on the left side,we ob-
tain:

γ
λσ

γµ
δ

γν
κRδλκσ = (3)Rµν +KKµν −Kµλ Kν

λ ,(
nλ nσ +gλσ

)
γµ

δ
γν

κRδλκσ = (3)Rµν +KKµν −Kµλ Kν
λ ,

γµ
δ

γν
κ

(
nλ nσ Rδλκσ +Rδκ

)
= (3)Rµν +KKµν −Kµλ Kν

λ .

(2.30)

Now, we introduce the Ricci equation (See Appendix A for details):

γµ
δ

γν
κnλ nσ Rδλκσ = Ln⃗Kµν +Kµλ Kν

λ +
1
α

DµDνα. (2.31)
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By applying the Ricci equation to Equation (2.30), we obtain

Ln⃗Kµν +Kµλ Kν
λ +

1
α

DµDνα + γµ
δ

γν
κRδκ = (3)Rµν +KKµν −Kµλ Kν

λ , (2.32)

i.e.,

L⃗tKµν −L
β⃗

Kµν =−DµDνα +α

(
−γµ

δ
γν

κRδκ +
(3)Rµν +KKµν −2Kµλ Kν

λ

)
.

(2.33)
Utilizing Rµν = 8π

(
Tµν − 1

2T gµν

)
, we can obtain

−γµ
δ

γν
κRδκ = 4π

[
γµν(S−ρ)−2Sµν

]
(2.34)

where Sµν := γµ
αγν

β Tαβ and S := Sµ

µ (see Appendix A for details). Substituting Equation
(2.34) into Equation (2.33), we obtain

L⃗tKµν −L
β⃗

Kµν =−DµDνα+α

(
(3)Rµν +KKµν −2Kµλ Kν

λ

)
+4πα

[
γµν(S−ρ)−2Sµν

]
.

(2.35)
Lastly, taking into account our Spacetime Foliation and L⃗t = ∂t , L

β⃗
Ki j = β k∂kKi j +

Kik∂ jβ
k +Kk j∂iβ

k, we obtain the final expression:

∂tKi j =β
k
∂kKi j +Kik∂ jβ

k +Kk j∂iβ
k −DiD jα +α

(
(3)Ri j +KKi j −2KikK j

k
)

+4πα
[
γi j(S−ρ)−2Si j

]
.

(2.36)

The Evolution Equation for γi j

At the end of Section 2.1, the following expression was derived:

£⃗tγµν =−2αKµν +£
β⃗

γµν . (2.37)

In a adapted coordinate system, £⃗t = ∂t , leading to

∂tγi j =−2αKi j +£
β⃗

γi j. (2.38)

We find that
L

β⃗
γi j = β

kDkγi j + γk jDiβ
k + γikD jβ

k = Diβ j +D jβi. (2.39)

Consequently, Equation (2.38) is refined to:

∂tγi j =−2αKi j +Diβ j +D jβi. (2.40)
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Summary

Hamiltonian Constraint

R+K2 −Ki jKi j = 16πρ (2.41)

where ρ ≡ nαnβ Tαβ .

Momentum Constraint

D jKi
j −DiK = 8π ji (2.42)

where ji ≡−γi
µnνTµν .

The Evolution Equation for γi j

∂tγi j =−2αKi j +Diβ j +D jβi. (2.43)

The Evolution Equation for Ki j

∂tKi j =β
k
∂kKi j +Kik∂ jβ

k +Kk j∂iβ
k −DiD jα +α

(
(3)Ri j +KKi j −2KikK j

k
)

+4πα
[
γi j(S−ρ)−2Si j

]
.

(2.44)
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The evolution equations referenced above are commonly known in the numerical
relativity community as the ADM equations or formalism. However, these equations do
not match the form originally derived by Arnowitt, Deser, and Misner in [29]. Instead,
they represent a significant reformulation introduced by York [238]. It is important to
note that the primary contribution of ADM lies in the Hamiltonian formulation of general
relativity. This Hamiltonian approach, however, is not utilized in numerical relativity,
which instead proceeds by integrating the ADM Equations (2.41) - (2.44) [99]. These
equations, notably, predate the ADM formalism, with the recognition of the extrinsic
curvature K as a fundamental 3+1 variable having already been established by Darmois in
1927 [80].

The ADM formulation of the Einstein equations was employed for most 3+1 simula-
tions well into the 1990s, despite the pervasive instabilities encountered in these simulations.
Over time, the community began to recognize that these issues might stem from inherent
properties of the ADM equations themselves, rather than from the numerical algorithms
used for their evolution. This realization emerged gradually throughout the 1990s, driven
by a combination of empirical observation and growing suspicion. The weakly hyperbolic
nature of the ADM equations, however, was not fully understood until the early 2000s.

To overcome this difficulty, it is essential to ensure the following two points:

• The momentum constraints must be identically satisfied.

• Either the densitized lapse α̃ is assumed to be a known function of spacetime
(rather than the lapse itself), or a slicing condition from the Bona-Masso family2 is
employed.

While adopting a slicing condition of the Bona-Masso type is straightforward, ensuring
that the momentum constraints are identically satisfied is a far more complex issue [19].
Numerically, the constraints will inevitably be violated; even if they are perfectly satisfied
in the initial data, numerical evolution will introduce errors. This makes it effectively
impossible for the ADM formalism to remain viable.

2We will discuss this in Section 2.7
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2.4 BSSN Formalism

In Section 2.3, we recognized that the ADM equations lack the necessary stability prop-
erties for long-term numerical simulations, a limitation now understood to be related to
their weakly hyperbolic nature [19]. In this section, however, we will introduce a specific
reformulation that has proven particularly robust in the numerical evolution of a wide
variety of spacetimes, both with and without matter.

In 1987, Nakamura, Oohara, and Kojima introduced a revised version of the ADM
evolution equations using a conformal transformation, which showed improved stability
compared to the original ADM [163]. Although this approach developed over the years, it
remained largely unnoticed by most researchers in numerical relativity until 1998, when
Baumgarte and Shapiro systematically compared it with ADM across various spacetimes.
Their analysis revealed that the new formalism had significantly better stability in all the
scenarios they examined [36]. This discovery led to the reformulation gaining broader
recognition, and today it is utilized in some form by most major three-dimensional nu-
merical relativity codes. Although often called Conformal ADM, this name is somewhat
misleading because it does not emphasize the most critical distinction between the new
formulation and ADM. A more appropriate name might be Conformal Γ Formulation,
as the key feature of the BSSN formulation is the modification of the evolution equation
for Γ̃i using momentum constraints—a method now widely adopted in all mainstream
formalisms [19].

The most widely used version of this formalism is based on the work of Shibata and
Nakamura [203] as well as Baumgarte and Shapiro [36], and is commonly known as
the Baumgarte-Shapiro-Shibata-Nakamura (BSSN) Formalism. The contributions of
Ken-Ichi Oohara and Yasufumi Kojima should also be acknowledged, as the development
of humanity’s understanding of the universe is built upon the knowledge passed down
through generations.

Given that the BSSN formalism is currently one of the most widely used methods, and
that many subsequent approaches share significant similarities with it, we will present
the detailed derivation process here as thoroughly as possible. Any overly redundant
derivations will be included in the Appendix A.

Conformal Transformations

To introduce the BSSN formalism, we first consider a conformal rescaling of the spatial
metric in the following form:

γ̃i j := ψ
−4

γi j (2.45)
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2.4 BSSN Formalism

where ψ is conformal factor. In the BSSN formalism, the conformal factor is selected such
that the conformal metric γ̃i j possesses a unit determinant, i.e.,

ψ
4 = γ

1/3 ⇒ ψ = γ
1/12 (2.46)

where γ is the determinant of γi j. In practice, it is common to work with

φ = ln(ψ) =
1

12
ln(γ), (2.47)

such that:
γ̃i j = e−4φ

γi j. (2.48)

The BSSN formalism also decomposes the extrinsic curvature into its trace K and its
trace-free part, denoted as

Ai j = Ki j −
1
3

γi jK. (2.49)

Furthermore, we apply a conformal rescaling to the traceless extrinsic curvature, expressed
as

Ãi j = ψ
−4Ai j = e−4φ Ai j. (2.50)

A pivotal aspect is that the BSSN formalism also introduces three auxiliary variables,
termed as the conformal connection functions, defined by

Γ̃
i := γ̃

jk
Γ̃

i
jk =−∂ jγ̃

i j (2.51)

where Γ̃i
jk are the Christoffel symbols associated with the conformal metric, and the

second equality arises from the definition of the Christoffel symbols, particularly when the
determinant γ̃ is equal to 1 (a condition ensured by construction).

The Evolution Equation for φ

Applying γ i j to Equation (2.40), we obtain

γ
i j

∂tγi j = γ
i j (−2αKi j +Diβ j +D jβi

)
. (2.52)

Utilizing
∂g

∂xα
= g ·gµν

∂gµν

∂xα
=−g ·gµν

∂gµν

∂xα
, (2.53)
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2.4 BSSN Formalism

we can derive the following result,

∂t lnγ =−2αK +Diβ
i +D jβ

j,

∂tγ =−2γ
(
αK −Diβ

i)
=−2γ

(
αK −∂iβ

i)+β
i
∂iγ.

(2.54)

Noting that

φ = lnψ =
1
12

lnγ, (2.55)

we express the evolution of φ as follows:

∂tψ
12 =−2ψ

12 (
αK −∂iβ

i)+β
i
∂iψ

12,

∂tψ =−1
6

ψ
(
αK −∂iβ

i)+β
i
∂iψ,

∂teφ =−1
6

eφ
(
αK −∂iβ

i)+β
i
∂ieφ ,

∂tφ =−1
6
(
αK −∂iβ

i)+β
i
∂iφ .

(2.56)

The Evolution Equation for γ̃i j

We rewrite Equation (2.38) using γ̃i j,

∂t(ψ
4
γ̃i j)−L

β⃗
(ψ4

γ̃i j) =−2αKi j,

ψ
4(∂t −L

β⃗
)γ̃i j + γ̃i j(∂t −L

β⃗
)ψ4 =−2αKi j,

ψ
4(∂t −L

β⃗
)γ̃i j + γ̃i jψ

4(∂t −L
β⃗
) lnψ

4 =−2α(ψ4Ãi j +
1
3

ψ
4
γ̃i jK),

(∂t −L
β⃗
)γ̃i j =−2αÃi j −

2
3
[αK +6(∂t −L

β⃗
) lnψ]γ̃i j.

By applying γ̃ i j to the above equation and noting that the determinant γ̃ equals 1, we obtain

0 = γ̃
i j
(

∂ι −L
β⃗

)
γ̃i j =−2

[
αK +6

(
∂ι −L

β⃗

)
lnψ

]
. (2.57)

This implies that αK +6
(

∂ι −L
β⃗

)
lnψ = 0, thus

(
∂ι −L

β⃗

)
γ̃i j =−2αÃi j. (2.58)
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Here, L
β̂

γ̃i j can be expressed as 3

L
β̃

γ̃i j = β
k
∂kγ̃i j + γ̃ik∂ jβ

k + γ̃ jk∂iβ
k − 2

3
γ̃i j∂kβ

k. (2.59)

Thus, the final evolution equation for γ̃i j is(
∂t −β

k
∂k

)
γ̃i j =−2αÃi j + γ̃ik∂ jβ

k + γ̃ jk∂iβ
k − 2

3
γ̃i j∂kβ

k. (2.60)

The Evolution Equation for K

We first apply ∂t −L
β⃗

to K, obtaining:

(
∂t −L

β⃗

)
K =

(
∂t −L

β⃗

)
γ

i jKi j = γ
i j
(

∂t −L
β⃗

)
Ki j +Ki j

(
∂t −L

β⃗

)
γ

i j. (2.61)

On the other hand, using the Leibniz rule and γikγk j = δi
j, we have

γ
k j
(

∂t −L
β⃗

)
γik + γik

(
∂t −L

β⃗

)
γ

k j = 0. (2.62)

We relabel the index i with l, and apply γ il , yielding

γ
il
γlk(∂t −L

β⃗
)γk j + γ

il
γ

k j(∂t −L
β⃗
)γlk = 0. (2.63)

Using Equation (2.37),

(∂t −L
β⃗
)γ i j =−γ

il
γ

k j(∂t −L
β⃗
)γkl = γ

il
γ

k j2αKlk = 2αKi j. (2.64)

Substituting the above expression into Equation (2.61), we obtain a useful expression:

γ
i j(∂t −L

β⃗
)Ki j = (∂t −L

β⃗
)K −2αKi jKi j. (2.65)

3It is crucial to account for the computation of Lie derivatives with respect to β⃗ of tensor densities. These
are tensors multiplied by powers of the determinant of the metric γ . When an object is represented as a tensor
times γw/2, it is termed as a tensor density of weight w. The Lie derivative of a tensor density of weight w is
expressed as

L
β⃗

T =
[
L

β⃗
T
]

w=0
+wT ∂iβ

i,

where the first term represents the Lie derivative assuming w = 0, and the second term signifies the additional
contribution due to the density factor. Given that ψ = eφ = γ1/12, it is evident that the density weight is 1/6.
Hence, the weight of γ̃i j and Ãi j is −2/3, and the weight of γ̃ i j is 2/3 [19].
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Applying γ̃i j to Equation (2.44) yields:

γ
i j(∂t −L

β⃗
)Ki j = γ

i j{−DiD jα +α[(3)Ri j +KKi j −2KikKk
j]+4πα[γi j(S−ρ)−2Si j]}

=−DiDi
α +α[(3)R+K2 −2KikKik]+4πα(S−3ρ).

Thus, by combining Equations (2.66) and (2.65), we obtain

(∂t −L
β⃗
)K =−DiDi

α +α((3)R+K2)+4πα(S−3ρ). (2.66)

Lastly, by utilizing the Hamiltonian constraint (2.21) and

Ki jKi j = (Ai j +
1
3

Kγi j)(Ai j +
1
3

Kγ
i j) = Ãi jÃi j +

1
3

K2, (2.67)

we obtain the evolution equation for K:

(∂t −β
i
∂i)K =−DiDi

α +α(Ãi jÃi j +
1
3

K2)+4πα(ρ +S). (2.68)

The Evolution Equation for Ãi j

Because Ãi j is closely related to Ki j, we apply ∂t −L
β⃗

to Ki j:

(∂t −L
β⃗
)Ki j = (∂t −L

β⃗
)(Ai j +

1
3

Kγi j)

= (∂t −L
β⃗
)Ai j +

1
3

K(∂t −L
β⃗
)γi j +

1
3

γi j(∂t −L
β⃗
)K.

Combining the above equation with Equations (2.66) and (2.44) yields:

−DiD jα +α[(3)Ri j +KKi j −2KikKk
j]+4πα[γi j(S−ρ)−2Si j]

= (∂t −L
β⃗
)Ai j −

2
3

αKKi j +
1
3

γi j[−DiDi
α +α((3)R+K2)+4πα(S−3ρ)].

Further, we obtain

(∂t −L
β⃗
)Ai j =−DiD jα +α[(3)Ri j +

5
3

KKi j −2KikKk
j]−8πα(Si j −

1
3

Sγi j)

+
1
3

γi j[DkDk
α −α((3)R+K2)]. (2.69)
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In the above expression, the three terms 5
3KKi j, 2KikKk

j, and 1
3K2γi j can be further

combined to form:

5
3

KKi j −2KikKk
j −

1
3

K2
γi j

=
5
3

K(Ai j +
1
3

Kγi j)−2(Aik +
1
3

Kγik)(Ak
j +

1
3

Kδ
k
j) =

1
3

KAi j −2AikAk
j.

Therefore, Equation (2.69) can also be written in the following form:

(∂t −L
β⃗
)Ai j

=−DiD jα +α[(3)Ri j +
1
3

KAi j −2AikAk
j]−8πα(Si j −

1
3

Sγi j)+
1
3

γi j[DkDk
α −α

(3)R].

(2.70)

What we want to determine is the evolution equation for Ãi j, so it is natural to apply Ãi j

instead of Ai j. The left-hand side of Equation (2.70) can be written as follows:

(∂t −L
β⃗
)Ai j = (∂t −L

β⃗
)(ψ4Ãi j) = ψ

4(∂t −L
β⃗
)Ãi j + Ãi j(∂t −L

β⃗
)ψ4

= ψ
4(∂t −L

β⃗
)Ãi j +4ψ

4Ãi j(∂t −L
β⃗
) lnψ

= ψ
4[(∂t −L

β⃗
)Ãi j −

2
3

αKÃi j].

Note that
−2AikAk

j =−2ψ
4ÃikÃk

j, (2.71)

thus, Equation (2.70) can be written as follows:

ψ
4[(∂t −L

β⃗
)Ãi j −

2
3

αKÃi j]

= (−DiD jα +
1
3

γi jDkDk
α)+(α (3)Ri j −

1
3

α
(3)Rγi j)−8πα(Si j −

1
3

Sγi j)+
1
3

αKψ
4Ãi j

−2αψ
4ÃikÃk

j

=−(DiD jα)T F +α
(3)RT F

i j −8παST F
i j +

1
3

αKψ
4Ãi j −2αψ

4ÃikÃk
j, (2.72)

where the meaning of T F is trace-free, i.e.,

(DiD jα)T F ≡ DiD jα − 1
3

γi jDkDk
α,

(3)RT F
i j ≡ (3)Ri j −

1
3

γi j
(3)R,
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ST F
i j ≡ Si j −

1
3

γi jS.

Similar to Equation (2.59), we have a similar Lie derivative result for Ãi j:

L
β⃗

Ãi j = β
k
∂kÃi j + Ãik∂ jβ

k + Ã jk∂iβ
k − 2

3
Ãi j∂kβ

k. (2.73)

Thus, substituting the above expression into Equation (2.72), we obtain the evolution
equation for Ãi j:

(∂t −β
k
∂k)Ãi j = ψ

−4[−DiD jα +α
(3)Ri j −8παSi j]

T F +α(KÃi j −2ÃikÃk
j)+ Ãik∂ jβ

k

+ Ã jk∂iβ
k − 2

3
Ãi j∂kβ

k. (2.74)

The Evolution Equation for Γ̃i

Up until now, numerous types of metrics have appeared, leading to the existence of various
types of Christoffel symbols. To prevent confusion, we will clarify the different Christoffel
symbols here,

Γ
k
i j : Di → ∂i, Γ̃

k
i j : D̃i → ∂i, Ck

i j : Dk → D̃k (2.75)

and
Ck

i j = Γ
k
i j − Γ̃

k
i j. (2.76)

We now aim to find the specific expressions connecting Γk
i j with Γ̃k

i j. We will start with
the expression for Ck

i j:

Ck
i j =

1
2

γ
kl(D̃iγl j + D̃ jγil − D̃lγi j). (2.77)

Next, we will rewrite the expression using γ̃i j = ψ−4γi j and γ̃ i j = ψ4γ i j,

Ck
i j =

1
2

ψ
−4

γ̃
kl[D̃i(ψ

4
γ̃l j)+ D̃ j(ψ

4
γ̃il)− D̃l(ψ

4
γ̃i j)]

=
1
2

ψ
−4(δ k

jD̃iψ
4 +δ

k
iD̃ jψ

4 − γ̃
kl

γ̃i jD̃lψ
4)

=
1
2

ψ
−4(δ k

j∂iψ
4 +δ

k
i∂ jψ

4 − γ
kl

γi j∂lψ
4).

80



2.4 BSSN Formalism

Noting that ψ = eφ , we then have:

Γ̃
k
i j = Γ

k
i j −

1
2

e−4φ (δ k
i∂ je4φ +δ

k
j∂ie4φ − γ

kl
γi j∂le4φ )

= Γ
k
i j −2(δ k

i∂ jφ +δ
k
j∂iφ − γi jγ

kl
∂lφ).

Following the choices made in Section 2.4 i.e.,

∂iφ =
1

12
∂i lnγ =

1
6
× 1

2γ
∂iγ =

1
6
× 1√

γ
∂i
√

γ =
1
6

Γ
m

im, (2.78)

we have

Γ̃
k
i j = Γ

k
i j −

1
3
(δ k

iΓ
m

jm +δ
k
jΓ

m
im − γi jγ

kl
Γ

m
lm). (2.79)

This also implies that Ck
i j equals

Ck
i j =

1
3
(δ k

iΓ
m

jm +δ
k
jΓ

m
im − γi jγ

kl
Γ

m
lm). (2.80)

Now, we can write down the expression for the Conformal Connection Functions:

Γ̃
i ≡ γ̃

jk
Γ̃

i
jk = γ̃

jk 1
2

γ̃
il (

∂ jγ̃kl +∂kγ̃ jl −∂l γ̃ jk
)

=
1
2

[
γ̃

jk
(
−γ̃kl∂ jγ̃

l
)
+ γ̃

jk
(
−γ̃ jl∂kγ̃

l
)
− γ̃

l
∂l ln γ̃

]
=

1
2

(
−δl

j
∂ jγ̃

il −δl
k
∂kγ̃

l
)

=−∂ jγ̃
j j.

(2.81)

On the other hand, similar to Equation (2.58), we have (see Appendix A for a detailed
proof)

∂t γ̃
i j −L

β⃗
γ̃

i j = 2αÃi j. (2.82)

Combining Equations (2.81) and (2.82), we obtain

∂t Γ̃
i = ∂t(−∂ jγ̃

i j)

=−∂ j∂t γ̃
i j

=−∂ j(Lβ⃗
γ̃

i j +2αÃi j)

=−∂ j(Lβ⃗
γ̃

i j)−2(α∂ jÃi j + Ãi j
∂ jα),

(2.83)
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in which, the term −∂ j

(
L

β⃗
γ̃ i j
)

in the above equation can be further expressed as

−∂ j(Lβ⃗
γ̃

i j) = ∂ j(−β
k
∂kγ̃

i j + γ̃
k j

∂kβ
i + γ̃

ik
∂kβ

j − 2
3

γ̃
i j

∂kβ
k)

= [−β
k
∂ j∂kγ̃

i j − (∂ jβ
k)∂kγ̃

i j]+ [γ̃k j
∂ j∂kβ

i +(∂ jγ̃
k j)∂kβ

i]

+ [γ̃ ik
∂ j∂kβ

j +(∂ jγ̃
ik)∂kβ

j]− 2
3

γ̃
i j

∂ j∂kβ
k − 2

3
(∂ jγ̃

i j)∂kβ
k

=−β
k
∂ j∂kγ̃

i j + γ̃
k j

∂ j∂kβ
i +(∂ jγ̃

k j)∂kβ
i +

1
3

γ̃
i j

∂ j∂kβ
k − 2

3
(∂ jγ̃

i j)∂kβ
k

= γ̃
k j

∂ j∂kβ
i +

1
3

γ̃
i j

∂ j∂kβ
k −β

j
∂ j∂kγ̃

ik +(∂kγ̃
jk)∂ jβ

i − 2
3
(∂kγ̃

ik)∂ jβ
j

= γ̃
jk

∂ j∂kβ
i +

1
3

γ̃
i j

∂ j∂kβ
k +β

j
∂ jΓ̃

i − Γ̃
j
∂ jβ

i +
2
3

Γ̃
i
∂ jβ

j.

Then, we obtained the preliminary expression for Γ̃i:

∂t Γ̃
i = γ̃

jk
∂ j∂kβ

i +
1
3

γ̃
i j

∂ j∂kβ
k +β

j
∂ jΓ̃

i − Γ̃
j
∂ jβ

i +
2
3

Γ̃
i
∂ jβ

j −2(α∂ jÃi j + Ãi j
∂ jα).

(2.84)
Finally, with the help of the momentum constraints written out in terms of conformally
transformed quantities:

∂ jÃi j + Γ̃
i
jkÃ jk +6Ãi j

∂ jφ − 2
3

γ̃
i j

∂ jK = 8π j̃i, (2.85)

where j̃i ≡ e4φ ji. We can obtain the final expression:

(∂t −β
j
∂ j)Γ̃

i =−2Ãi j
∂ jα +2α(Γ̃i

jkÃ jk +6Ãi j
∂ jφ − 2

3
γ̃

i j
∂ jK −8π j̃i)

− Γ̃
j
∂ jβ

i +
2
3

Γ̃
i
∂ jβ

j +
1
3

γ̃
i j

∂ j∂kβ
k + γ̃

jk
∂ j∂kβ

i.

It is important to note that the final step of applying the momentum constraints is crucial.
This step enables the entire evolution system to transition from weakly hyperbolic to
strongly hyperbolic, ensuring that the evolution can proceed stably.

The Effective Ricci Tensor Expression in BSSN

In the evolution equation for Ãi j, we also need to compute the Ricci tensor associated with
the physical metric. This tensor can be decomposed into two contributions as follows:

Ri j = R̃i j +Rφ

i j. (2.86)
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The first term on the right-hand side, R̃i j, can be directly obtained through its corresponding
metric and Christoffel symbols (See Appendix A for details),

R̃i j =−1
2

γ̃
lm

∂l∂mγ̃i j + γ̃k(i∂ j)Γ̃
k + Γ̃

k
Γ̃(i j)k + γ̃

lm(2Γ̃
k
l(iΓ̃ j)km + Γ̃

k
imΓ̃kl j). (2.87)

For Rφ

i j, we start from Ri j − R̃i j. By definition, we have(
DiD j −D jDi

)
vk =−Ri jl

kvl, (2.88)

and (
D jDi −DiD j

)
v j = Ri jv j. (2.89)

Similarly, (
D̃ jD̃i − D̃iD̃ j

)
v j = R̃i jv j. (2.90)

We start with Ri jv j and using the Christoffel symbols Ci jk introduced earlier, we obtain:

Ri jv j = D jDiv j −DiD jv j

=
[
D̃ j(Div j)+C j

jkDivk −Ck
jiDkv j

]
− D̃i(D jv j)

=
[
D̃ j(D̃iv j +C j

ikvk)+C j
jk(D̃ivk +Ck

ilv
l)−Ck

ji(D̃kv j +C j
klv

l)
]
− D̃i(D̃ jv j +C j

jkvl)

= (D̃ jD̃iv j + vkD̃ jC
j
ik +C j

ikD̃ jvk)+(C j
jkD̃ivk +C j

jkC
k
ilv

l)− (Ck
jiD̃kv j +Ck

jiC
j
klv

l)

− (D̃iD̃ jv j + vkD̃iC
j
jk +C j

jkD̃ivk)

= D̃ jD̃iv j − D̃iD̃ jv j + vkD̃ jC
j
ik −Ck

jiC
j
klv

l +C j
jkC

k
ilv

l − vkD̃iC
j
jk

= R̃i jv j + v jD̃kCk
i j − v jD̃iCk

k j +Cl
lkC

k
i jv

j −Ck
liC

l
k jv

j.

From this, it is evident that

Ri j = R̃i j + D̃kCk
i j − D̃iCk

k j +Cl
lkC

k
i j −Ck

ilC
l
k j. (2.91)

Using Equation (2.80), we obtain

Ck
ki = 2(δ k

iD̃kφ +δ
k
kD̃iφ − γ̃ikD̃k

φ) = 6D̃iφ , (2.92)

83



2.4 BSSN Formalism

and

D̃kCk
i j = 2D̃k(δ

k
iD̃ jφ +δ

k
jD̃iφ − γ̃i jD̃k

φ) = 4D̃iD̃ jφ −2γ̃i jD̃kD̃k
φ . (2.93)

Substituting Equations (2.80), (2.92), and (2.93) into (2.91), we obtain

Ri j = R̃i j +(4D̃iD̃ jφ −2γ̃i jD̃kD̃k
φ)−6D̃iD̃ jφ +6D̃kφ ×2(δ k

iD̃ jφ +δ
k
jD̃iφ − γ̃i jD̃k

φ)

−2(δ k
iD̃lφ +δ

k
lD̃iφ − γ̃ilD̃k

φ)×2(δ l
kD̃ jφ +δ

l
jD̃kφ − γ̃k jD̃l

φ)

= R̃i j +(4D̃iD̃ jφ −2γ̃i jD̃kD̃k
φ)−6D̃iD̃ jφ +[12(D̃iφ)D̃ jφ +12(D̃ jφ)D̃iφ

−12γ̃i j(D̃kφ)D̃k
φ ]+ [−4(D̃iφ)D̃ jφ −4(D̃iφ)D̃ jφ +4γ̃i j(D̃lφ)D̃l

φ ]+ [−12(D̃iφ)D̃ jφ

−4(D̃iφ)D̃ jφ +4γ̃l j(D̃iφ)D̃l
φ ]+ [4(D̃iφ)D̃ jφ +4γ̃i j(D̃k

φ)D̃kφ −4(D̃ jφ)D̃iφ ]

= R̃i j −2D̃iD̃ jφ −2γ̃i jD̃kD̃k
φ +4(D̃iφ)D̃ jφ −4γ̃i j(D̃kφ)D̃k

φ .

Therefore, the expression for Rφ

i j is as follows:

Rφ

i j =−2D̃iD̃ jφ −2γ̃i jD̃kD̃k
φ +4(D̃iφ)D̃ jφ −4γ̃i j(D̃kφ)D̃k

φ . (2.94)

Finally, we obtain the expression for Ri j in the BSSN formalism as

Ri j = R̃i j +Rφ

i j

=−1
2

γ̃
lm

∂l∂mγ̃i j + γ̃k(i∂ j)Γ̃
k + Γ̃

k
Γ̃(i j)k + γ̃

lm(2Γ̃
k
l(iΓ̃ j)km + Γ̃

k
imΓ̃kl j)

−2D̃iD̃ jφ −2γ̃i jD̃kD̃k
φ +4(D̃iφ)D̃ jφ −4γ̃i j(D̃kφ)D̃k

φ .

(2.95)
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Summary

The Evolution Equation for φ

(∂t −β
i
∂i)φ =−1

6
αK +

1
6

∂iβ
i. (2.96)

The Evolution Equation for γ̃i j

(∂t −β
k
∂k)γ̃i j =−2αÃi j + γ̃ik∂ jβ

k + γ̃ jk∂iβ
k − 2

3
γ̃i j∂kβ

k. (2.97)

The Evolution Equation for K

(∂t −β
i
∂i)K =−DiDi

α +α(Ãi jÃi j +
1
3

K2)+4πα(ρ +S). (2.98)

The Evolution Equation for Ãi j

(∂t −β
k
∂k)Ãi j = ψ

−4[−DiD jα +α
(3)Ri j −8παSi j]

T F +α(KÃi j −2ÃikÃk
j)+ Ãik∂ jβ

k

+ Ã jk∂iβ
k − 2

3
Ãi j∂kβ

k.

The Evolution Equation for Γ̃i

(∂t −β
j
∂ j)Γ̃

i =−2Ãi j
∂ jα +2α(Γ̃i

jkÃ jk +6Ãi j
∂ jφ − 2

3
γ̃

i j
∂ jK −8π j̃i)

− Γ̃
j
∂ jβ

i +
2
3

Γ̃
i
∂ jβ

j +
1
3

γ̃
i j

∂ j∂kβ
k + γ̃

jk
∂ j∂kβ

i.

The Effective Ricci Tensor Expression

Ri j = R̃i j +Rφ

i j

=−1
2

γ̃
lm

∂l∂mγ̃i j + γ̃k(i∂ j)Γ̃
k + Γ̃

k
Γ̃(i j)k + γ̃

lm(2Γ̃
k
l(iΓ̃ j)km + Γ̃

k
imΓ̃kl j)

−2D̃iD̃ jφ −2γ̃i jD̃kD̃k
φ +4(D̃iφ)D̃ jφ −4γ̃i j(D̃kφ)D̃k

φ .

(2.99)
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This new formalism not only avoids the violent instability previously mentioned, but
it also proves to be far more stable than ADM in all cases studied to date. This was
first demonstrated empirically through direct comparison of numerical simulations by
Baumgarte and Shapiro [36], and was later substantiated by Alcubierre et al. [20] through
the analysis of linear perturbations of flat space.

It is important to recognize that the search for well-posed formulations is not confined
to the BSSN formalism. Numerous other formalisms have been studied and implemented
in numerical codes, including the Kidder-Scheel-Teukolsky (KST) Formalism [131], the
Nagy-Ortiz-Reula (NOR) Formalism [162], the generalized harmonic formalism [96,
180, 179, 150], and the Z4-based formalisms [48, 103, 38, 25, 115]. In fact, the first black
hole binary inspiral and merger simulations by Pretorius [179] were accomplished using the
generalized harmonic (GH) formulation. These results were followed and confirmed about
six months later by the so-called moving puncture breakthroughs from the Brownsville
(Texas U., Brownsville) [63] and Goddard (NASA) [33] groups, who employed the BSSN
formalism. In recent years, Z4-based formalisms have become a particularly popular
alternative to the BSSN formalism, which will be discussed in the next Section 2.5.
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2.5 CCZ4 Formalism

Besides BSSN, another popular method is the Generalized Harmonic (GH) Formal-
ism [96, 180, 179, 150]. The GH formalism employs a 4D version of the Einstein equations
in harmonic-like coordinates. Unlike BSSN, the GH formalism uses a generalized har-
monic gauge that cannot manage the physical singularity inside the apparent horizon. This
means it needs special techniques to handle certain areas in simulations.

One benefit of the GH formalism is its capacity to incorporate damping terms, as
proposed by [103], which are used to control and reduce constraint violations, resulting in
more accurate solutions of the Einstein equations.

It would be very useful to have a formalism of the Einstein equations that combines
the strengths of both the BSSN and GH formalism. One of the first works to be noted is
the Z4 Covariant Formalism 4 proposed by C. Bona et al. in 2003 [48]. This formalism
is considered a covariant extension of Einstein field equations. The basic variables include
the metric tensor and an additional four-vector Zµ . Einstein’s solutions are recovered when
this additional four-vector vanishes. The extended field equations can be supplemented
with appropriate coordinate conditions to yield symmetric hyperbolic evolution systems.

In subsequent years, the Z4 formalism has been further developed in works such as
Gundlach et al. [103], Bernuzzi and Hilditch [38], Alic et al. [25], and Hilditch et al. [115].
Among these, the Covariant and Conformal Z4 (CCZ4) Formalism [25] and Conformal
Z4 (Z4c) Formalism [115] have gained popularity due to their robustness in simulations
of inspiraling neutron-star binaries.

The names CCZ4 and Z4c clearly indicate that the latter lacks a "C", representing
general covariance. However, as long as the constraint violation remains small throughout,
the impact of the violation will be similarly minimal. Conversely, if the violation becomes
significant, using this formulation could be problematic [202].

Since the GRCHOMBO code employs the CCZ4 formalism, we will provide a brief
introduction to CCZ4.

The starting point is the Z4-damped, modified version of the Einstein equations,

Rµν +∇µZν +∇νZµ −κ1
[
nµZν +nνZµ − (1+κ2)gµνnσ Zσ

]
= 8π

(
Tµν −

1
2

gµνT
)
.

(2.100)
where Zµ is a vector field and nµ is the timelike unit normal form. Note that when Zµ = 0,
Equation (2.100) reduces to the Einstein equations. In addition, κ1 and κ2 are additional
damping parameters.

4Z4 Covariant Formalism abbreviated as Z4, to distinguish it from the Z4c formalism discussed later.
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We also need to consider the decomposition of the four-vector Zµ . Therefore, we
define the time and spatial projections of the Zµ vector as

Θ :=−nαZα , Θ
i := γ

i
αZα , (2.101)

i.e.,
Zµ = Θnµ +Θ

µ . (2.102)

If we consider the terms related to Zµ as an additional stress-energy tensor, i.e.,

8πTµν → 8πTµν −
(
∇µZν +∇νZµ −gµν∇σ Zσ

)
+κ1

(
nµZν +nνZµ +κ2gµνnσ Zσ

)
.

(2.103)

Then the corresponding ρ , jµ , and Sµν should be modified accordingly as

8πρ →8πρ +nµ
∇µΘ+KΘ−DµΘ

µ +Θ
µDµ lnα +κ1 (2+κ2)Θ

8π jµ →8π jµ +ΘDµ lnα −DµΘ+ γ
σ

µnν
∇νΘσ +KµνΘ

ν −κ1Θµ

8πSµν →8πSµν +2KµνΘ−
(
DµΘν +DνΘµ − γµνDσ Θ

σ
)

+ γµν (−KΘ+nσ
∇σ Θ+Θ

σ Dσ lnα)−κ1κ2Θγµν .

(2.104)

With the introduction of new variables, it is essential to consider their impact on the
original evolution equations, as well as the evolution of these variables themselves. The
evolution equations for the new variables, within the context of the ADM formalism, are
as follows:

∂tΘ = β
m

∂mΘ+
α

2
[R+K(K −2Θ)−KmnKmn −2γ

i j
Θi

∂ jα

α

−κ1Θ(4+2κ2)+2Dm
Θm −16πρ] ,

(2.105)

and

∂tΘi = β
m

∂mΘi+Θm∂iβ
m+α

(
DmKm

i −DiK −2KimΘ
m +DiΘ−Θ

∂iα

α
−κ1Θi −8π ji

)
.

(2.106)
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The evolution equation for γi j remains unchanged; however, the evolution of Ki j is modified
by the introduction of the new variables and is now expressed as follows:

∂tKi j =β
m

∂mKi j +Km j∂iβ
m +Kim∂ jβ

m −Di∂ jα

+α

{
Ri j +Ki j(K −2Θ)−2KimKm

j

+DiΘ j +D jΘi −κ1
(
1+κ2

)
γi jΘ−8π

[
Si j − γi j

S−ρ

2

]}
. (2.107)

The CCZ4 formalism can be understood as a BSSN-like approach based on the Z4
formalism, with the addition of damping terms. Unlike the ADM version of the Z4
formalism mentioned above, in the evolution equations of the CCZ4 formalism, the
variable Θi does not evolve explicitly due to the redefinition of the conformal connection,

Γ̂
i := Γ̃

i +2γ̃
ik

Θk = Γ̃
i +2

Θi

χ
. (2.108)

Instead, Θi is indirectly determined by

Θ
i =

χ

2
(
Γ̂

i − Γ̃
i) , (2.109)

where χ denotes the conformal factor, i.e., ψ−4.
Therefore, the evolution variables of CCZ4 include only{

χ, γ̃i j,K, Ãi j,Θ, Γ̂i} (2.110)

and do not include Θi.
In addition, CCZ4 introduce the modified Ricci tensor RZ

i j which is the only form in
which the spatial Ricci tensor appears. It is defined by

RZ
i j := Ri j +2D(iΘ j) = R̂i j +

1
χ

(
Rχ

i j +RΘ
i j

)
(2.111)
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with the components given by

R̂i j =−1
2

γ̃
kl

∂k∂l γ̃i j + γ̃k(i∂ j)Γ̂
k + Γ̂

k
∂kγ̃i j + γ̃

lm
(

Γ̃
k

liΓ̃ jkm + Γ̃
k

l jΓ̃ikm + Γ̃
k

imΓ̃kl j

)
,

Rχ

i j =
1
2

[
D̃iD̃ jχ + γ̃i jγ̃

klD̃kD̃lχ
]
− 1

4χ

[
∂iχ∂ jχ +3γ̃i jγ̃

kl
∂kχ∂lχ

]
,

RΘ
i j =

Θk

χ

(
γ̃ik∂ jχ + γ̃ jk∂iχ − γ̃i j∂kχ

)
.

(2.112)
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Using the redefined variables mentioned above, the complete evolution equations of
CCZ4 can be expressed in the following form.

The Evolution Equation for χ

∂t χ = β
k
∂kχ +

2
3

χ

(
αK −∂kβ

k
)
. (2.113)

The Evolution Equation for γ̃i j

∂t γ̃i j = β
k
∂kγ̃i j + γ̃ki∂ jβ

k + γ̃k j∂iβ
k −2αÃi j −

2
3

γ̃i j∂kβ
k. (2.114)

The Evolution Equation for K

∂tK =β
k
∂kK +α

[
RZ +K(K −2Θ)

]
−3ακ1 (1+κ2)Θ− γ

klDkDlα +4πα(S−3ρ).

(2.115)

The Evolution Equation for Ãi j

∂t Ãi j = β
k
∂kÃi j +χ

[
−DiD jα +α

(
RZ

i j −8πSi j
)]TF

+ Ãi j

[
α(K −2Θ)− 2

3
∂kβ

k
]
+2Ãk(i∂ j)β

k −2αγ̃
klÃikÃl j.

(2.116)

The Evolution Equation for Θ

∂tΘ =β
k
∂kΘ+

1
2

α

(
RZ − ÃklÃkl +

2
3

K2 −2ΘK
)
−ακ1Θ(2+κ2)

−Θ
k
∂kα −8παρ.

(2.117)

The Evolution Equation for Γ̂i

∂t Γ̂
i =β

k
∂kΓ̂

i +
2
3

[
∂kβ

k
(

Γ̃
i +2κ3

Θi

χ

)
−2αK

Θi

χ

]
−2ακ1

Θi

χ

+2γ̃
ik (α∂kΘ−Θ∂kα)−2Ãik

∂kα +2αΓ̃
i
klÃkl

−α

[
4
3

γ̃
ik

∂kK +3Ãik ∂kχ

χ

]
−
(

Γ̃
k +2κ3

Θk

χ

)
∂kβ

i

+ γ̃
kl

∂k∂lβ
i +

1
3

γ̃
ik

∂l∂kβ
l −16παγ̃

ik jk.

(2.118)

where κ3 is an additional parameter.
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The parameter κ3 was introduced by Alic et al. [25], who discovered that instability
occurs during black hole evolution regardless of whether damping is applied (i.e., κ3 =

1,κ1 ̸= 0) or not (i.e., κ3 = 1,κ1 = 0). Furthermore, they found that to achieve stable black
hole evolution, κ3 must be set to a value different from 1 (typically κ3 < 1), though this
comes at the expense of covariance.

It was later realized that even while keeping κ3 equal to 1, redefining ακ1 as κ ′
1 allows

both covariance and numerical stability to be maintained [26]. Specifically, the following
parameter combination can be chosen

κ
′
1 := ακ1,

κ
′
1 = 0.1,

κ2 = 0,

κ3 = 1.

(2.119)

This choice is also the default setting in GRCHOMBO.
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2.6 Initial Conditions

The initial value problem is a significant topic for physical theories. If a physical theory
lacks a good initial value formulation, it has no predictive power. The initial value problem
of general relativity attracts considerable attention not only because, as a physical theory,
it must pass this test, but also because many physical understandings of general relativity
depend on the existence of a good initial value formulation.

In Section 2.2, we have already discussed similar issues using the Maxwell equations
as an example.

However, general relativity fundamentally differs from other field theories in terms of
initial value problems: other field theories already presuppose a spacetime background
(such as Minkowski space for the aforementioned Maxwell’s theory) before discussing
initial value problems, whereas the subject of the initial value problem in general relativity
is spacetime itself. This seems peculiar: how can one specify initial values on a spacelike
Cauchy surface Σ0 when spacetime has not yet been defined? (Without a metric, the
spacelikeness of a hypersurface is undefined.) The answer, though seemingly surprising, is
quite clever: one first specifies "initial values" on an abstract 3-dimensional manifold Σ,

namely a positive definite metric field
0

γab and a symmetric (0,2)-tensor field
0

Kab, (subject
to certain constraints). It is then shown that there exists a 4-dimensional spacetime (M,gab)

(where gab satisfies Einstein’s equations) which, upon appropriate 3+1 decomposition,
has each spacelike hypersurface Σt differentiably homeomorphic to Σ, with one such
surface (denoted as Σ0) having its induced metric γab and extrinsic curvature Kab exactly

corresponding to
0

γab and
0

Kab. Thus, Σ0 and its (γab,Kab) can be interpreted as the initial
values on the initial spacelike hypersurface Σ0, and (M,gab) as the outcome of the evolution
of these initial values. It is evident that in general relativity, terms like initial surface,
initial values, and time evolution only acquire meaning after the solution to the initial
value problem is obtained [143].

Next, we introduce a widely used method for obtaining initial data—the conformal
decomposition of York and Lichnerowicz [145, 236, 237]. In this section, we apply a new
conformal transformation method as follows:

γ̃i j = ψ
−4

γi j, γ̃
i j = ψ

4
γ

i j, (2.120)

Ãi j = ψ
10Ai j, Ãi j = γ̃ikγ̃ilÃkl = ψ

2Ai j. (2.121)
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Rewrite the Hamiltonian Constraint.

We apply γ̃i j to Equation (2.94):

ψ
4R = R̃−2

(
D̃2 lnψ +3D̃2 lnψ

)
+4
[(

D̃i lnψ

)(
D̃i lnψ

)
−3
(

D̃l lnψ

)(
D̃l lnψ

)]
= R̃−8D̃2 lnψ −8

(
D̃i lnψ

)(
D̃i lnψ

)
(2.122)

where,
D̃iD̃i lnψ =−ψ

−2
(

D̃i
ψ

)(
D̃iψ

)
+ψ

−1D̃iD̃iψ. (2.123)

Thus,

ψ
4R = R̃−8

[
−ψ

−2
(

D̃i
ψ

)(
D̃iψ

)
+ψ

−1D̃iD̃iψ
]
−8
(

D̃i lnψ

)(
D̃i lnψ

)
= R̃−8ψ

−1D̃iD̃iψ

(2.124)

i.e.,
R = ψ

−4R̃−8ψ
−5D̃iD̃iψ. (2.125)

By utilizing the previously derived Equation (2.125) and substituting it into the Hamiltonian
constraint (2.21), we obtain:

8D̃2
ψ −ψR̃−ψ

5K2 +ψ
5Ki jKi j =−16πψ

5
ρ. (2.126)

Note that:

Ki jKi j =

(
Ai j +

1
3

γ
i jK
)(

Ai j +
1
3

γi jK
)
= Ai jAi j +

1
3

K2. (2.127)

Finally, we arrive at the following reformulated Hamiltonian constraint:

8D̃2
ψ − R̃ψ +ψ

5
[

Ai jAi j −
2
3

K2
]
+16πψ

5
ρ = 0. (2.128)
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Rewrite the Momentum Constraints.

Using Ai j and K to rewrite the momentum constraints yields:

D jAi j − 2
3

DiK −8π ji = 0 (2.129)

where

D jAi j =D̃ jAi j +Ci
jkAk j +C j

jkAik

=D̃ jAi j +2
(

δ j
iD̃k(lnψ)+δk

iD̃ j lnψ − D̃i lnψγ̃ jk

)
Ak j +6D̃k(lnψ)Aik

=D̃ jAi j +10Ai jD̃ j lnψ −2D̃i(lnψ)γ̃ jkA jk,

(2.130)

i.e.,
D jAi j = D̃ jAi j +10Ai jD̃ j lnψ. (2.131)

Note that:
ψ

−10D̃ j
(
ψ

10Ai j)
= ψ

−10
ψ

10D̃ jAi j +ψ
−10Ai jD̃ jψ

10

= D̃ jAi j +10Ai jD̃ j lnψ.

(2.132)

Thus,
D jAi j = ψ

−10D̃ j
(
ψ

10Ai j) . (2.133)

Using Equation (2.121), we can further derive:

D̃ jÃi j − 2
3

ψ
10DiK −8πψ

10 ji = 0, (2.134)

where the second term on the left side can be written as:

ψ
10

γ
i jD jK = ψ

10
ψ

−4
γ̃

i jD̃ jK = ψ
6D̃iK. (2.135)

This means that
D̃ jÃi j − 2

3
ψ

6D̃iK −8πψ
10 ji = 0. (2.136)

A symmetric, trace-free tensor Si j can be decomposed in the following manner [19],

Si j = Si j
∗ +(L̃W )i j. (2.137)
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Here, Si j
∗ is a symmetric, traceless, and transverse tensor, meaning D jS

i j
∗ = 0. The term

W i represents a vector, while L signifies an operator, defined as:

(L̃W )i j := DiW j +D jW i − 2
3

γ
i jDkW k. (2.138)

The expression (L̃W )i j is recognized as the Conformal Killing Form linked to the vector
W i, and it constitutes the longitudinal component of Si j. In scenarios where the conformal
Killing form is nullified, the vector W i is identified as a conformal Killing vector.

Similarly, we can decompose Ãi j in the following form:

Ãi j = Ãi j
∗ +(L̃W̃ )i j. (2.139)

Utilizing the above expression, we can further rewrite Equation (2.136) as follows:

D̃ jÃ
i j
∗ + D̃ j(L̃W̃ )i j − 2

3
ψ

6D̃iK −8πψ
10 ji = 0. (2.140)

Here, we introduce a new definition 5:

∆̃L̃W̃ i := D̃ j(L̃W̃ )i j. (2.144)

Thus,

D̃ jÃ
i j
∗ + ∆̃L̃W̃ i − 2

3
ψ

6D̃iK −8πψ
10 ji = 0. (2.145)

Noting the transverse condition, hence D̃ jÃ
i j
∗ = 0, we have,

∆̃L̃W̃ i − 2
3

ψ
6D̃iK −8πψ

10 ji = 0. (2.146)

Consider the following scenario: We are given the conformal metric γ̃i j, the trace of the
extrinsic curvature K, and the transverse-traceless component of the conformal extrinsic

5

∆̃L̃W̃ i := D̃ j(L̃W̃ )i j

= D̃ j

[
D̃iW̃ j + D̃ jW̃ i − 2

3
γ̃

i jD̃kW̃ k
]

= D̃ jD̃iW̃ j + D̃2W̃ i − 2
3

γ̃
i jD̃ jD̃kW̃ k.

(2.141)

Note that:
D̃ jD̃iW̃ j = D̃iD̃ jW̃ j + R̃i

jW̃
j. (2.142)

Thus:
∆̃L̃W̃ i =

1
3

D̃iD̃ jW̃ j + R̃i
jW̃

j + D̃2W̃ i. (2.143)
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curvature Ãi j
∗ . By utilizing the Hamiltonian constraint and momentum constraints, we can

determine the conformal factor ψ and the vector W̃ i. This allows us to reconstruct the
physical metric γi j and the extrinsic curvature Ki j. However, an essential consideration
remains. While finding a symmetric-tracefree tensor may be straightforward, constructing
a transverse tensor presents a more complex challenge [19]. To achieve this, we must
begin with an arbitrary symmetric-tracefree tensor Mi j, which may not inherently possess
transverse properties.

The transverse component of a given tensor can be succinctly represented as follows:

M̃i j
∗ = M̃i j − (L̃Ỹ )i j (2.147)

where the vector Ỹ i is yet to be determined. Applying D̃ j to the above equation and noting
that M̃i j

∗ is transverse (i.e., D̃ jM̃
i j
∗ = 0), we can obtain the following result:

∆̃L̃Ỹ i = D̃ jM̃i j. (2.148)

Given M̃i j, this equation must be solved to find the vector Ỹ i, which will in turn allow us
to construct the transverse tensor M̃i j

∗ . The above procedure can in fact be incorporated
into the solution of the constraints. Taking Ãi j

∗ = M̃i j
∗ and note that L̃ is a linear operator,

we obtain
Ãi j = Ãi j

∗ +(L̃W̃ )i j

= M̃i j
∗ +(L̃W̃ )i j

= M̃i j − (L̃Ỹ )i j +(L̃W̃ )i j

= M̃i j +(L̃Ṽ )i j,

(2.149)

where, Ṽ i := W̃ i − Ỹ i. It is clear from the above equation that

Ãi j = M̃i j
∗ +(L̃W̃ )i j = M̃i j +(L̃Ṽ )i j. (2.150)

Utilizing the definition (2.144), we obtain,

D̃ j(L̃W̃ )i j = D̃ jM̃i j + D̃ j(L̃Ṽ )i j

⇒ ∆̃L̃W̃ i = D̃ jM̃i j + ∆̃L̃Ṽ i.

(2.151)

Ultimately, we can rewrite the momentum constraints in the following form:

D jM̃i j + ∆̃L̃Ṽ i − 2
3

ψ
6D̃iK −8πψ

10 ji = 0. (2.152)
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To solve for ψ and Ṽ i, we employ Equations (2.128) and (2.152), using as free data
the conformal metric γ̃i j, a symmetric-tracefree tensor M̃i j, the trace of the extrinsic
curvature K, and the energy and momentum densities ρ̃ and j̃i. The physical quantities are
reconstructed accordingly:

γi j = ψ
4
γ̃i j,

Ki j = ψ
−10Ãi j +

1
3

γ
i jK,

Ãi j = (L̃Ṽ )i j + M̃i j.

(2.153)

The equations we have derived represent the predominant formulation of constraints in the
York–Lichnerowicz approach.
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2.7 Gauge Conditions

To numerically solve the Einstein field equations, a coordinate system must be selected. In
the analytical sense, due to the differential invariance of general relativity, the choice of
coordinates is entirely arbitrary, and the coordinates themselves have no intrinsic physical
significance. From the perspective of differential manifolds, a spacetime manifold often
requires multiple coordinate systems to cover it. The coordinate systems are connected
through diffeomorphic transformations in their overlapping regions [231, 144]. At the
numerical computation aspect, the impact of coordinate singularities on the stability of
numerical calculations is similar to that of physical singularities. Therefore, at the bound-
aries of the domain of definition of a coordinate system, numerical calculations are not
feasible. A natural idea is to switch to another coordinate system through a diffeomorphic
transformation before the time evolution reaches the boundary of the coordinate domain.
However, two reasons make this impractical in actual operation. One reason is that it is
not possible to distinguish between coordinate singularities 6 and physical singularities in
numerical calculations. Therefore, it is not possible to predict when one is approaching
the boundary of the coordinate domain. The second reason is that the results of numerical
calculations are discrete. It is difficult to calculate the Jacobian matrix required for the
diffeomorphic transformation based on discrete metric functions [64].

In terms of the choice of coordinates, the current approach taken by numerical relativists
is to use a coordinate system that covers the spacetime region of physical interest as much
as possible. Taking the problem of binary black hole merger as an example, the spacetime
region of physical interest includes the space outside the black hole’s apparent horizon and
the time range from the inspiral to the basic end of the ringdown. But the actual problem
is how to set coordinate conditions so that the corresponding coordinates can cover the
entire aforementioned spacetime region [19, 223]. In this section, we will introduce several
slicing and gauge conditions.

6The first manifestation of a coordinate singularity is the divergence of coordinate values. The second
manifestation is the tangency of coordinate lines of different dimensions. The third manifestation is the
intersection of coordinate lines of the same dimension.

Assuming at a coordinate singularity the x1 coordinate diverges, then the other
(

∂

∂xµ

)a
,µ ̸= 1 at that point

become zero, and thus can no longer serve as a coordinate basis. If at the coordinate singularity the x1 and x2

coordinate lines are tangent, then
(

∂

∂x1

)a
and

(
∂

∂x2

)a
are parallel, i.e., linearly related, and therefore can no

longer serve as a coordinate basis. If at the coordinate singularity two x1 coordinate lines intersect, then the(
∂

∂x1

)a
at that point cannot be determined, thus making the coordinate basis nonexistent.
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Geodesic Slicing

The simplest coordinate choice is α = 1,β i = 0. In this case, we have Γµ
00 = 0 and

aµ =Dµ lnα = 0, indicating that the time coordinate lines are exactly geodesics. Therefore,
this coordinate choice is referred to as Geodesic Coordinates, or Gaussian Normal
Coordinates, and it was, in fact, used in the pioneering work of Hahn and Lindquist in the
mid-1960s [106].

Under the geodesic coordinate system, the evolution equations give us

∂tK =−D2
α +α

(
Ki jKi j +4π(ρ +S)

)
+β

iDiK = Ki jKi j +4π(ρ +S)≥ 0,

∂t ln
√

γ =−αK +Diβ
i =−K ≤ 0.

(2.154)

This means that the volume of the coordinate element monotonically decreases over time.
Physically, this is because the time coordinate lines correspond to geodesics, which under
the influence of gravity, approach each other over time and eventually collide. This forms
what we previously discussed as the second type of coordinate singularity. For a spherical
star or black hole, all spatial coordinates converge towards the center.

Maximal Slicing

Based on the experience of the above coordinate selection, we intuitively require that the
time coordinate lines maintain a fixed distance, that is, the volume of the coordinate unit
does not change over time. Based on this idea, a coordinate choice with K = 0 has been
proposed. In Riemannian geometry, a Riemannian surface with K = 0 is the surface with
the maximum volume among surfaces with the same area. Therefore, such a coordinate
choice is referred to as the Maximal Slicing Coordinate.

The maximal slicing condition is expressed as

K = 0. (2.155)

Utilizing Equation (2.66), we obtain

D2
α =−∂tK +α[Ki jKi j +4π(ρ +S)]+β

iDiK. (2.156)

Considering maximal slicing coordinate K = 0 and ∂tK = 0, we obtain an elliptic equation:

D2
α = α[Ki jKi j +4π(ρ +S)]. (2.157)
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Utilizing the decomposition method of the extrinsic curvature that we previously discussed,
i.e.,

Ki jKi j = Ãi jÃi j +
1
3

K2 = Ãi jÃi j, (2.158)

we arrive at the final expression:

D2
α = α[Ãi jÃi j +4π(ρ +S)]. (2.159)

Maximal slicing was originally proposed by Lichnerowicz [145] and was discussed
in the classic papers of Smarr and York [211]. Over the years, it has been employed
in numerous numerical simulations across various systems, including black holes, and
remains in use today. Maximal slicing offers several advantageous properties, most notably
its singularity-avoidance feature. For instance, maximal slices in Schwarzschild spacetime
successfully circumvent the spacetime singularity at the areal radius R = 0. In areas where
gravitational fields are strong, the maximal-slicing condition causes the lapse function to
approach near-zero values — a phenomenon known as the lapse’s collapse. As a result,
slices are effectively "held back" from advancing in proper time within these regions, even
while coordinate time t → ∞. However, this approach has drawbacks, including the issue
of grid stretching. Near a black hole, for example, metric coefficients can exhibit variations
across numerous orders of magnitude, complicating the task of adequately resolving these
regions with a sufficient number of grid points in numerical simulations.

Harmonic Slicing

Harmonic coordinate conditions possess the significant property of enabling the Einstein
field equations to be expressed as a series of wave equations, with nonlinear source terms,
for the metric coefficients gµν . Consequently, these conditions have been widely used in
analytical studies of the properties of the Einstein equations.

The harmonic coordinates condition is formulated as

□gxσ = gµν
∇µ∇νxσ = 0. (2.160)

Here we will consider a variation of this condition, called Harmonic Slicing, in which we
set to zero for σ = 0 component (x0 = t),

□gt ≡ ∇µ∇
µt = 0. (2.161)

Utilizing

∇µvµ =
1√
|g|

∂

∂xµ

(√
|g|vµ

)
, (2.162)
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we obtain
1√−g

∂µ(
√−ggµν

∂νt) = 0. (2.163)

Note that gµν∂νt = gµt and
√−g = α

√
γ ,

∂t(α
√

γgtt)+∂i(α
√

γgit) = 0. (2.164)

Given that gtt =− 1
α2 and git = β i

α2 , and multiplying both sides of Equation(2.164) by α2√
γ
,

we obtain
∂tα −β

i
∂iα −α[

1√
γ

∂t
√

γ − 1√
γ

∂i(β
i√

γ)] = 0. (2.165)

The expression inside the square brackets in the equation above is equal to −αK, i.e. 7,

1√
γ

∂t
√

γ − 1√
γ

∂i(β
i√

γ) =−αK. (2.166)

Thus, (2.165) yields an evolution equation for α under the harmonic slicing condition:

(∂t −β
i
∂i)α =−α

2K. (2.167)

The harmonic slicing condition facilitates a significantly more stable numerical evolution
than geodesic slicing. It avoids focusing coordinate observers and, in some instances, per-
mits extended time evolutions. However, it is important to note that harmonic slicing does
not universally ensure well-behaved coordinates in more complex scenarios. Additionally,
it has been observed that the singularity avoidance capabilities of harmonic slicing are less
effective compared to those of maximal slicing.

7Using γ i j on Equation (2.43), we obtain:

γ
i j(∂tγi j) = γ

i j(−2αKi j +Diβ j +D jβi),

∂t lnγ =−2αK +2Diβ
i,

1√
γ

∂t
√

γ =−αK +Diβ
i,

1√
γ

∂t
√

γ =−αK +
1√
γ

∂i(β
i√

γ).
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1+log Slicing

The harmonic slicing condition can be generalized to the form:

(∂t −β
i
∂i)α =−α

2 f (α)K, f (α)> 0, (2.168)

where f (α) is an arbitrary function, known as the Bona-Masso Condition [49]. Consider-
ing the case where β i = 0, and using the relationship between K and

√
γ , i.e.,

1√
γ

∂t
√

γ =−αK +
1√
γ

∂i(β
i√

γ), (2.169)

the Bona-Masso condition can be rewritten as:

∂t ln
√

γ =
∂tα

α f (α)
. (2.170)

We now consider the behavior of the lapse function as the volume elements γ1/2 approach
zero. One scenario is for the lapse α to remain finite as γ1/2 vanishes, indicating that
coordinate time remains finite at the singularity, thereby not avoiding the singularity.

Given that the lapse cannot remain finite at a singularity, we are left with two alterna-
tives: Either the lapse becomes zero at the singularity or it becomes zero before reaching
the singularity. The latter case implies that the time slices will cease progressing a finite
coordinate time before encountering the singularity, a phenomenon we refer to as strong
singularity avoidance. Conversely, if the lapse becomes zero precisely at the singularity,
the integrated coordinate time could be either finite or infinite, depending on how rapidly
α approaches zero. We define a slicing as marginally singularity avoiding if the singularity
is reached only after an infinite amount of coordinate time.

To determine the conditions under which strong or marginal singularity avoidance can
occur, we need to examine the behavior of the function f (α) as we approach the singularity.
For this analysis, we assume that as α approaches zero, the function f (α) follows a power
law:

f (α) = Aα
n (2.171)

where A > 0 and n are constants.

For n = 0, ∫
∂tα

α f (α)
= lnα

1/A. (2.172)
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This implies the following relationship:

√
γ ∼ α

1/A ⇒ α ∼ γ
A/2. (2.173)

It becomes evident that, in this case, both α and γ1/2 vanish simultaneously.

For n ̸= 0, ∫
∂tα

α f (α)
=− 1

nAαn . (2.174)

This leads to the expression:

γ
1/2 ∼ exp

(
− 1

nAαn

)
. (2.175)

From this, we can infer that for n < 0, the volume elements remain finite as the lapse
approaches zero, indicating strong singularity avoidance for this scenario. Notably, the
1+ log family of slicing conditions f (α) = N/α corresponds to n =−1, suggesting that
it is singularity avoiding in a strong sense. This explains its practical resemblance to
maximal slicing. Conversely, if n > 0, both the lapse and the volume elements vanish
simultaneously, implying that at best, we can achieve only marginal singularity avoidance.

The precise implementation of the 1+ log slicing condition in our work is achieved by
selecting f (α) = 2

α
, as demonstrated in

(∂t −β
i
∂i)α =−2αK. (2.176)

Applying (2.166) and setting β i = 0, the equation simplifies to

∂tα = ∂t lnγ. (2.177)

Integrating (2.177) yields
α = lnγ +C, (2.178)

where C is an integration constant. By setting C = 1, we obtain

α = 1+ lnγ. (2.179)

The 1+log Slicing, as an Algebraic Slicing Condition [223], possesses the advantages
of being exceptionally simple to implement and rapid to solve. Additionally, it has been
demonstrated to exhibit stronger singularity avoidance properties compared to harmonic
slicing.
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Minimal Distortion Shift Condition

The distortion tensor, denoted as Σi j, is formally defined by the equation:

Σi j ≡ ∂tγi j −
1
3
(γkl

∂tγkl)γi j. (2.180)

This tensor specifically quantifies the shear change in volume elements.
We will now proceed to decompose the tensor into two distinct components: a longitu-

dinal part and a transverse-traceless (TT) part.

Σi j = (LX)i j +Σ
T T
i j , (2.181)

where ΣT T
i j represents the transverse-traceless component, satisfying D jΣT T

i j = 0, and

(LX)i j ≡ DiX j +D jXi −
2
3

DkXk
γi j. (2.182)

The vector field X is intrinsically linked to the divergence of the tensor Σi j, as ex-
pressed by the equation D j(LX)i j = D jΣi j. This connection allows for the interpretation
of the transverse-traceless (TT) part as being directly associated with the dynamics of the
gravitational field. Conversely, the longitudinal part, attributable to the variation in the
metric tensor γi j, emerges due to coordinate changes from the hypersurface Σt to Σt+δ t .

This longitudinal component encapsulates three degrees of freedom, represented by the
three components of the vector X . By employing a strategic choice of coordinates, denoted
as
(
xi), it is possible to set this longitudinal part to zero. A coordinate system in which the

condition X = 0 is satisfied is referred to as Minimal Distortion Coordinates, a concept
introduced by Smarr and York in 1978 [211, 212].

By imposing the condition X = 0, we arrive at the following significant result:

D j
Σi j = 0. (2.183)

A straightforward computation yields:

Σi j ≡ ∂tγi j −
1
3
(γkl

∂tγkl)γi j

= (−2αKi j +Diβ j +D jβi)−
2
3
(Dkβ

k −αK)γi j

=−2α(Ai j +
1
3

Kγi j)+Diβ j +D jβi −
2
3
(Dkβ

k −αK)γi j

=−2αAi j +(Lβ )i j
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which implies:
Σ

i j =−2αAi j +(Lβ )i j. (2.184)

Combining Equations (2.183) and (2.184), we derive:

−2αD jAi j −2Ai jD jα +D j(Lβ )i j = 0. (2.185)

Considering the momentum constraint:

D j(Ki j − γ
i jK) = 8π ji,

D j(Ai j +
1
3

Kγ
i j − γ

i jK) = 8π ji,

D jAi j = 8π ji +
2
3

DiK,

and
D j(Lβ )i j = D jD j

β
i +

1
3

DiD jβ
j +Ri

jβ
j, (2.186)

we ultimately obtain:

D jD j
β

i +
1
3

DiD jβ
j +Ri

jβ
j = 16πα ji +

4
3

αDiK +2Ai jD jα. (2.187)

This represents the elliptic equation governing the shift vector, which must be solved to
ensure the enforcement of minimal distortion.

Moving Puncture Gauge

Elevating the shift vector β i to the status of an evolution variable offers a more compu-
tationally efficient approach than solving a set of elliptic partial differential equations
(PDEs). A common strategy is to transform the elliptic PDEs governing β i into hyperbolic
equations. This is achieved by adding a second-order time derivative term ∂ 2

t β i and an
artificial damping term, parameterized by η . Consequently, this modified equation takes
the form of a damped wave equation, which is designed to eliminate any component of
β i that fails to satisfy D jΣi j = 0. Here, we introduce an effective approach known as the
Gamma-Driver [24].

106



2.7 Gauge Conditions

Here, we adopt the form from [182],

∂tβ
i = b1β

k
∂kβ

i +b2Bi,

∂tBi = b1

(
β

k
∂kBi −β

k
∂kΓ̃

i
)
+∂t Γ̃

i −ηBi,

(2.188)

where Bi represents an auxiliary vector field and b1, b2 and η are specifiable parameters.
For the CCZ4 formalism the Γ̃i should be replaced by Γ̂i.

Next, we will discuss the choice of parameters.

For b1

For the advection parameter, setting b1 = 0 disables the advection terms, resulting in a
non-shifting shift, while b1 = 1 includes them, leading to a shifting shift. A linear mode
analysis comparing different variants of the Gamma driver shift condition was conducted
by van Meter, Baker, Koppitz, and Choi [227], who found that b1 = 1 was the better option.
However, in practice, there is little difference between the variants, so we typically choose
b1 = 1.

For b2

For b2, the conventional choice is b2 = 3/4, which appears to originate from [24], as
this value makes the longitudinal speed of the shift equal to the speed of light when α = 1.
In the Z4 formulation [25] notes that b2 = 3/4 can lead to weak hyperbolicity when α ∼ 1;
thus, [38] suggests using b2 = 1. However, b2 = 3/4 generally works well in practice for
CCZ4, and this is the value we will use.

For η

Examining the form in Equation (2.188), we see that the final term acts as a damping
term, meaning that η controls the decay timescale. Dimensional analysis reveals that
[η ] = L−1. Typically, for a spacetime with ADM mass M, we choose η ∼ 1/M. However,
in some scenarios, such as black hole binaries with small mass ratios, it can be advantageous
to allow η to vary in space and time [185]. After the gauge has settled, the coordinate size
of the black hole horizon tends to increase as η increases, as shown in [60]. Empirically, for
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comparable mass black-hole binaries, simulations are reasonably robust against variations
in η within an order of magnitude. However, if η is chosen too small, much less than 1/M,
the simulation can become unstable. Conversely, if η is too large, much greater than 1/M,
slice-stretching effects can occur.

In numerous numerical simulations, the combination of the 1+log slicing condition for
the lapse and a Gamma-driver condition for the shift has been extensively employed. This
setup, commonly referred to as the Moving-Puncture Gauge, is highly favored for its
remarkable effectiveness.

In 2006, the moving puncture gauge enabled the first successful simulation of a
black-hole binary [63] in the BSSN formalism without the use of excision. In 2012, the
first simulations of black-hole binaries using constraint damping schemes in the moving
puncture gauge, such as CCZ4 [25] and Z4c [115], were achieved. We have also adopted
this method in our forthcoming research focused on boson stars.
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Chapter 3

Overview of Boson Stars

3.1 Introduction

The idea of bosonic stars dates back to Wheeler’s 1955 study of gravitational-electromagnetic
entities or Geons [233]. By generalising from real to complex-valued fundamental fields,
it is even possible to obtain genuinely stationary solutions to the Einstein-matter equations.
First established for spin 0 or scalar fields [89, 129, 189], this idea has more recently been
extended to spin 1 or vector (aka Proca 1) fields [56] as well as wider classes of scalar
boson stars [21, 67]. In the wake of the dramatic progress of numerical relativity in the
simulations of black holes [179, 63, 33] (see [214] for a review), the modelling of boson
stars and binary systems involving boson stars has rapidly gathered pace.

The first boson star models computed in the 1960s consisted of a massive but non-
interacting complex scalar field ϕ . This class of stationary boson stars, commonly referred
to as Mini-Boson Stars, consists of a one parameter family of ground-state solutions
characterised by the central scalar-field amplitude that reveals a stability structure analogous
to that of Tolman-Oppenheimer-Volkoff [224, 167] stars: a stable and an unstable branch of
ground-state solutions are separated by the configuration with maximal mass [54, 98, 196].
For each ground-state model, there furthermore exists a countable hierarchy of excited
states with n > 0 nodes in the scalar profile [140, 124, 147]. Numerical evolutions of
these excited boson stars demonstrate their unstable character, but also reveal significant
variation in the instability time scales [34].

Whereas mini-boson star models are limited in terms of their maximum compactness,
self-interacting scalar fields can result in significantly more compact stars, even denser
than neutron stars [72, 138, 195, 108]. This raises the intriguing question whether com-

1Even though the term boson star generally applies to compact objects formed of any bosonic fields, it is
often used to specifically denote stars made up of a Scalar field. Stars composed of vector fields, in contrast,
are most commonly referred to as Proca stars. Unless specified otherwise, we shall accordingly assume the
term boson star to imply scalar-field matter.
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pact boson star binaries may reveal themselves through characteristic gravitational wave
emission analogous to that from black holes or neutron stars [62]. Recent studies conclude
that this may well be within the grasp of next-generation gravitational wave detectors and,
in the case of favourable events, even with advanced LIGO [200, 82, 225].
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3.2 Formalism

The boson stars under consideration consist of a complex Klein-Gordon scalar field,
denoted as ϕ , which is minimally coupled to gravity. The associated action combines the
Einstein-Hilbert action for the vacuum and the matter action in curved spacetime:

S =
∫

M
[LEH +LM]

√−gd4x, (3.1)

where

LEH =
c4

16πG
R (3.2)

represents the Einstein-Hilbert vacuum action, and

LM =−1
2

gµν
∇µ ϕ̄∇νϕ − 1

2
V (|ϕ|2) (3.3)

is the matter action. Here, ϕ̄ denotes the complex conjugate of the complex scalar field
ϕ , and V (|ϕ|2) is the potential, which depends solely on the magnitude of the scalar field,
reflecting the U(1) symmetry of the field in the complex plane.

Varying the action with respect to the metric and the scalar field yields the Einstein
field equations and the Klein-Gordon equation in curved spacetime, respectively.

Rµν −
1
2

Rgµν =
8πG
c4 Tµν , (3.4)

gµν
∇µ∇νϕ =

∂V
∂ |ϕ|2 ϕ, (3.5)

where
Tµν =

1
2

∇µ ϕ̄∇νϕ +
1
2

∇ν ϕ̄∇µϕ − 1
2

gµν

[
gαβ

∇α ϕ̄∇β ϕ +V
]
. (3.6)

By applying gµν to equation (3.4), the following formula can be derived:

Rµν = 8πG
(

Tµν −
1
2

gµνT
)

(3.7)

where T ≡ gµνTµν .
In BSSN/CCZ4 formalism, the corresponding ρ , jα , Sαβ are:

ρ = Tµνnµnν , jα =−γ
ν

αTµνnµ , Sαβ = γ
µ

αγ
ν

β Tµν , γ
µ

α = δ
µ

α +nµnα . (3.8)

Defining, in analogy to the extrinsic curvature,

Π =− 1
2α

(∂tϕ −β
m

∂mϕ) ⇔ ∂tϕ = β
m

∂mϕ −2αΠ , (3.9)
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we obtain

ρ = 2ΠΠ̄+
1
2

∂
m

ϕ̄ ∂mϕ +
1
2

V , S+ρ = 8Π̄Π−V ,

ji = Π̄∂iϕ +Π∂iϕ̄ ,

Si j = ∂(iϕ̄∂ j)ϕ − 1
2

γi j
(
γ

mn
∂mϕ̄ ∂nϕ −4Π̄Π+V

)
.

The evolution of the scalar field according to Equation (3.5) in terms of our 3+1 variables
is given by Equation (3.9) and

∂tΠ = β
m

∂mΠ+α

[
ΠK +

1
2

V ′
ϕ +

1
4

γ̃
mn (

∂mϕ∂nχ −2χD̃mD̃nϕ
)]

− 1
2

χγ̃
mn

∂mϕ∂nα ,

(3.10)
where V ′ = dV/d

(
|ϕ|2

)
.

Finally, we evolve the gauge variables α and β i using the 1+log slicing and the Γ-driver
condition, commonly known as the moving puncture conditions,

∂tα = β
m

∂mα −2αK , ∂tβ
i = β

m
∂mβ

i +
3
4

Bi , ∂tBi = β
m

∂mBi +∂t Γ̃
i −ηBi , (3.11)

where η is a constant we typically set to Mη ≈ 1 in units of the ADM mass M.
Additionally to the BSSN/CCZ4 evolution equations, the Einstein equations also imply

four equations that do not contain time derivatives, the Hamiltonian and momentum
constraints. While the constraints are preserved under time evolution in the continuum
limit, some level of violations is inevitable due to numerical noise or imperfections of the
initial data.
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3.3 Mini-Boson Stars

The potential for Mini-Boson Stars is given by

Vmin = µ
2|ϕ|2 , (3.12)

where µ denotes the mass of the scalar field.
The initial data for our time evolution are based on single stationary boson star solutions

in spherical symmetry. Using spherical polar coordinates, areal radius and polar slicing,
the line element can be written as

ds2 =−e2Φdt2 +

(
1− 2m

r

)−1

dr2 + r2 ( dθ
2 + sin2

θdφ
2) (3.13)

where Φ and m are functions of r only. It turns out convenient to express the complex
scalar field in terms of amplitude and frequency,

ϕ(t,r) = A(r)eiωt , (3.14)

where ω = const ∈ R.
At this point, our configurations are characterised by two scales, the scalar mass µ

and the gravitational constant2 G. In the following, we absorb µ and G by rescaling all
dimensional variables according to

t̂ = µt , r̂ = µr , m̂ = µm , Â =
√

GA , ω̂ = ω/µ ; (3.15)

note that µ has the dimension of a frequency or wave number and
√

G is an inverse mass.
Using the Planck mass MPl = 1/

√
G = 1.221×1019 GeV, we can restore SI units from the

dimensionless numerical variables according to

r = r̂×
(

µ

1.937×10−10 eV

)−1

km , ω = ω̂ × µ

6.582×10−16 eV
Hz , A = ÂMPl ,

and likewise for other variables. The rescaled version of the potential (3.12) is given by
V̂min = Â2. Next, we aim to reduce these equations to a first-order system by introducing

η̂ ≡
(

1− 2m̂
r̂

)1/2

∂r̂Â. (3.16)

2Or, equivalently, the Planck mass MPl =
√

ℏc/G = 1/
√

G for ℏ= c = 1.
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In terms of the rescaled variables, the Einstein-Klein-Gordon equations in spherical
symmetry become

∂r̂Φ =
m̂

r̂(r̂−2m̂)
+2π r̂

(
η̂

2 + ω̂
2e−2ΦÂ2 −V̂

)
,

∂r̂m̂ = 2π r̂2 (
η̂

2 + ω̂
2e−2ΦÂ2 +V̂

)
,

∂r̂Â =

(
1− 2m̂

r̂

)−1/2

η̂ ,

∂r̂η̂ =−2
η̂

r̂
− η̂∂r̂Φ+

(
1− 2m̂

r̂

)−1/2 (
V̂ ′− ω̂

2e−2Φ
)

Â with V̂ ′ =
dV̂

d(Â)2
.

(3.17)

By regularity, we have the following boundary conditions at the origin r̂ = 0 and at
infinity,

Â(0) = Âctr ∈ R+ , m̂(0) = 0 , η̂(0) = 0 , Φ(∞) = 0 , Â(∞) = 0 . (3.18)

This two-point-boundary-value problem has two free parameters, the central amplitude
Âctr and the frequency ω̂ . For a given value Âctr, however, only a discrete (albeit infinite)
number of frequency values ω̂ will result in models with Â(∞) = 0; all other frequencies
lead to an exponentially divergent scalar field as r → ∞. We obtain these solutions
through a shooting algorithm, starting with the integration of Equations (3.17) outwards
for Â(0) = Âctr specified, Φ(0) = 1, and our initial guess ω̂ = 1 [113].

Unlike other celestial bodies with well-defined boundaries, a boson star does not have
a clear boundary. Therefore, it is necessary to define a mass and radius for a boson star.

In this thesis, we define the radius of a boson star using the areal radius r̂99, which
contains 99% of the ADM mass. The 99% ADM mass contained within this radius is
defined as the mass of the boson star. Using the radius and mass, we can further define the
compactness as follows:

C ≡ GM
R

. (3.19)

Figures 3.1 and 3.2 present numerical solutions for mini-boson stars. In Figure 3.1,
the x-axis represents the central amplitude, and the y-axis represents the mass, with the
maximum mass reaching approximately 0.633 M2

Plm
−1 at a central amplitude of around

0.075 MPl. In Figure 3.2, the x-axis denotes the radius, and the y-axis denotes the mass,
showing a maximum mass of about 0.633 M2

Plm
−1 at a radius of approximately 7.953 m−1.

We will further demonstrate that when the σ value of a soliton is large, the results tend
to converge with those of mini-boson stars.
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3.3 Mini-Boson Stars

Fig. 3.1 This graph shows the numerical solution for mini-boson stars. In the graph, the
x-axis represents the central amplitude and the y-axis represents mass. According to the
results, the maximum mass is about 0.633 M2

Plm
−1, occurring at a central amplitude of

approximately 0.075 MPl.

Fig. 3.2 This diagram represents the numerical solution for mini-boson stars. In the
diagram, the x-axis indicates the radius, and the y-axis indicates mass. The results show
that the maximum mass is approximately 0.633 M2

Plm
−1, corresponding to a radius of

about 7.953 m−1.
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3.4 Solitonic Boson Stars

Fig. 3.3 This diagram illustrates the relationship between the mass of solitons and their
central amplitude. There are five curves representing different values of σ/MPl: 0.20
(blue), 0.25 (orange), 0.30 (green), 0.35 (red), and 0.40 (purple).

3.4 Solitonic Boson Stars

Solitonic Boson Stars (Solitons) represent solutions in the presence of gravity with the
potential given by

Vsol = µ
2|ϕ|2

(
1−2

|ϕ|2
σ2

)2

. (3.20)

Here, µ denotes the mass of the scalar field, and σ describes the self-interaction in the
solitonic potential, which can result in highly compact stars [138]. Note that Vsol →Vmin in
the limit σ → ∞. Using the methods mentioned above, we can obtain a numerical solution
for solitonic boson stars.

We begin by focusing on the low σ case 3, where σ/MPl ≤ 0.4. Figure 3.3 shows
the relationship between the central amplitude (x-axis) and the mass (y-axis) of solitons.
The range of central amplitude goes from 0.01 MPl to 0.40 MPl. The figure displays five
distinct curves, each representing solitons with different σ values, distinguished by colors.
Furthermore, each curve exhibits unique behavior, suggesting that the mass of solitons
changes non-linearly with their central amplitude and this variation depends on the σ value.
Typically, the curves show that for a given σ , as the central amplitude increases, the mass
of the soliton initially increases to a peak and then decreases, with peak masses varying

3σ is measured in units of MPl.
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3.4 Solitonic Boson Stars

Fig. 3.4 The graph depicts the relationship between the mass of solitons and their radius R.
There are five curves representing different values of σ/MPl: 0.20 (blue), 0.25 (orange),
0.30 (green), 0.35 (red), and 0.40 (purple).

Fig. 3.5 This diagram illustrates the relationship between the mass of solitons and their
central amplitude. There are five curves representing different higher values of σ/MPl:
0.4 (blue), 0.5 (orange), 1.0 (green), 2.0 (red), 20 (purple) and 200 (brown).
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3.4 Solitonic Boson Stars

Fig. 3.6 The graph depicts the relationship between the mass of solitons and their radius
R. There are five curves representing different higher values of σ/MPl: 0.4 (blue), 0.5
(orange), 1.0 (green), 2.0 (red), 20 (purple) and 200 (brown).

for different σ values, and for σ/MPl = 0.30,0.25, and 0.20, we can see that there are two
bumps. Moreover, as σ decreases, the second bump (corresponding to the larger central
amplitude) becomes larger, especially the blue curve (σ/MPl = 0.20), which has a higher
and more pronounced peak. A similar Figure 3.4 shows the relationship between the radius
(x-axis) and the mass (y-axis) of solitons. Each curve displays the unique behavior of the
soliton mass as the radius changes. For lower σ values (σ/MPl = 0.20,0.25,0.30), the
curves begin with the mass rising rapidly to a peak, after which the mass decreases as the
radius increases. The blue curve (σ/MPl = 0.20) rises to a very high peak at a small radius
and then the mass drops sharply, and it also has the largest mass peak. The peaks of the
other curves are more gradual and occur at different radii.

Figures 3.5 and 3.6 demonstrate the cases for higher σ values. As previously men-
tioned, for high σ solitons, their behavior begins to closely resemble that of mini-boson
Stars. Particularly for σ/MPl = 200, a comparison between Figures 3.5 and 3.1 reveals
that the maximum mass is the same at 0.633 M2

Plm
−1, to three decimal places, and the

corresponding central amplitude is 0.075 MPl. Similarly, comparing Figures 3.6 and 3.2,
we observe the same mass (to three decimal places) and they both correspond to the same
radius (to three decimal places).
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3.4 Solitonic Boson Stars

Here, we have not discussed the issue of stability, which does not mean that stability
is not important. On the contrary, stability plays a very important role in our subsequent
research, so we will discuss it in a more appropriate chapter later on.
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3.5 Oscillatons

For a real scalar field, although there are no time-independent solutions, non-singular,
time-dependent solutions can still be found if the time-independent condition is relaxed.
These solutions are known as Oscillatons [198].

We consider the Einstein-Klein-Gordon system and set the ansatz for the metric in the
following form

ds2 =−α
2dt2 +a2dr2 + r2 (dθ

2 + sin2(θ)dϕ
2) (3.21)

where α(r, t) is the lapse function and a(r, t) is the radial metric function. To find equilib-
rium configurations, we expand both metric components:

A(r, t)≡ a2, C(r, t)≡ (a/α)2 (3.22)

and the real scalar field φ(r, t) as a truncated Fourier series

φ(r, t) =
jmax

∑
j=1

φ2 j−1(r)cos([2 j−1]ωt),

A(r, t) =
jmax

∑
j=0

A2 j(r)cos(2 jωt),

C(r, t) =
jmax

∑
j=0

C2 j(r)cos(2 jωt),

(3.23)

where ω is the fundamental frequency and jmax is the mode at which the Fourier series are
truncated.

According to the research [226, 22], the scalar field consists only of odd components,
while the metric terms consist only of even ones. Solutions are obtained by substituting
the expansions above into the Einstein-Klein-Gordon system. By matching terms of the
same frequency, the system of equations reduces to a set of coupled ODEs. The boundary
conditions require regularity at the origin and asymptotic flatness at large radii. These
form an eigenvalue problem for the coefficients φ2 j−1(r = 0), A2 j(r = 0), and C2 j(r = 0),
corresponding to a given central value φ1(r = 0). As pointed out in [226], the frequency ω

is determined by the coefficient C0(∞) and is therefore called an output value [148].
Although the equations are non-linear, the Fourier series converges quickly, so a

relatively small jmax usually suffices. However, it should be noted that jmax also affects
the degree to which the Hamiltonian and momentum constraints are violated in the initial
condition approximation. Only sufficiently high jmax values can ensure that these constraint
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3.5 Oscillatons

violations are minimized. For the practical application values of jmax, refer to the appendix
of [111].

The stability of Oscillatons is discussed in detail in [22]. In summary, the stability
behavior of Oscillatons has many similarities with that of mini-boson stars.
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3.6 Gravitational Cooling

Although we have found solutions for boson stars, this does not mean that such objects
can actually form in the universe. This work was first studied in the work of E.Seidel
and W.-M.Suen. In their study [199], they show that there is a dissipationless cooling
mechanism which efficiently leads to the formation of compact bosonic objects. They refer
to this mechanism as gravitational cooling.

The results for the evolution of a massive complex scalar field with mini-boson star
potential (3.12) are shown in Figure 3.7. The initial configuration is a Gaussian distribution.
Darker areas represent higher field strength. We observe that the field collapses and settles
down into a bound state by ejecting part of itself with each bounce. The ejected "scalar
radiation" appears as black strips in the upper right-hand corner. As time progresses, the
ejection becomes less energetic, and the strips become more vertical as they are emitted
with lower speed. By approximately t = 4000 m−1, the system settles into a perturbed
boson star.

To contrast the formation process for a massive scalar field, Figure 3.8 shows the
evolution of a massless complex scalar field with the same initial conditions. The field
collapses, rebounds, and completely disperses to infinity. No nonsingular self-gravitating
solitonic object can be formed with a massless Klein-Gordon scalar field. This implies that
an initial collapse does not necessarily lead to the formation of a compact object.

Finally, Figure 3.9 shows the evolution of a real scalar field with similar initial data
4. The gravitational cooling process is the same. The difference is that the final state
has intrinsic oscillations, meaning it is an oscillaton instead of a boson star. For further
discussions specifically on the formation of Axion stars, see [234].

Although these evolutions assumed spherical symmetry, which excludes important
processes such as fragmentation or pancake formation, they demonstrate the feasibility of
the formation mechanism. Scalar field clouds will collapse under their own self-gravity
while shedding excess kinetic energy. The results also confirm the importance of the mass
term in the potential. When the mass term is removed in simulations, the field collapses,
rebounds, and completely disperses to infinity, preventing the formation of any compact
object.

In subsequent studies, a similar gravitational cooling mechanism has been found in
other types of boson stars, including Proca stars [83] and Fermion-boson stars [81].

4A subtle difference is that here φ̇ = 0, whereas in the previous two examples φ̇ = 0.9iφ . For more
details, see [199].
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Fig. 3.7 The evolution of r2ρ for a massive, self-gravitating complex scalar field is shown.
Due to self-gravitation, the field rapidly collapses, forming a perturbed boson star at the
center, settling down by gravitational cooling. Reproduced from [199], copyright by APS.

Fig. 3.8 The evolution of the energy density ρ for a massless, self-gravitating complex
scalar field is shown. For a massless field, no boson star can form. Reproduced from [199],
copyright by APS.
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3.6 Gravitational Cooling

Fig. 3.9 The evolution of r2ρ for a massive, self-gravitating real scalar field is shown. The
results are similar to those obtained with a complex scalar field. Reproduced from [199],
copyright by APS.
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3.7 Critical Phenomena in Gravitational Collapse

Consider the initial energy distribution and observe its evolution: there are typically three
possible outcomes [148].

1. If the gravitational influence of the energy is weak, it will disperse to increasingly
larger distances.

2. If the form of the energy supports it, some of the energy will condense into a
stationary state.

3. If the energy is substantial, it may concentrate and form a black hole.

For the case of black hole formation in the third point, adjust a parameter p of the
initial data to the threshold of black hole formation, and compare the resulting spacetimes
as a function of p. The following critical phenomena would be observed [102, 148]:

• Near the threshold, black holes with arbitrarily small masses can be created, and the
black hole mass M scales as

M ∝ (p− p∗)
γ ,

where p parameterizes the initial data and black holes form for p > p∗.

• The critical exponent γ is universal with respect to initial data, meaning it is inde-
pendent of the particular one-parameter family, although it depends on the type of
collapsing matter.

• Similar to phase transitions, one can categorize two types of transitions: Type II,
where the black hole mass varies continuously, and Type I, where the black hole
mass varies discontinuously.

• In the region of large curvature before black hole formation, the spacetime ap-
proaches a self-similar solution, known as the critical solution, which is also universal
with respect to initial data.

Critical phenomena were discovered by Choptuik. In his seminal work [68], Choptuik
studied a real massless scalar field and numerically evolved various initial configurations,
resulting in either dispersion or black hole formation. By parameterizing these initial
configurations, for example by the amplitude of an initial pulse p, and tuning this parameter,
he was able to study the threshold for black hole formation and identify critical behavior.
His numerical work indicated that with continued tuning, it was possible to produce black
holes of arbitrarily small mass. This behavior is similar to a Type II phase transition, where
the black hole mass acts as an order parameter.
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After that, Hawley and Choptuik [109] began their evolutions with boson star solutions
and perturbed them both dynamically and gravitationally. They included a distinct, free,
massless, real scalar field in their system that couples to the boson star purely through its
gravity. The initial data consisted of a boson star surrounded by a distant shell of real scalar
field, parameterized by the amplitude of the shell. For small perturbations, the boson star
oscillated around an unstable boson star before settling into a low-mass, stable solution.
For large perturbations, the real scalar field compressed the initial star, and after oscillating
around an unstable boson star, the complex field collapsed into a black hole. By tuning
the initial perturbation, they found a longer-lived unstable boson star, which served as the
critical solution. The survival time τ follows a power law in terms of the distance from
criticality |p− p∗|,

τ ∝ γ ln |p− p∗| (3.24)

where γ is a real constant that depends on the characteristic instability rate of the particular
unstable boson star approached in the critical regime.

Jimenez-Vazquez and Alcubierre [126] investigated a system using a Gaussian pulse as
initial data and found that increasing the pulse’s initial width changed the system from Type
II to Type I critical behavior. In similar research, Buchel et al. [61] showed that initial pulse
width determines the system’s fate, with unstable boson stars acting as critical solutions in
the large-width, Type I regime, aligning with findings by Hawley and Choptuik [109].

Boson stars in axisymmetry were initially studied within conformally flat gravity
by Rousseau [186] and later with adaptive mesh refinement by Lai [135] and Lai and
Choptuik [136]. These studies suggested no additional unstable axisymmetric modes or
very slow-growing modes.

Lai [135] also explored critical behavior by colliding boson stars, finding Type I critical
behavior at the black hole formation threshold, and suggesting an unstable boson star as
the critical solution. Similar findings were observed in neutron star collisions [127, 130].

Additionally, gauged stars in spherical symmetry also serve as critical solutions [69,
157].

126



3.8 Boson Stars in Astronomy

3.8 Boson Stars in Astronomy

Gravitational Wave Sources

Gravitational wave astronomy allows us to explore the universe in new ways. We can
now analyze these waves to learn more about boson stars. Key questions include whether
current observations might be from pairs of boson stars instead of black holes, whether we
can observe signals from boson stars, what templates we would need for detection, and if
we can place tight bounds excluding the existence of boson stars [148].

Binary systems are the primary gravitational wave sources for boson stars. Early in the
inspiral phase, the gravitational wave signals from binaries of neutron stars, black holes,
and boson stars are similar [42]. However, during the late inspiral and merger phases,
the internal structure and relative phase of boson stars become crucial in determining the
gravitational wave signature [66, 170, 171].

Supermassive black holes could also be examined to see if they might actually be boson
stars, with gravitational waves potentially distinguishing between the two [39].

Astrophysical Stellar Objects

Boson stars and neutron stars share similarities. For instance, in both types of stars, the
central density plays a crucial role in determining their internal structure. Neutron stars
are modeled using different equations of state, while boson stars are described by varying
scalar field potentials. In practice, boson stars are often used in numerical simulations
instead of neutron stars, as they are easier to evolve [148].

These similarities suggest that some objects classified as neutron stars might actually
be boson stars. It is also possible that many observed stars contain a bosonic component,
either from exotic matter at high densities or dark matter accretion [105]. This idea has
gained interest, with studies attempting to constrain properties of dark matter particles by
analyzing their effects within stars [134].

However, boson stars differ from neutron stars in significant ways. Neutron stars have
a distinct surface where fluid density is discontinuous [101, 104], whereas boson stars
have a smooth scalar field with no distinct surface. Instead, a radius is defined to include a
certain percentage of the stellar mass. This difference could affect how matter accretes
onto these stars.

Dark Matter Candidate

The existence of dark matter has been proposed to explain the galactic rotation curves
in the outer regions of galaxies, where luminous matter is insufficient [187, 188]. Dark
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matter is thought to consist of massive particles with low thermal velocities, known as Cold
Dark Matter (CDM) [174, 50, 47, 169, 176]. Studies on colliding galaxy clusters support
the presence of dark matter in spiral galaxies and galaxy clusters[71, 52]. The success of
the Cold Dark Matter (CDM) model in explaining cosmic microwave background (CMB)
anisotropies also supports this theory [146]. Promising candidates for CDM include
Weakly Interacting Massive Particles (WIMPs) [40] and zero-momentum axions [177, 6,
84, 217, 114, 230]. For more information, see Refs. [92, 151].

However, several problems arise in CDM models when trying to reproduce observed
properties of galaxies. These include the overabundance of small-scale structures (the
"missing satellite" problem) [128, 133, 159], the presence of a central density cusp (the
"cusp" problem) [164, 160, 168, 184], and too many massive dense subhalos compared to
satellites around the Milky Way (the "too big to fail" problem) [51].

One proposed solution to the dark matter puzzle is that dark matter could consist of a
coherent scalar field with long-range correlations, whose quanta are very light particles[116,
210, 125, 191, 137, 175].

Consider, for example, a mini-boson star with a Kaup mass [129]. The mass of such
an object would be similar to that of a galaxy, Mgal ∼ 1012M⊙, if the boson mass is µ ∼
10−22eV. A complex scalar field with self-interaction has also been considered to explain
the large-scale structure of galaxies [178], including the formation of a massive boson
star [137]. The cosmology of complex scalar fields with self-interactions has been assessed,
showing a better fit with data from the CMB and Big Bang nucleosynthesis [141, 142].

Studies suggest that if dark matter consists of bosonic particles, it may accumulate
within neutron stars. These neutron stars would then contain both normal fermionic matter
and a bosonic component. The accumulation of dark matter could potentially lead to the
collapse of neutron stars into black holes [95]. However, this process can be stabilized
through an effective gravitational cooling mechanism [59]. This mechanism explains why
many old neutron stars are observed instead of black holes, thereby placing constraints on
certain models that predict dark matter-induced collapse [88, 120, 53].

Further research indicates that the presence of dark matter can also be inferred from
neutron stars in binary configurations. The accretion of dark matter around these neutron
stars could produce an observable peak in the gravitational wave spectrum, differing from
the features induced by the neutron components themselves [85, 86]. By examining these
characteristic peaks in the gravitational wave spectrum, astronomers can indirectly detect
and study dark matter, particularly bosonic dark matter.
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Chapter 4

Binary Boson Star Initial Data and
Gravitational Afterglow

This chapter comprises two articles. Section 4.1 contains Malaise and Remedy of Binary
Boson-Star Initial Data [113], published in Classical and Quantum Gravity. Section 4.2
features The Gravitational Afterglow of Boson Stars [77], also published in Classical
and Quantum Gravity. In both of these studies, my contribution involved using different
codes to validate the results.

In the Section 4.1, we delve into the numerical simulations of boson-star head-on
collisions to investigate the quality of binary initial data derived from the superposition
of single-star spacetimes. Our findings reveal that evolutions commencing from a mere
superposition of individual boosted boson-star spacetimes are susceptible to substantial
unphysical artifacts. These issues can be mitigated by a simple amendment to the initial data
as proposed in [110] for the collision of oscillatons. Although our attention is particularly
on massive complex scalar field boson star models with a 6th-order-polynomial potential,
we contend that this fragility is a universal feature observable in various types of exotic
compact systems, thus necessitating further investigation [113].

In the Section 4.2, our study pivots to the enduring post-merger gravitational wave
signature following a boson-star binary coalescence. Utilizing the full extent of numerical
relativity, we simulate the post-merger epoch and monitor the gravitational afterglow over
a prolonged duration. We incorporate recent advancements in binary initial data, which
significantly curtail the spurious initial excitements of the scalar field profiles, along with
a metric for the angular momentum that facilitates tracking the entire momentum of the
spatial volume, inclusive of the curvature contribution. A critical discovery is that the
afterglow persists well beyond the spin-down timescale, providing a sustained gravitational
wave afterglow which emits a distinctive signal, potentially differentiating it from other
astrophysical phenomena [77].
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4.1 Malaise and Remedy of Binary Boson Star Initial Data

4.1 Malaise and Remedy of Binary Boson Star Initial Data

In this section, the first main goal is to highlight the significant risk of obtaining spurious
physical results due to the use of overly simplistic initial data constructed by the plain
superposition of single-boson star spacetimes. The second main goal is to demonstrate
how a remarkably simple modification of the superposition procedure, first identified by
Helfer et al. [110] for oscillatons, overcomes most of the issues associated with plain
superposition. Our main findings are summarized as follows.

1. An adjustment of the superposition procedure, given by

γi j = γ
A
i j + γ

B
i j − γ

B
i j
(
xi

A
)
= γ

A
i j + γ

B
i j − γ

A
i j
(
xi

B
)
, (4.1)

results in a significant reduction of the constraint violations inherent to the initial
data; see Figure 4.2.

2. In the head-on collision of mini-boson star binaries with rather low compactness, we
observe a significant drop of the radiated gravitational wave energy with increasing
distance d if we use plain superposition. This physically unexpected dependence
on the initial separation levels off only for rather large d ≳ 150M, where M denotes
the Arnowitt-Deser-Misner (ADM) mass [29]. In contrast, the total radiated energy
computed from the evolution of our adjusted initial data displays the expected
behaviour over the entire studied range 75.5M ≤ d ≤ 176M: a very mild increase in
the radiated energy with d. In the limit of large d ≳ 150M, both types of simulations
agree within numerical uncertainties; see upper panel in Figure 4.5.

3. In collisions of highly compact boson stars with solitonic potentials, the radiated
energy is largely independent of the initial separations for both initial data types,
but for plain superposition we consistently obtain ∼ 10% more radiation than for
the adjusted initial data; see bottom panel in Figure 4.5. Furthermore, we find
plain superposition to result in a slightly faster infall. The most dramatic difference,
however, is the collapse into individual black holes of both boson stars well before
merger if we use plain superposition. No such collapse occurs if we use adjusted
initial data. Rather, these lead to the expected near-constancy of the central scalar-
field amplitude of the boson stars throughout most of the infall; see Figure 4.8.

4. We have verified through evolutions of single boosted boson stars that the premature
collapse into a black hole is closely related to the spurious metric perturbation
(4.3) that arises in the plain superposition procedure. Artificially adding the same
perturbation to a single boson star spacetime induces an unphysical collapse of the
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Model
√

GActr
√

Gσ µMBS ω/µ µr99 max m(r)
r

mini 0.0124 ∞ 0.395 0.971 22.31 0.0249
soli 0.17 0.2 0.713 0.439 3.98 0.222

Table 4.1 Parameters of the two single, spherically symmetric ground state boson star
models employed for our simulations of head-on collisions. Up to the rescaling with the
scalar mass µ , each boson star is determined by the central amplitude Actr of the scalar
field and the potential parameter σ of Equation (3.20). The mass MBS of the boson star,
the scalar field frequency ω , the areal radius r99 containing 99% of the total mass MBS
and the compactness, defined here as the maximal ratio of the mass function to radius,
represent the main features of the stellar model.

boson star that is in qualitative and quantitative agreement with that observed in the
binary evolution starting with plain superposition; see Figure 4.8.

Throughout this work, we use units where the speed of light and Planck’s constant are
set to unity, c = ℏ= 1. We denote spacetime indices by Greek letters running from 0 to 3
and spatial indices by Latin indices running from 1 to 3. The model parameters we use
below are as shown in Table 4.1.

4.1.1 Boson Star Binary Initial Data

The single boson star models constructed according to the procedure of the previous
section are exact solutions of the Einstein equations, affected only by a numerical error
that we can control by increasing the resolution, the size of the computational domain and
the degree of precision of the floating point variable type employed. The construction
of binary initial data is conceptually more challenging due to the non-linear character
of the Einstein equations; the superposition of two individual solutions will, in general,
not constitute a new solution. Instead, such a superposition incurs some violation of the
constraint equations (see Section 2.2). The purpose of this section is to illustrate how
we can substantially reduce the degree of constraint violation with a relatively simple
adjustment in the superposition. Before introducing this "trick", we first summarise the
superposition as it is commonly used in numerical simulations.

Simple Superposition of Boson Stars

The most common configuration involving more than one boson star is a binary system, and
this is the scenario we will describe here. We note, however, that the method generalises
straightforwardly to any number of stars. Let us then consider two individual boson star
solutions with their centres located at xi

A and xi
B, velocities vi

A and vi
B. The two boson

star spacetimes are described by the 3+1 (ADM) variables γA
i j , αA, β i

A and KA
i j , the scalar
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field variables ϕA and ΠA, and likewise for star B. We can construct from these individual
solutions an approximation for a binary boson star system via the pointwise superposition

γi j = γ
A
i j + γ

B
i j −δi j,

Ki j = γm(i

[
KA

j)nγ
nm
A +KB

j)nγ
nm
B

]
,

ϕ = ϕA +ϕB,

Π = ΠA +ΠB.

(4.2)

One could similarly construct a superposition for the lapse α and shift vector β i, but their
values do not affect the physical content of the initial hypersurface. In our simulations we
instead initialise them by α =

√
χ and β i = 0.

A simple superposition approach along the lines of Equation (4.2) has been used in
numerous studies of boson star as well as black hole binaries including higher-dimensional
black holes [171, 170, 204, 166, 172, 216]. For black holes and higher-dimensional space-
times in particular, this leading-order approximation has proved remarkably successful
and in some limits a simple superposition is exact, such as infinite initial separation, in
Brill-Lindquist initial data for non-boosted black holes7 [55] or in the superposition of
Aichelburg-Sexl shockwaves [18] for head-on collisions of black holes at the speed of
light. It has been noted in Helfer et al. [110], however, that this simple construction can
result in spurious low-frequency amplitude modulations in the time evolution of binary
oscillatons (real-scalar-field cousins of boson stars); cf. their Figure 7. Furthermore, they
have proposed a straightforward remedy that essentially eliminates this spurious modu-
lation. As we will see in the next section, the repercussions of the simple superposition
according to Equations (4.2) can be even more dramatic for boson star binaries, but they
can be cured in the same way as in the oscillaton case. We note in this context that boson
stars may be more vulnerable to superposition artefacts near their centres due to the lack
of a horizon and its potentially protective character in the superposition of black holes.

The key problem of the construction (4.2) is the equation for the spatial metric γi j. This
is best illustrated by considering the centre xi

A of star A. In the limit of infinite separation,
the metric field of its companion star B becomes γB

i j → δi j. This is, of course, precisely
the contribution we subtract in the third term on the right-hand-side and all would be
well. In practice, however, the boson stars start from initial positions xi

A and xi
B with finite

7Note that for Brill-Lindquist one superposes the conformal factor ψ rather than ψ4 as in the method
discussed here.
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Highly perturbed star

Possible 
consequences
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Fig. 4.1 Graphical illustration of the spurious dynamics that may be introduced by the
simple superposition procedure (4.2). Upper panel: The spurious increase in the volume
element mimics a squeezing of the stellar core that effects a pulsation of the star or may
even trigger gravitational collapse to a black hole. Lower panel: No such squeezing occurs
with the adjusted superposition (4.4), and the binary evolution starts with approximately
unperturbed stars.

separation d = ||xi
A − xi

B|| and we consequently perturb the metric at star A’s centre by

δγi j = γ
B
i j(x

i
A)−δi j (4.3)

away from its equilibrium value γA
i j (x

i
A). This metric perturbation can be interpreted as a

distortion of the volume element
√

γ at the centre of star A. More specifically, the volume
element at star A’s centre is enhanced by O(1)% for initial separations O(100)M and
likewise for the centre of star B (by symmetry); see appendix A of reference [110] for
more details. The energy density ρ , on the other hand, is barely altered by the presence
of the other star, because of the exponential fall-off of the scalar field. The leading-order
error therefore consists in a small excess mass that has been added to each boson star’s
central region. We graphically illustrate this effect in the upper half of Figure 4.1 together
with some of the possible consequences. As we will see, this qualitative interpretation is
fully borne out by the phenomenology we observe in the binaries’ time evolutions.

Finally, we would like to emphasise that, while evaluating the constraint violations
is in general a good rule of thumb to check whether the field configuration is a solution
of the system, it does not inform one whether it is the intended solution; a system with
some constraint violation may have drifted closer to a different, unintended solution. In
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the present case, in addition to the increased constraint violation, the constructed boson
star solutions possess significant excitations. Thus, while applying a constraint damping
system like conformal Z4 [38, 25] may eventually drive the system to a solution, it may no
longer be what was originally intended to be the initial condition of an unexcited boson
star.

Improved Superposition

The problem of the simple superposition is encapsulated by Equation (4.3) and the resulting
deviation of the volume elements at the stars’ centres away from their equilibrium values.
At the same time, the equation presents us with a concrete recipe to mitigate this error: we
merely need to replace in the simple superposition (4.2) the first relation γi j = γA

i j +γB
i j−δi j

by
γi j = γ

A
i j + γ

B
i j − γ

B
i j(x

i
A) = γ

A
i j + γ

B
i j − γ

A
i j (x

i
B) . (4.4)

The two expressions on the right-hand side are indeed equal thanks to the symmetry of
our binary: its constituents have equal mass, no spin and their velocity components satisfy
vi

Av j
A = vi

Bv j
B for all i, j = 1, 2, 3 in the centre-of-mass frame. Equation (4.4) manifestly

ensures that at positions xi
A and xi

B we now recover the respective star’s equilibrium metric
and, hence, volume element. We graphically illustrate this improvement in the bottom
panel of Figure 4.1.

A minor complication arises from the fact that the resulting spatial metric does not
asymptote towards δi j as R → ∞. We accordingly impose outgoing Sommerfeld boundary
conditions on the asymptotic background metric 2δi j − γA

i j (x
i
B); in a set of test runs,

however, we find this correction to result in very small changes well below the simulation’s
discretisation errors.

Finally, we note that the leading-order correction to the superposition as written in
Equation (4.4) does not work for asymmetric configurations with unequal masses or spins.
Generalising the method to arbitrary binaries requires the subtraction of a spatially varying
term rather than a constant γB

i j(x
i
A) = γA

i j (x
i
B) or δi j. Such a generalisation may consist, for

example, of a weighted sum of the terms γA
i j (x

i
B) and γB

i j(x
i
A). Leaving this generalisation

for future work, we will focus on equal-mass systems in the remainder of this study and
explore the degree of improvement achieved with Equation (4.4).

4.1.2 Models and Results

For our analysis of the two types of superposed initial data, we will now discuss time
evolutions of binary boson star head-on collisions. A head-on collision is characterised by
the two individual boson star models and three further parameters, the initial separation in
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Table 4.2 The four types of boson star binary head-on collisions simulated in this study.
The individual boson stars A and B are given either by the mini or solitonic model of
Table 4.1, and start with initial velocity v directed towards each other. The initial data
is constructed either by plain superposition (4.2) or by adjusting the superposed data
according to Equation (4.4). For each type of binary, we perform five collisions with initial
separations d listed in the final column.

Label star A star B v initial data d/M
mini mini mini 0.1 plain 75.5, 101, 126, 151, 176

+mini mini mini 0.1 adjusted 75.5, 101, 126, 151, 176
soli soli soli 0.1 plain 16.7, 22.3, 27.9, 33.5, 39.1

+soli soli soli 0.1 adjusted 16.7, 22.3, 27.9, 33.5, 39.1

units of the ADM mass, d/M, and the initial velocities vA and vB of the boson stars. We
perform all our simulations in the centre-of-mass frame, so that for equal-mass binaries,
vA =−vB =: v. One additional parameter arises from the type of superposition used for
the initial data construction: we either use the "plain" superposition of Equation (4.2) or
the "adjusted" method (4.4).

For all our simulations, we set v = 0.1; this value allows us to cover a wide range
of initial separations without the simulations becoming prohibitively long. The boson
star binary configurations summarised in Table 4.2 then result in four sequences of head-
on collisions labelled mini, +mini, soli and +soli, depending in the nature of the
constituent boson stars and the superposition method. For each sequence, we vary the
boson stars initial separation d to estimate the dependence of the outcome on d. First,
however, we test our interpretation of the improved superposition (4.4) by computing the
level of constraint violations in the initial data.

Initial Constraint Violations

As discussed in Section 4.1.1 and in Appendix A of reference [110], the main shortcoming
of the plain superposition procedure consists in the distortion of the volume element near
the individual boson stars’ centres and the resulting perturbation of the mass-energy inside
the stars away from their equilibrium values. If this interpretation is correct, we would
expect this effect to manifest itself in an elevated level of violation of the Hamiltonian
constraint which relates the energy density to the spacetime curvature. Put the other way
round, we would expect our improved method (4.4) to reduce the Hamiltonian constraint
violation. This is indeed the case as demonstrated in the upper panels of Figure 4.2 where
we plot the Hamiltonian constraint violation of the initial data along the collision axis
for the configurations mini and +mini with d = 101M and the configurations soli and
+soli with d = 22.3M.
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Fig. 4.2 Upper row: The Hamiltonian constraint violation H normalised by the respective
boson star’s central energy density 16πρctr is plotted along the collision axis of the binary
configurations mini, +mini with d = 101M (left) and soli, +soli with d = 22.3M
(right). The degree of violations is substantially reduced in the boson star interior by using
the improved superposition (4.4) for +mini and +soli relative to their plain counterparts;
the maxima of H have dropped by over an order of magnitude in both cases. Bottom
row: The same analysis for the momentum constraint Mx normalised by the central boson
star’s momentum density 8π jx. Here the improvement is less dramatic, but still yields a
reduction by a factor of a few in the boson star core.
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In the limit of zero boost velocity v = 0, this effect is even tractable through an analytic
calculation which confirms that the improved superposition (4.4) ensures H = 0 at the
boson star’s centres in isotropic coordinate; see [113] for more details.

Our adjustment (4.4) also leads to a reduction of the momentum constraint violations
of the initial data, although the effect is less dramatic here. The bottom panels of Figure 4.2
display the momentum constraint Mx along the collision axis normalised by the momentum
density 8π jx; we see a reduction by a factor of a few over large parts of the boson star
interior for the modified data +mini and +soli.

The overall degree of initial constraint violations is rather small in all cases, well
below 0.1% for our adjusted data. These data should therefore also provide a significantly
improved initial guess for a full constraint solving procedure. We leave such an analysis
for future work and in the remainder of the work explore the impact of the adjustment (4.4)
on the physical results obtained from the initial data’s time evolutions.

Convergence and Numerical Uncertainties

In order to put any differences in the time evolutions into context, we need to understand
the uncertainties inherent to our numerical simulations. For this purpose, we have studied
the convergence of the gravitational wave radiation generated by the head-on collisions of
mini and solitonic boson stars.

Figure 4.3 displays the convergence of the radiated energy Erad as a function of time
for the +mini configuration with d = 101M of Table 4.1 obtained for grid resolutions
h1 = M/6.35, h2 = M/9.53 and h3 = M/12.70 on the innermost refinement level and
corresponding grid spacings on the other levels. The functions Erad(t) and their differences
are shown in the bottom and top panel, respectively, of Figure 4.3 together with an
amplification of the high-resolution differences by the factor Q2 = 2.86 for second-order
convergence. The observation of second-order convergence is compatible with the second-
order ingredients of the LEAN code, prolongation in time and the outgoing radiation
boundary conditions. We believe that this dominance is mainly due to the smooth behaviour
of the boson star centre as compared with the case of black holes [117]. By using the
second-order Richardson extrapolated result, we determine the discretisation error of
our energy estimates as 0.9% for h3 which is the resolution employed for all remaining
mini-boson star collisions. We have performed the same convergence analysis for the
plain-superposition counterpart mini and for the dominant (ℓ,m) = (2,0) multipole of the
Newman-Penrose scalar of both configurations and obtained the same convergence and
very similar relative errors.

In Figure 4.4, we show the same convergence analysis for the solitonic collision +soli
with d = 22.3M and resolutions h1 = M/22.9, h2 = M/45.9, h3 = M/68.8. We observe
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Fig. 4.3 Convergence analysis for the gravitational wave energy extracted at Rex = 252M
from the head-on collision +mini of Table 1 with d = 101M. For the resolutions h1 =
M/6.35,h2 = M/9.53 and h3 = M/12.70 (on the innermost refinement level), we obtain
convergence close to second order (upper panel). The numerical error, obtained by
comparing our results with the second-order Richardson extrapolated values (bottom
panel), is 0.9%(1.6%,3.6%) for our high (medium, coarse) resolutions.

second-order convergence during merger and ringdown and slightly higher convergence in
the earlier infall phase. For the uncertainty estimate we conservatively use the second-order
Richardson extrapolated result and obtain a discretisation error of about 0.07% for our
medium resolution h2 which is the value we employ in our solitonic production runs. Again,
we have repeated this analysis for the plain soli counterpart and the (2,0) gravitational
wave multipole observing the same order of convergence and similar uncertainties. Our
error estimate for the solitonic configurations is rather small in comparison to the mini-
boson star collisions and we cannot entirely rule out a fortuitous cancellation of errors in
our simulations. From this point on, we therefore use a conservative discretisation error
estimate of 1% for all our boson star simulations.

A second source of uncertainty in our results is due to the extraction of the gravitational
wave signal at finite radii rather than I +. We determine this error by extracting the signal
at multiple radii, fitting the resulting data by the series expansion f = f0 + f1/r, and
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Fig. 4.4 Convergence analysis as in Figure 4.3 but for the configuration +soli of Table
4.1 with d = 22.3M and resolutions h1 = M/22.9, h2 = M/45.9 and h3 = M/68.8. The
numerical error, obtained by comparing our results with the second-order Richardson
extrapolated values (bottom panel), is 0.03% (0.07%, 0.6%) for our high (medium,
coarse) resolutions.

comparing the result at our outermost extraction radius with the limit f0
8. This procedure

results in errors in Erad ranging between 0.5% and 3%. With the upper range, we arrive at
a conservative total error budget for discretisation and extraction of about 4%. As a final
test, we have repeated the mini and +mini collisions for d = 101M with the independent
GRCHOMBO code [70, 27] using the BSSN/CCZ4 formulation [25] and obtain the same
results within ≈ 1.5%. Bearing in mind these tests and a 4% error budget, we next study
the dynamics of the boson star head-on collisions with and without our adjustment of the
initial data.

8This is known as the Peeling Theorem (see [19] for details). Any wave at large r will have its first two
terms as a constant f0 term (the memory term, which can be zero) and an O(1/r) term. The next term is
O(1/r2), but it is typically too small to be significant.
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Fig. 4.5 The gravitational wave energy Erad generated in the head-on collision of mini
(upper panel) and solitonic (lower panel) boson star binaries starting with initial separation
d and velocity v = 0.1 towards each other. For comparison, a non-spinning, equal-mass
black hole binary colliding head-on with the same boost velocity v = 0.1 radiates Erad =
6.0×10−4 M [216].

Radiated Gravitational Wave Energy

For our first test, we compute the total radiated gravitational wave energy for all our
head-on collisions focusing in particular on its dependence on the initial separation d of
the boson star centres. In this estimate we exclude any spurious or "junk" radiation content
of the initial data by starting the integration at t = Rex +40M. Unless specified otherwise,
all our results are extracted at Rex = 300M for mini boson star collisions and Rex = 84M
for the solitonic binaries.

The main effect of increasing the initial separation is a reduction of the (negative)
binding energy 9 of the binary and a corresponding increase of the collision velocity
around merger. In the large d limit, however, this effect becomes negligible. For the
comparatively large initial separations chosen in our collisions, we would therefore expect

9In this context, "binding energy" is an intuitive Newtonian concept, and therefore it lacks a unique
mathematical definition in General Relativity. We use "binding energy" here to convey the idea that increasing
the distance between the binary components makes them less gravitationally bound to each other.
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the function Erad to be approximately constant, possibly showing a mild increase with d.
The mini-boson star collisions shown as black × symbols in the upper panel of Figure 4.5
exhibit a rather different behaviour: the radiated energy rapidly decreases with d and only
levels off for d ≳ 150M. We have verified that the excess energy for smaller d is not due to
an elevated level of junk radiation which consistently contribute well below 0.1% of Erad

in all our mini-boson star collisions and has been excluded from the results of Figure 4.5
anyway. The +mini boson star collisions, in contrast, results in an approximately constant
Erad with a total variation approximately at the level of the numerical uncertainties. For
d ≳ 150M, both types of initial data yield compatible results, as is expected. The key
benefit of our adjusted initial data is that they provide reliable results even for smaller
initial separations suitable for starting boson star inspirals.

The discrepancy is less pronounced for the head-on collisions of solitonic boson star
collisions; both types of initial data result in approximately constant Erad. They differ,
however, in the predicted amount of radiation at a level that is significant compared to the
numerical uncertainties. As we will see below, this difference is accompanied by drastic
differences in the boson star’s dynamics during the long infall period. We furthermore note
that the mild but steady increase obtained for the adjusted +soli agrees better with the
physical expectations.

The differences in the total radiated gravitational wave energy also manifest themselves
in different amplitudes of the (2,0) multipole of the Newman-Penrose scalar Ψ4. This is
displayed in Figures 4.6 and 4.7 where we show the gravitational wave modes for the mini
and solitonic collisions, respectively. The most prominent difference between the results
for plain and adjusted initial data is the significant variation of the amplitude of the (2,0)
mode in the plain mini boson star collisions in the upper panel of Figure 4.6. In contrast,
the differences in the amplitudes in Figure 4.7 for the solitonic collisions are very small. In
fact, the differences in the radiated energy of the soli and +soli collisions mostly arise
from a minor stretching of the signal for the soli case; this effect is barely perceptible
in Figure 4.7 but is amplified by the integration in time when we calculate the energy.
Finally, we note the different times of arrival of the main pulses in Figure 4.7; especially
for larger initial separation, the merger occurs earlier for the soli configurations than for
their adjusted counterparts +soli. We will discuss this effect together with the evolution
of the scalar field amplitude in the next subsection.

Evolution of the Scalar Amplitude and Gravitational Collapse

The adjustment (4.4) in the superposition of oscillatons was originally developed in
reference [110] to reduce spurious modulations in the scalar field amplitude; cf. their
Figure 7. In our simulations, this effect manifests itself most dramatically in the collisions
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Fig. 4.6 The (2,0) mode of the Newman-Penrose scalar for the mini boson star collisions
of Table 1.
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of our solitonic boson star configurations soli and +soli. We recall that the single-boson
star constituents of these binaries are stable, but highly compact stars, located fairly close to
the instability threshold. We would therefore expect them to be more sensitive to spurious
modulations in their central energy density. This is exactly what we observe in all time
evolutions of the soli configurations starting with plain-superposition initial data. As one
example, we show in Figure 4.8 the scalar amplitude at the individual boson star centres
and the boson star trajectories as functions of time for the soli and +soli configurations
starting with initial separation d = 22.3M. Let us first consider the soli configuration
using plain superposition displayed by the solid (black) curves. In the upper panel of
Figure 4.8, we clearly see that the scalar amplitude steadily increases, reaching a maximum
around t ≈ 30M and then rapidly drops to a near-zero level. Our interpretation of this
behaviour as a collapse to a black hole is confirmed by the horizon finder which reports
an apparent horizon of irreducible mass mirr = 0.5M just before the scalar field amplitude
collapses; the time of the first identification of an apparent horizon is marked by the vertical
dotted black line at t ≈ 30M. For reference we plot in the bottom panel the trajectory of
the boson star centres along their collision (here the x) axis. In agreement with the horizon
mass mirr = 0.5M, the trajectory clearly indicates that around t ≈ 30M, the boson stars
are still far away from merging into a single black hole; in units of the ADM mass, the
individual boson star radius is r99 = 2.78M. We interpret this early black hole collapse
as a spurious feature due to the use of plain superposition in the initial data construction.
This behaviour is also seen in the case of the real scalar field oscillatons in [110].

We have tested this hypothesis with the evolution of the adjusted initial data. These
exhibit a drastically different behaviour in the collision +soli displayed by the dashed
(red) curves in Figure 4.8. Throughout most of the infall, the central scalar amplitude is
constant, it increases mildly when the boson star trajectories meet near x = 0, and then
rapidly drops to zero. Just as the maximum amplitude is reached, the horizon finder
first computes an apparent horizon, now with mirr = 0.99M, as expected for a black hole
resulting from the merger; see the vertical red line in the figure.

As a final test of our interpretation, we compare the behaviour of the binary constituents
with that of single boson stars boosted with the same velocity v = 0.1. As expected, the
scalar field amplitude at the centre of such a single boson star remains constant within
high precision, about O(10−5), on the timescale of our collisions. We have then repeated
the single boson star evolution by poisoning the initial data with the very same term (4.3)
that is also added near a single boson star’s centre by the plain-superposition procedure.
The resulting scalar amplitude at the centre of this poisoned boson star is shown as the
dash-dotted (blue) curve in Figure 4.8 and nearly overlaps with the corresponding curve
of the soli binary. Furthermore, the poisoned single boson star collapses into a black
hole after nearly the same amount of time as indicated by the vertical blue dotted curve
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Fig. 4.8 The central scalar-field amplitude |ϕctr| as a function of time for one boson star
in the head-on collisions of solitonic boson stars with distance d = 22.3M (black solid
and red long-dashed) as well as a single boson star spacetime with the same parameters
(green dashed) and the same single boson star spacetime "poisoned" with the metric
perturbation (4.3) that would arise in a simple superposition (see text for details). The
dotted vertical lines mark the first location of an apparent horizon in the simulation of the
same colour; as expected, no horizon ever forms in the evolution of the unpoisoned single
boson star. In the bottom panel, we show for reference the coordinate trajectories of the
boson star centres as obtained from locally Gauss-fitting the scalar profile. Around merger
this procedure becomes inaccurate, so that the values around t ≈ 70M should be regarded
as qualitative measures, only.
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in the figure. Clearly this behaviour of the single boosted boson star is unphysical, and
strongly indicates that the plain superposition of initial data introduces the same unphysical
behaviour to our soli binary constituents. We have repeated this analysis for our entire
sequence of soli binaries with very similar results: the individual boson stars always
collapse to distinct black holes about ∆t ≈ 50M before the binary merger.

Finally, the trajectories in the bottom panel of Figure 4.8 indicate that the boson star
merger occurs a bit later for the +soli case than its plain-superposition counterpart soli.
This is indeed a systematic effect we see for all initial separations d and which agrees
with the different arrival times of the peak gravitational wave signals that we have already
noticed in Figure 4.7. We do not have a rigorous explanation of this effect, but note that
the two trajectories in Figure 4.8 start diverging right at the time of spurious black hole
formation in the soli binary. Perhaps some of the binding energy in boson star collisions
is converted into deformation energy rather than simply kinetic energy of the stars’ centres
of mass, slowing down the infall compared to the black hole case. Another explanation
may consider the generally repulsive character of the scalar field which endows it with
support against gravitational collapse. When the infalling boson stars collapse to black
holes, the scalar field essentially disappears as a potentially repulsive ingredient and the
ensuing collision is sped up. Whatever ultimately generates this effect, the key observation
of our study is that even rather mild imperfections in the initial data can drastically affect
the physical outcome of the time evolution.

4.1.3 Conclusions

We have simulated head-on collisions of equal-mass, non-spinning boson stars and the
gravitational wave radiation generated in the process. The main focus of our study is the
construction of boson star binary initial data and the ensuing impact of systematic errors
on the physical results of the simulations. In particular, we have contrasted the relatively
common method of plain superposition according to Equation (4.2) with the adjusted
procedure (4.4) first identified in reference [110] for oscillatons.

Our results demonstrate that the adjustment (4.4) in the construction of initial data
leads to major improvements in the initial constraint violations and the time evolutions
of binary boson star collisions. In contrast, we find that the use of plain superposition
for boson star binary initial data may not only result in quantitatively wrong physical
diagnostics but can even result in completely spurious physical behaviour such as premature
gravitational collapse. In spite of the great simplicity of the adjustment (4.4) and its success
in overcoming the most severe errors in the ensuing evolution, it is not free of shortcomings.
(i) In its present form, the adjustment only works for a restricted class of binaries, namely
equal-mass systems with no spin and velocity vectors satisfying vi

Av j
A = vi

Bv j
B. (ii) Even
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with the adjustment, the initial data contain some residual constraint violations; it should
therefore primarily be regarded as an improved initial guess for a constraint solving
procedure rather than the "real deal" in its own right. These shortcomings clearly point
towards the most urgent generalisations of our work, overcoming the symmetry restrictions
and adding a numerical constraint solver.
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4.2 The Gravitational Afterglow of Boson Stars

The main focus of this section is the long-lived post-merger gravitational wave emission or
Afterglow resulting from the merger of two boson stars into a single compact but horizon-
free remnant; for first explorations of boson star coalescences including the relaxation into
a non-rotating boson star or a hairy black hole see [170, 172, 193]. First indications of
such an afterglow were noted in reference [110] in the case of a head-on collision resulting
in a highly perturbed boson star. Here, we demonstrate that this afterglow can be very long
lived, with barely any decay in amplitude following a transient burst during the merger
phase itself. The characteristics of this post-merger afterglow contrast sharply with the
corresponding gravitational wave signatures of most black hole or neutron star mergers,
which, if resulting in black hole formation, are dominated by the exponential quasi-normal
ringdown.

We illustrate and explore in detail the gravitational afterglow of boson stars for the case
of the inspiral and merger of two equal-mass boson stars in a collision with a non-zero
impact parameter 5. For the moderate compactness of the initial binary constituents chosen
in our simulations, the final state of the collision is a highly perturbed boson star with
decreasing spin. Crucially, this spin-down occurs on a time scale much longer than a single
gravitational wave oscillation time period. The associated long-lived gravitational wave
afterglow may exhibit information about the post-merger dynamics of such systems. In
particular, we find an intriguing correlation between the phases of different gravitational
wave multipoles and the dynamical spin amplitude.

The results of this section suggest that using standard merger templates consisting
mostly of the inspiral and merger contributions may be insufficient to capture fundamental
dynamics of a boson-star merger event. Rather, comprehensive boson star searches likely
require extended waveform templates which also capture the rich post-merger gravitational
wave afterglow phenomenology.

Unless explicitly stated otherwise, we use units where the speed of light and Planck’s
constant are set to unity, c = ℏ= 1, and we express the gravitational constant in terms of
the Planck mass G = 1/M2

Pl. Unless specified otherwise, Latin indices run from 1 to 3
while Greek ones run from 0 to 3.

5The Impact Parameter is defined as the perpendicular distance between the centers of the two bodies
at their closest approach, assuming they continue along their respective straight-line trajectories without
colliding. This distance is typically denoted as b. When b = 0, the two bodies are considered to be in a
head-on collision.
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Fig. 4.9 Snapshots of the scalar field amplitude |ϕ| in the orbital plane for a grazing
collision of two boson stars of equal mass M = 0.395 M2

Plm
−1 starting with initial horizontal

distance 80 m−1, impact parameter b = 8 m−1 (vertical center to center distance) and initial
velocity v =±0.1 in the x (horizontal) direction. A video of the merger can be found at
https://youtu.be/JE5FRG7kgvU.

4.2.1 Simulation Set-Up

In this study, we employ the Mini-Boson Stars model outlined in Section 3.3. The
construction of the boson-star binary initial data is broadly categorized into three steps.

1. Generate a stationary, non-rotating solution for a single boson star.

2. Apply a Lorentz boost to obtain a single star with linear momentum.

3. Superpose two such solutions according to the procedure described in Refs. [110,
113] which substantially reduces spurious initial oscillations of the individual boson
stars as compared to the more common procedure of plain superposition.

Most of our results are obtained from simulating a grazing collision of two stable boson
stars, each with mass6 M = 0.3950 M2

Plm
−1 and initial velocity v =∓(0.1,0,0).

6This mass is obtained for a central scalar-field amplitude |ϕ(0)|/MP1 = 0.0124 and results in a compact-
ness estimate C = 0.024 in radial gauge. For comparison the Kaup limit configuration has M = 0.633 and
C = 0.12.
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The stars are initially located dinit = 80 m−1 apart in the x direction and also offset by
an impact parameter b = 8 m−1 perpendicular to this axis; it is through this offset (rather
than a velocity component off the x direction) that the binary is endowed with initial orbital
angular momentum. The Newtonian point-particle estimate for the angular momentum of
this configuration,

LN = Mbvx = 0.316 M2
Pl/m2 (4.5)

agrees remarkably well with the relativistic measurement which only deviates by 1.1 %. A
summary of this binary’s initial data together with the main parameters of the numerical
setup are given in Table 4.3. We have simulated numerous other binary configurations
– different boson star masses, initial velocities v and impact parameters b – that display
qualitatively the same behaviour. The main features of the binary dynamics that we will
report in the following are thus not a consequence of any fine tuning of initial data.

For all simulations, we use a square box of width D = 1024 m−1, employing the
adaptive mesh refinement (AMR) capabilities of GRChombo [181, 27, 70]. Besides the
standard computation of the Newman-Penrose scalar whose implementation in GRChombo
is described in detail in reference [181], we compute in our simulations two diagnostic
quantities specific to the boson star systems under study.

First, we introduce the mass measure

M =
∫

Ω

ρ
√

γdV , (4.6)

where ρ = Tµνnµnν is the energy density as measured by observers moving along the
normal vector nµ to the spatial hypersurfaces. The second is a time-dependent measure, L̃,
defined in reference [77] and also in reference [76], for the angular momentum contained
inside a specified volume V . This quantity is obtained by adding to the initial angular
momentum the time integrated rate of change due to the source of momentum that crucially
includes contributions from the spacetime dynamics.

4.2.2 The Merger Remnant

When colliding two boson stars with angular momentum, we expect one of the following
outcomes:

1. A toroidal spinning boson star [100, 239, 194, 207],

2. A spinning boson star [208],

3. A non-spinning boson star with perturbations carrying away the angularmomen-
tum [154, 153, 240, 229],
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Fig. 4.10 Angular momentum of the scalar field: We show the angular momentum L̃
inside a coordinate sphere of radius 60 m−1 as a function of time. We compute L̃ in two
ways, (i) via integrating the outgoing flux – solid lines – and (ii) as a volume-integral –
dotted lines. This was plotted using run 2 of Table 4.3.

4. A black hole [110, 172, 42],

5. Total dispersion of all matter.

For sufficiently small compactness of the progenitors the merger does not form a black
hole. While we have observed black-hole formation in some of our calibration runs starting
with more compact boson stars, in the remainder of this paper we focus on the scenario
where the merger results in a compact bosonic configuration without a horizon as shown in
Figure 4.9. The scalar-amplitude profiles in this figure (nor at any other times during the
evolution) display no signs of a toroidal structure and we therefore interpret the merger
outcome as a perturbed non-spinning boson star corresponding to the second item in the
above list; cf. also Refs. [172, 42].

In Figure 4.10, we display the angular momentum L̃ of the boson star configuration
inside a coordinate sphere of radius 60 m−1 throughout inspiral, merger and the afterglow
phase. Up to the time of merger around t ≈ 300 m−1, the angular momentum remains
approximately constant before rapidly decreasing in the post-merger phase. To leading
order, the tail of the resulting curve L̃(t) is approximated by an exponential decay with
half-life 4×103 m−1, as obtained from an exponential fit to the data of Run 2 starting at
t = 2000 m−1.

Translated into SI units, the half-life is

thalf = 83 years
(

10−21eV
m

)
. (4.7)
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For a scalar mass m = 10−14 eV, for example, the dominant frequency of the ℓ = 2,
m = 0 signal falls into the most sensitive region of the LISA noise curve (see (4.8) below)
and we obtain a half-life of ∼ 4 min. For scalar masses in or above this regime, this
implies that a delayed formation of a black hole, should it occur, will result in a black
hole with negligible spin. With regard to the possibility of the formation of a black-hole
population through isolated boson star progenitors [111, 161], this implies that spinning
black holes are unlikely to have formed this way unless the boson star progenitors are
composed of ultra light scalar particles. More quantitatively, we see from Equation (4.7),
that astrophysically large decay times for the angular momentum of order O(Myr) require
ultra light scalars with mass7 m ≲ 10−25 eV .

The rapid drop in the angular momentum of rotating scalar soliton stars has been
noticed as early as the mid 1980s [138, 93], but we note that the post-merger evolution
of our L̃, besides an approximately exponential drop, also exhibits significant oscillations
on a time scale of about 2000 m−1. We conjecture that these oscillations arise from the
complex dynamics of the post-merger remnant and may carry memory of its formation
process.

We also observe significant oscillations in the time evolution of the merger remnant’s
mass M as defined in Equation (4.6). As demonstrated in Figure 4.11, however, the mass
evolution differs significantly from that of the angular momentum. First, the mass gradually
levels off at M ∼ 0.57 M2

Pl/m or ∼ 72 % of the initial mass instead of decaying over time.
Second, the oscillations occur on a much shorter time scale.

4.2.3 Gravitational Wave Signal

We now turn our attention to the gravitational wave signal generated by the boson star coa-
lescence. We find this signal to be dominated by the (l,m) = (2,±2) and (2,0) quadrupole
modes which are displayed in Figure 4.12 for Run 2 using an extraction radius 220 m−1.
The large burst around merger at t ≈ 300 m−1 (see the upper left inset of the figure) closely
resembles the corresponding features regularly seen in the merger of black-hole binaries.
The ensuing long-lived, semi-regular radiation clearly visible with barely any signs of
diminuition up to the end of our simulation, however, drastically differs from the familiar
ringdown of a merged black hole. This afterglow signal is the main result of our study. We
emphasize that this signal is well resolved (rather than merely displaying numerical noise),
and also persists with negligible variation under changes in the numerical resolution of our
grid. As discussed in more detail in [77], we estimate the numerical uncertainty of the rΨ4

signal at about 7% during the afterglow phase with most of this error budget being due to

7Note that candidates below m ≲ 10−22 eV are ruled out as constituting 100% of the DM by structure
formation constraints but may still form some proportion of the DM [155]
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Fig. 4.11 The estimated mass using (4.6) contained inside a box Ω with side length
40 m−1 as computed for the "medium" resolution run 2 of Table 4.3. Since the boson stars
are not initially inside this box, the mass at t = 0 is close to zero. The small fluctuations
after merger are due to the gauge-dependence of the measure.

the finite extraction radius. The gravitational wave signals of the higher-resolution Runs
3 and 4, if added to Figure 4.12, would almost overlap with that shown in the figure for
Run8 2; cf. also Figure 4.13 below.

The afterglow signal (without the prodigious merger burst) is also shown in Figure 4.14
together with its Fourier spectrum. The frequency spectrum demonstrates contributions on
many time scales, but also reveals a narrow dominant peak at fdom ≈ 0.6×10−2 m which,
translated into SI units, can be written as

fdom ∼ 9.0 ·10−2 Hz
( m

10−14 eV

)
. (4.8)

Both the time- and frequency-domain signals exhibit signature of beating effects: the
amplitude of the rapid oscillations itself undergoes a modulation at lower frequency.

The prolonged afterglow furthermore accumulates a non-negligible amount of energy
emitted in gravitational waves. By the end of our simulation at t ≈ 15000 m−1, the radiated

8Run 2 is our longest simulation and therefore used for most of our analysis.
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Fig. 4.12 Gravitational wave afterglow emission from the collision of two boson stars
with non-zero impact parameter ( "medium" run in 4.3). The Weyl scalar Ψ4 is extracted at
r = 220 m−1 and we only show the dominant (ℓ,ℓz) = (2,2),(2,0) modes. The (ℓ,ℓz) =
(2,±1) vanishes identically due to symmetry. There is a large initial burst at merger (first
zoom-in box), followed by a long, but irregular signal produced by the excited remnant
boson star. A video of the merger can be found at https://youtu.be/JE5FRG7kgvU.

energy computed according to

dE
dt

= lim
r→∞

1
16π

∑
ℓ=2,m

∣∣∣∣∫ t

t0
rΨ4,ℓm dt ′

∣∣∣∣2 (4.9)

including infall and merger has reached (0.04±0.0014) % of the initial mass, correspond-
ing to an average rate of 2.5×10−8Minit m (see dotted line in 4.15). The radiated energy
and power are shown as functions of time in Figure 4.15 and clearly show an approx-
imately linear increase in EGW during the afterglow phase. This significant amount of
post-merger gravitational wave emission in itself is a striking signature of exotic binary
merger progenitors that distinguishes them from black hole binaries devoid of significant
post-merger radiation beyond the quasi-normal ringdown. By using windowing of the
gravitational wave signal, we find that the rate of radiation in the afterglow (excluding
the merger peak) decreases by about 20% over the course of the simulation. Note that
the decay in gravitational waves is much more protracted than the drop in the angular
momentum displayed in Figure 4.10. Clearly, the system loses angular momentum much
more rapidly than energy.

A more subtle feature in the post-merger signal is revealed in the multi-polar decom-
position of the quadrupole signal; more specifically in the relative position of the local
extrema in the (ℓ,ℓz) = (2,2) and (2,0) modes. As exhibited by the upper left inset of
Figure 4.12, the amplitudes of the (2,2) and (2,0) modes are almost exactly in anti-phase
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Fig. 4.13 Convergence: We display the (2,2) multipole of the gravitational wave signal
obtained for four different resolutions corresponding to runs 1 to 4 in 4.3. A quantitative
analysis yields overall convergence at first order.

around merger and remain so in the early afterglow around t ∼ 1000 m−1. At late times
t ≳ 3000 m−1, however, the two modes are almost synchronized with their extrema in
good overlap. The timing of this synchronization coincides remarkably well with the
drop in angular momentum shown in Figure 4.10 and we hypothesize the two effects are
causally related. This would imply a concrete observational signature of the boson star
angular momentum in the emitted gravitational wave afterglow signal.

In physical terms, the gravitational wave afterglow is a direct consequence of the
the presence of matter around the compact merger remnant and the resulting complex
matter dynamics following the violent merger. A qualitatively similar behaviour may
arise in the merger of neutron stars provided these do not promptly merge into a black
hole. Two key differences between neutron-star and boson-star binaries, however, may
aid considerably in the distinction between neutron-star and boson star signals. The first
consists in the extremely long-lived nature of the boson star afterglow which we anticipate
will last for much longer times than are presently within grasp of our numerical studies;
cf. again Figure 4.12 and the barely perceptible drop in the gravitational wave signal.
The second fundamental discriminator arises from the scale-free nature of the boson star
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Run N dinit [m−1] b [m−1] vx M [M2
Plm

−1]

low 1 256 80 8 0.1 0.395(0)
medium 2 320 80 8 0.1 0.395(0)

high 3 384 80 8 0.1 0.395(0)
ultra-high 4 448 80 8 0.1 0.395(0)

Table 4.3 Overview of the simulations. Here, M is the individual mass of each boson star,
vx the initial velocity, b the impact parameter, dinit the initial distance in the x direction,
b the vertical offset or impact parameter and N is the number of cells on the coarsest
AMR Level (which sets the resolution of the respective runs). We allow for seven extra
refinement levels. The data associated with these runs can be found here: https://github.
com/ThomasHelfer/BosonStarAfterglow,

spacetimes; the scalar mass parameter m appears as a characteristic scale in all dimensional
variables of the gravitational wave analysis. While neutron star masses are restricted
to be below the Chandrasekhar limit of about 2M⊙, boson stars may theoretically exist
across the entire mass spectrum and barring for a remarkable coincidence in the scalar
mass value, will be distinguishable from their neutron-star counter parts by the frequency
regime of their gravitational wave emission. Put the other way round, comprehensive
observational searches for gravitational wave signatures from boson stars require scanning
over a wide range of frequencies using vastly different detectors such as LIGO-Virgo-
KAGRA, LISA, third-generation detectors but also high frequency gravitational wave
observatories presently under development [17, 32].

4.2.4 Conclusion

In this section, we have shown that the inspiral and coalescence of boson star binaries into
a non-black hole remnant can produce a long-lasting gravitational wave afterglow. This
signature is salient, and markedly differs in duration and – possibly – also frequency from
the gravitational wave signatures of more traditional astrophysical compact object mergers;
it thus represents a distinct detection channel for exotic compact objects in compact-binary-
coalescence and continuous-gravitational wave searches [3, 8, 9, 7, 16, 15, 14, 13].

There are several implications resulting from our findings. In terms of search strategies,
as mentioned in the introduction, these signatures are likely to be missed if we focus
exclusively on constructing pre-merger inspiral and merger waveform templates. The
systematic construction of waveform templates for post-merger signatures of this type of
binaries is in its infancy at present and an immediate challenge for further work consists
in identifying an effective parameterization of the gravitational wave signatures. Our
results furthermore demonstrate an efficient loss of angular momentum in boson star
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mergers resulting in a horizon-less remnant, consistent with previous studies noticing that
the spin of rotating boson stars decays with a fairly short half-life of 4×103 m−1 [192].
We also observe a remarkable correlation between the boson star remnant’s spin-down
in Figure 4.10 with a gradual synchronization of the local extrema in the gravitational
wave amplitudes of the (2,2) and (2,0) modes; from near anti-alignment of the peaks
around merger and shortly thereafter, the extrema gradually shift into approximate overlap
over a time interval ∆t ≈ 2000 m−1 (see Figure 4.12), coinciding exactly with the time
during which the angular momentum drops to a negligible level. We tentatively conclude
that through this synchronization, the gravitational wave afterglow carries important
information about the remnant’s dynamical evolution.

Given the extraordinary length of the afterglow signal, one would expect the radia-
tion from numerous boson star merger events – if they occur – to result in a stochastic
background. Such a background could be searched for additionally to that expected from
more traditional binary mergers [78]. Evidently, more exploration of the underlying boson
star parameter space and the resulting afterglow phenomenology will be required to relate
theoretical estimates of the gravitational wave background to hypothesized boson star
populations. We reiterate, however, that nothing about our boson star configurations has
been fine-tuned, so that we expect the afterglow to be a rather generic feature of boson star
coalescences as long as these do not promptly form a black hole.
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Fig. 4.14 Time domain signal and Fourier transform of the (2,0) mode of rΨ4: We
perform a Fourier transformation of the tail of the gravitational wave signal of the "medium"
resolution run in 4.3. We find excellent agreement between the displayed spectrum for the
(2,0) mode and the corresponding Fourier transform of the (2,2) mode; in particular, both
yield the same peak frequency.
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Fig. 4.15 Radiated gravitational wave energy over time: We calculate the energy and
power radiated in gravitational waves from the "medium" resolution run of 4.3. We
observe no significant reduction in the gravitational wave radiation over the simulation
time, allowing us to estimate a lower bound on the half-life of the signal.
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Chapter 5

Gravitational Wave from Phase
Transitions of Boson Star Mergers

"Without freedom of criticism, there is no true praise."

In this chapter, we introduce our ongoing research. My contribution to this study
includes the development of a 2D boson star code, which enhances the existing 2D frame-
work. I applied this new code for evolutionary simulations and data processing. Our
research explores the behavior of binary solitons in head-on collision models. Although
numerous studies have already demonstrated a remarkably rich phenomenology in the
merger dynamics and gravitational wave emission of boson star binaries [207, 192, 239,
156, 206, 79, 112, 77, 172, 31, 43, 87, 209, 41, 42, 110, 57, 193, 62, 208, 152], our current
understanding remains largely confined to isolated points or patches in the boson star
parameter space. This leaves systematic exploration of the complete parameter space as a
key challenge for future complementary work. Specifically, we examine a two-dimensional
hypersurface of the parameter space spanned by σ and the boson star compactness, con-
trolled through the central scalar-field amplitude. Across this parameter range, we monitor
the boson star dynamics during infall and merger, the remnant characteristics and the
gravitational wave emission. The initial conditions were set using the novel superposi-
tion method, as introduced in the previous Chapter 4. We employed a more efficient
two-dimensional code in this work, which significantly expedited the evolution process,
compared to the previously used three-dimensional code.

Our findings indicate that (1) boson star collisions can be radiatively far more efficient
than those of black holes, (2) discontinuities exist in the gravitational wave energy as
a function of Actr, (3) even away from these discontinuities, small initial configuration
differences lead to significant gravitational wave emission variations, (4) for unstable
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boson stars, the timescale for either migration to another boson star or collapse into a black
hole is independent of perturbations, and (5) there appears to be a significant correlation
between the radiated energy EGW(Actr) and the mass function M(Actr).

In our units, the speed of light and Planck’s constant are set to unity, c = ℏ=G = 1, and
the gravitational constant is expressed in terms of the Planck mass, G = 1/M2

Pl. Therefore,
for the sake of brevity, the unit MPl will frequently be omitted when referring to σ and the
central amplitude in this chapter. Additionally, in many of the evolution result figures, the
x-axis is simply labeled as Amplitude, which refers to the Initial Central Amplitude.
Unless otherwise stated, Latin indices range from 1 to 3, and Greek indices from 0 to 3.
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5.1 Cartoon Method

5.1 Cartoon Method

5.1.1 Cartoon Method in 4-Dimenional Spacetime

Classical Approach to the Cartoon Method

Even if we use Cartesian coordinates for both the coordinate basis and grid point allocation,
we can still simulate symmetric spacetimes by appropriately applying symmetry conditions.
The Cartoon Method is based on this principle. This method, proposed by Alcubierre
et al. in 1999 [23], was initially used for vacuum spacetime. Shortly thereafter, Shibata
adopted the cartoon method for systems coupled with hydrodynamics and demonstrated its
effectiveness in stably and accurately simulating the collapse of rotating stars [201]. The
method was later extended to higher dimensions to address problems in higher-dimensional
spacetime [205, 74]. In this work, we utilized the cartoon method to simplify a three-
dimensional code into a two-dimensional code to improve computational efficiency.

The cartoon method allows for the efficient development of numerical relativity codes
for symmetric spacetimes, even when a fully three-dimensional code in Cartesian coordi-
nates (x,y,z) is already available. The computational cost of simulations using the cartoon
method is comparable to that of codes using cylindrical coordinates. The main advantage
of the Cartoon approach is that it entirely avoids the issue of coordinate singularities at the
axis and origin, rendering the regularity problem irrelevant [19, 202].

After defining the computational domain, we designate the z-axis as the axis of symme-
try. In the cartoon method, the evolution equations for geometric variables are solved only
on the x-z plane at y = 0. Simulations are essentially performed on this two-dimensional
subspace, similar to ordinary axisymmetric simulations.

Since a Cartesian grid is employed, all spatial derivatives must be evaluated in these co-
ordinates. The derivatives associated with the x and z coordinates can be straightforwardly
computed using finite differencing. However, since the evolution equations are solved only
on the y = 0 plane, we do not explicitly evolve the data for y ̸= 0 plane. Therefore, we
utilize symmetry relations to evaluate the derivatives associated with the y-coordinate.

Specifically, we need several grid points in the neighborhood of y = 0 to evaluate the
derivatives associated with the y-coordinate on the y = 0 plane using finite differencing.
The number of necessary points depends on the chosen order of accuracy in the finite
differencing. In our code, we use fourth-order finite differencing, which requires five grid
points: y = 0, y =±∆y and y =±2∆y.

The next task is to assign the data at points where y ̸= 0 using the axisymmetric relation.
First, we define the cylindrical coordinates (ρ,ϕ,z), where the cylindrical radius ρ is given
by ρ =

√
x2 + y2 for a point (x,y) with y ̸= 0. Two points, (x,y) and (ρ,0), are equivalent

in axisymmetric spacetime (see Figure 5.1). For a scalar function (denoted by F), the z-
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5.1 Cartoon Method

Fig. 5.1 This figure illustrates the cartoon method. We use Cartesian coordinates (x,y,z),
with the z-axis as the axis of symmetry. In the x-y plane, we introduce polar coordinates
(ρ,ϕ,z).

component of a vector function (denoted by V z), and the zz-component of a tensor function
(denoted by T zz), the data at (x,y) are determined by the axisymmetric relation as follows:

F(x,y,z) = F(ρ,0,z),

V z(x,y,z) =V z(ρ,0,z),

T zz(x,y,z) = T zz(ρ,0,z).

(5.1)

It should be noted that not every grid point on the y ̸= 0 plane has a corresponding
grid point on the x-axis. For example, in Figure 5.2, grid point A on the y ̸= 0 plane
corresponds to grid point A’ on the x-axis. However, the corresponding point B’, associated
with grid point B, does not lie on a grid point along the x-axis. Therefore, the values at
these points must be determined using an interpolation scheme with the nearby grid points
on the x-axis.

Here, we use a rank 2 tensor as an example to demonstrate this transformation process.
Specifically, we consider the case of a rank 2 tensor, Ti j. Using the rotation matrix,

Λ(ϕ)i
j =

 cosϕ −sinϕ 0
sinϕ cosϕ 0

0 0 1

 . (5.2)
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5.1 Cartoon Method

Fig. 5.2 This figure illustrates the relationship between points on the y ̸= 0 plane and
points on the y = 0 plane. The dots on the red line represent grid points in the actual
numerical evolution. As shown, points A, A’, and B lie on grid points, whereas B’ does
not. Therefore, an interpolation scheme is required to calculate the value at B’.

The tensor Ti j on the y ̸= 0 plane can be written as

Ti j(ρ cosϕ,ρ sinϕ,z) = Λ(ϕ)k
iΛ(ϕ)

l
jTkl(ρ,0,z). (5.3)

Equation (5.3) successfully relates the points on the y ̸= 0 plane to those on the y = 0 plane.
Specifically, to determine the value of a rank-2 tensor at any point on the y ̸= 0 plane,
one simply needs to transform the corresponding Cartesian coordinates into cylindrical
coordinates through a straightforward coordinate transformation, and then substitute the
values of ρ , ϕ , and z into Equation (5.3).

SO(3) Symmetry in 4-Dimensional Spacetime

Next, we will extend from axial symmetry SO(2) to spherical symmetry SO(3). Before
doing so, we first need to make some adjustments to our notation to better accommodate
the requirements of higher symmetry. We will change the rotation axis from the z-axis to
the x-axis, establishing a polar coordinate (ρ,ϕ) in the y-z plane. The x-y plane will be
selected as the plane for our actual evolution, while the z-axis will serve as the redundant
coordinate axis (corresponding to the y-axis in the previous Section 5.1.1). This is also
consistent with our actual 2D boson star code, as illustrated in Figure 5.5. Additionally, in
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5.1 Cartoon Method

Fig. 5.3 This figure demonstrates the process of reconstructing three-dimensional space
from one-dimensional evolution codes while accounting for SO(3) symmetry. In higher-
dimensional spacetime, to differentiate the actual evolution axis from the reduced redundant
axes, we label all redundant axes as w,u, · · · .

higher-dimensional cases, there may be several redundant axes. To further clarify which
axis will be reduced, we label all the redundant coordinates as w (or u if needed).

One can prove that for the case of rotational symmetry in the ϕ direction, we can
always choose coordinates such that the off-diagonal metric components gµw vanish [74].
Therefore, under axial symmetry SO(2), the metric can be reduced to the following form:

g00 g01 g02 g03

g10 g11 g12 g13

g20 g21 g22 g23

g30 g31 g32 g33

 SO(2)−−−→


g00 g01 g02 0
g10 g11 g12 0
g20 g21 g22 0
0 0 0 gww

 . (5.4)

Note that in the new notation, since the z-axis is the axis being reduced, it is represented
by "w" instead of "3".

Furthermore, we can apply a similar approach to consider SO(3) symmetry, where we
introduce an additional "redundant" axis, which we label as u, and establish the coordinate
system as shown in Figure 5.3. Under SO(3) symmetry, we only need to evolve the
data along the x-axis and obtain the entire three-dimensional space through two rotations.
Specifically, after obtaining the data on the x-axis, we first rotate it by π

2 in the x-y (or x-u)
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5.1 Cartoon Method

plane along ψ to generate a sector. Then, we rotate it by 2π in the y-z (or u-w) plane along
ϕ to obtain a hemisphere. By considering the portion of the x-axis where x < 0, we obtain
the entire sphere.

Under such symmetry, the metric can be further reduced to the following form,
g00 g01 g02 g03

g10 g11 g12 g13

g20 g21 g22 g23

g30 g31 g32 g33

 SO(3)−−−→


g00 g01 0 0
g10 g11 0 0
0 0 guu 0
0 0 0 gww

 . (5.5)
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5.1.2 High-Dimensional Extensions of the Cartoon Method

The previous Section 5.1.1 introduced the cartoon method in 4-Dimensional spacetime.
However, the cartoon method can essentially reduce the spacetime dimensions in D-
dimensional spacetimes to (d+1) dimensions by utilizing the SO(D−d) symmetry1. This
means that the spatial dimensions are reduced from (D−1) to d dimensions, allowing the
evolution to be performed using a 3D code. As a result, the computational cost is reduced
by a factor of N(D−1)−d .

Instead of using rotation matrices to obtain data, we introduce Killing vectors, which
allow us to more effectively express the data on planes where the redundant coordinate
axis is non-zero [74]. In our practical applications, we also employ this method. Below,
we will introduce this approach in the context of SO(D−3) symmetry in D-dimensional
spacetime.

Coordinates and Notation

In higher-dimensional cases, we adopt the following notational conventions to enhance
clarity and prevent misunderstandings or ambiguities.

We express a D-dimensional spacetime with Cartesian coordinates in the following
form:

(t,

Uppercase︷ ︸︸ ︷
x,y,z,w,u,v, · · ·,wD−1︸ ︷︷ ︸

Lowercase

) = (t,x,y,z,

w,u,v,···︷︸︸︷
wa ). (5.6)

Additionally, we make further conventions.

• None of the transformations involve the time coordinate, so in most cases, we can
disregard t.

• The coordinate x is used to represent either x or y. Any result obtained for x applies
equally to y after substituting x with y.

• z exclusively represents itself.

• w, u, and v denote distinct coordinates from the set {wa}, meaning w ̸= u, u ̸= v, and
v ̸= w.

• Uppercase Latin indices range from 1 to D−1, lowercase early Latin indices range
from 4 to D− 1, and lowercase late Latin indices correspond to the x, y, and z
directions.

1For example, consider a spacetime with D = 11 (10 + 1) dimensions. When this spacetime has
SO(D− d = 8) symmetry, the reduced spacetime will have d + 1 = 4 dimensions. After performing a
3+1 decomposition on such a spacetime, it can be evolved using a 3-dimensional code.
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5.1 Cartoon Method

Fig. 5.4 This figure presents a diagram illustrating the transformation from Cartesian
coordinates to polar coordinates. In this context, (ρ,ϕ) lies in the z-w plane, while (r,ψ)
lies in the z-u plane.

With SO(D−3) symmetry, which implies the presence of rotational Killing vectors in
the planes spanned by z and wa, or wa and wb, we consider coordinate transformations that
replace two of the Cartesian coordinates (z,wa) with polar coordinates, denoted by (ρ,ϕ).

Assuming that the transformation to polar coordinates involves z and a fixed wn, the
resulting polar coordinates are denoted by

xM̄ =
(

t,x,y,ρ,w4, · · · ,wn−1,ϕ,wn+1, · · · ,wD−1
)
, (5.7)

where the bar indicates the transformed coordinates.
We use the aforementioned notational conventions to clearly express this coordinate

transformation as follows:

xA = (x,z,w,u,v) ↔ xM̄ = (x,ρ,ϕ,u,v), (5.8)

and similarly for the z-u or z-v planes (see Figures 5.4).
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5.1 Cartoon Method

The coordinate transformations are given by

ρ =
√

z2 +w2,

ϕ = arctan
w
z
,

z = ρ cosϕ,

w = ρ sinϕ.

(5.9)

and the Jacobian matrices by (
∂ z
∂ρ

= z
ρ

∂ z
∂ϕ

=−w
∂w
∂ρ

= w
ρ

∂w
∂ϕ

= z

)
, (5.10)

(
∂ρ

∂ z = z√
w2+z2

∂ρ

∂w = w√
w2+z2

∂ϕ

∂ z =− w
z2+w2

∂ϕ

∂w = z
z2+w2

)
. (5.11)

Lie Derivatives and Spherical Symmetry

Spherical symmetry in N dimensions implies the existence of N(N−1)/2 rotational Killing
vectors, one for each plane in the N dimensions. For Killing vector ξ , we have

Lξ gAB = 0 (5.12)

which also holds in the “barred” coordinate system, i.e.

Lξ gM̄N̄ = 0. (5.13)

Specifically, for the rotational symmetry in the z-w plane,

ξ = ∂ϕ ⇔ ξ
M̄ = δ

M̄
n̄, (5.14)

where n̄ is the fixed index corresponding to the coordinate ϕ in the system xM̄ (see
Equation (5.7)). Substituting this into the definition of the Lie derivative of the metric, we
obtain

Lξ gM̄N̄ = ξ
K̄

∂K̄gM̄N̄ +
(

∂M̄ξ
K̄
)

gK̄N̄ +
(

∂N̄ξ
K̄
)

gM̄K̄ = ∂ϕgM̄N̄ = 0. (5.15)
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This relation applies individually to each metric component. Furthermore, from

∂ϕgĀB̄ =−gĀM̄gB̄N̄
∂ϕgM̄N̄ = 0, (5.16)

we immediately obtain the same result for the inverse metric.
All ADM variables can be sequentially constructed from the metric, its derivative, and

its inverse, using exclusively variables at each stage whose ϕ derivative has already been
shown to vanish,

γIM = gIM,

β
I = γ

IMg0M,

α =
1√
−g00

,

KIJ =− 1
2α

(
∂tγIJ −β

M
∂MγIJ − γMJ∂Iβ

M − γIM∂Jβ
M) .

(5.17)

This construction is valid in any coordinates adapted to the spacetime decomposition, and
we therefore omit the bars over the indices.

By also considering that ∂ϕ commutes with all other partial derivative operators, and
repeating the procedure from Equation (5.16) for the inverse spatial metric γ IJ , we conclude
that the ϕ derivative of all ADM variables vanishes.

Furthermore, all BSSN variables are constructed directly from the ADM variables, as
well as the derivative of the spatial metric and its inverse,

φ =
1

4(D−1)
lnγ,

K = γ
MNKMN ,

γ̃IJ = e−4φ
γIJ ⇔ γ̃

IJ = e4φ
γ

IJ,

ÃIJ = e−4φ

(
KIJ −

1
D−1

γIJK
)

⇔ KIJ = e4φ

(
ÃIJ +

1
D−1

γ̃IJK
)
,

Γ̃
I = γ̃

MN
Γ̃

I
MN = γ̃

MN
γ̃

IK
(

∂M γ̃NK − 1
2

∂K γ̃MN

)
.

(5.18)
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This construction is valid in any coordinate system adapted to the spacetime split. Notably,
we have now established that the ϕ derivative of all BSSN variables vanishes.

To derive the relations imposed on the Cartesian components and derivatives of the
BSSN variables, one additional detail is needed. For rotational symmetry in the ϕ direction,
it is always possible to choose coordinates such that the off-diagonal metric components
gM̄ϕ vanish. This property extends to the BSSN variables γ̃IJ and ÃIJ in the same manner
as described above for the ϕ derivatives.

The construction of the shift vector in Equation (5.17) implies that

γ
ϕM = 0 ⇒ β

ϕ = 0. (5.19)

Similarly, the vanishing of γ̃ϕK in the construction of Γ̃I in Equation (5.18) implies that

γ̃
ϕK = 0 ⇒ Γ̃

ϕ = 0. (5.20)

Components and Derivatives

We shall illustrate, using the ww component of a tensor density of weight W , how rotational
symmetry leads to relations between different tensor components and their derivatives. We
first note that a tensor density of weight W transforms under the coordinate transformation
given by Equation (5.9) as follows,

TĀB̄ = DW ∂xM

∂xĀ

∂xN

∂xB̄
TMN , (5.21)

where

D ≡ det
(

∂xM

∂xĀ

)
=

∣∣∣∣∣ ∂ z
∂ρ

∂ z
∂ϕ

∂w
∂ρ

∂w
∂ϕ

∣∣∣∣∣= ρ, (5.22)

is the determinant of the Jacobian.
Our goal now is to replace derivatives in directions off the x-y-z hyperplane, such as

derivatives with respect to w, u, v, and so on, with derivatives in the x, y, or z directions.
The procedure to obtain such relations is similar for all types of variables, and we will
illustrate it using the Tww component as an example. For this purpose, we write

∂wTww =
∂ρ

∂w
∂ρTww +

∂ϕ

∂w
∂ϕTww, (5.23)

and substitute for Tww using

Tww = D−W (
∂ρ

∂w
∂ρ

∂w
Tρρ +2

∂ρ

∂w
∂ϕ

∂w
Tρϕ︸︷︷︸
=0

+
∂ϕ

∂w
∂ϕ

∂w
Tϕϕ). (5.24)

171



5.1 Cartoon Method

This is the first instance where we utilize a symmetry property: Tρϕ = 0. Substituting
Equation (5.24) into Equation (5.23) yields, among many other terms, derivatives of the
ρρ and ϕϕ components of T with respect to the coordinates ρ and ϕ . The vanishing
of the latter is the second point where rotational symmetry comes into play, while the ρ

derivatives are obtained through the standard transformation.

∂ρTρρ =

(
∂ z
∂ρ

∂z +
∂w
∂ρ

∂w

)[
DW

(
∂ z
∂ρ

∂ z
∂ρ

Tzz +2
∂ z
∂ρ

∂w
∂ρ

Tzw +
∂w
∂ρ

∂w
∂ρ

Tww

)]
,

∂ρTϕϕ =

(
∂ z
∂ρ

∂z +
∂w
∂ρ

∂w

)[
DW

(
∂ z
∂ϕ

∂ z
∂ϕ

Tzz +2
∂ z
∂ϕ

∂w
∂ϕ

Tzw +
∂w
∂ϕ

∂w
∂ϕ

Tww

)]
,

∂ϕTρρ = 0,

∂ϕTϕϕ = 0.

(5.25)

It is crucial that after the computation, the final step is to set w = 0 in the resulting
expression, as we ultimately need the relations only in the computational domain, i.e., the
x-y-z hyperplane. After substituting everything into Equation (5.23) and setting w = 0, we
obtain ∂wTww = 0. Additional Cartesian derivative operators can then be applied to the
complete expression for ∂wTww (with w = 0 set only after taking the derivative), allowing
us to derive the following relations,

∂wTww = ∂z∂wTww = ∂x∂wTww = ∂u∂wTww = 0,

∂w∂wTww =
∂zTww

z
+2

Tzz −Tww

z2 .

(5.26)

We summarize the key details to be mindful of in the calculations, as they will be crucial
for the subsequent computations.

• The derivatives of all BSSN variables along the Killing vectors vanish.

• The off-diagonal metric components gM̄ϕ vanish.

• Set wa = 0 in the resulting expression.

We still need to calculate the u derivative of Tww to complete this analysis. To do so,
we begin with Expression (5.24) for Tww and substitute the following,

Tρρ = DW

(
∂ z
∂ρ

∂ z
∂ρ

Tzz +2
∂ z
∂ρ

∂w
∂ρ

Tzw +
∂w
∂ρ

∂w
∂ρ

Tww

)
, (5.27)
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Tϕϕ = DW

(
∂ z
∂ϕ

∂ z
∂ϕ

Tzz +2
∂ z
∂ϕ

∂w
∂ϕ

Tzw +
∂w
∂ϕ

∂w
∂ϕ

Tww

)
. (5.28)

This gives us an expression for Tww exclusively in terms of Cartesian components and
coordinates, constrained by the rotational symmetry in the z-w plane. Having obtained this
expression, we can now disregard the coordinate system (ρ,ϕ).

Next, we consider a separate coordinate transformation to accommodate the rotation in
the z-u plane (see Figures 5.4),

r =
√

z2 +u2,

ψ = arctan
u
z
,

z = r cosψ,

u = r sinψ.

(5.29)

The corresponding Jacobian matrix is given by

(
∂ z
∂ r =

z
r

∂ z
∂ψ

=−u
∂u
∂ r =

u
r

∂u
∂ψ

= z

)
, (5.30)

(
∂ r
∂ z =

z√
u2+z2

∂ r
∂u = u√

u2+z2
∂ψ

∂ z =− u
z2+u2

∂ψ

∂u = z
z2+u2

)
. (5.31)

Note that rotational symmetry now implies that all ψ derivatives vanish, allowing us to
write,

∂uTww =
∂ r
∂u

∂rTww +
∂ψ

∂u
∂ψTww︸ ︷︷ ︸

=0

=
∂ r
∂u

(
∂u
∂ r

∂uTww +
∂ z
∂ r

∂zTww

)
. (5.32)

Gathering all terms and setting u = 0 and w = 0, we find that ∂uTww vanishes. As
before, we can directly take additional derivatives of ∂uTww and then set u = w = 0. This
gives us,

∂uTww = ∂v∂uTww = ∂w∂uTww = ∂x∂uTww = ∂z∂uTww = 0,

∂u∂uTww =
∂zTww

z
.

(5.33)

Equations (5.26) and (5.33) allow us to express all derivatives of Tww outside the
computational domain in terms of expressions within the x-y-z hyperplane. Consequently,
we need to introduce additional grid functions, such as Tww, but we do not need to extend
the computational domain beyond the "3+1" case. It is also important to note that spherical
symmetry imposes constraints on the components of T . In analogy to Equation (5.24), we
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construct,

Tzw = D−W

(
∂ρ

∂w
∂ρ

∂ z
Tρρ +

∂ϕ

∂w
∂ϕ

∂ z
Tϕϕ

)
, (5.34)

Tzz = D−W

(
∂ρ

∂ z
∂ρ

∂ z
Tρρ +

∂ϕ

∂ z
∂ϕ

∂ z
Tϕϕ

)
, (5.35)

where we have used the fact that, due to rotational symmetry, Tρϕ = 0. Substituting the
expressions for Tρρ and Tϕϕ from Equations (5.27) and (5.28) into Equations (5.24), (5.34),
and (5.35), and setting w = 0, we obtain Tzw = 0.

Instead of z, we could have chosen any other Cartesian coordinate that forms a rota-
tionally symmetric plane with w, leading to the same result, Tuw = 0. For Tww and Tzz, we
merely obtain identities with no additional information, but it is worth noting that we can
always rescale the Cartesian coordinates such that Tuu = Tww.

Finally, we can write

Txw =
∂ρ

∂w
Txρ +

∂ϕ

∂w
Txϕ︸︷︷︸
=0

=
w
ρ

Txρ

w→0
= 0. (5.36)
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Summary of All Expressions

By applying the procedure described in the previous section to scalars, vectors, and rank-2
tensors or their corresponding densities, we obtain the following relations for derivatives
in Cartesian coordinates.

Scalar

For a scalar function, we have

∂wΨ =∂x∂wΨ = ∂z∂wΨ = ∂u∂wΨ = 0,

∂w∂wΨ =
∂zΨ

z
.

(5.37)

Vector

For a vector , we have

V w = ∂xV w = ∂zV w = ∂uV w = 0,

∂wV w =
V z

z
,

∂w∂wV w = 2
V w

z2 +2
∂wV z

z
= 0+0 = 0,

∂u∂wV w =
∂uV z

z
= 0,

∂x∂wV w =
∂xV z

z
,

∂z∂wV w =
∂zV z

z
− V z

z2 ,

∂wV z = ∂x∂wV z = ∂z∂wV z = ∂u∂wV z = 0,

∂w∂wV z =
∂zV z

z
− V z

z2 ,

∂wV x = ∂x∂wV x = ∂z∂wV x = ∂u∂wV x = 0,

∂w∂wV x =
∂zV x

z
.

(5.38)
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Rank-2 Tensor

For a rank-2 tensor , we have

Tww = Tuu,

Txw = Tzw = Tuw = 0,

∂wTww = ∂x∂wTww = ∂z∂wTww = ∂u∂wTww = 0,

∂w∂wTww = 2
Tzz −Tww

z2 +
∂zTww

z
,

∂uTww = ∂x∂uTww = ∂z∂uTww = ∂w∂uTww = ∂v∂uTww = 0,

∂u∂uTww =
∂zTww

z
,

∂uTuw = ∂x∂uTuw = ∂z∂uTuw = ∂u∂uTuw = ∂v∂uTuw = 0,

∂u∂wTuw =
∂uTzu

z
=

Tzz −Tww

z2 ,

∂vTuw = ∂x∂vTuw = ∂z∂vTuw = ∂ṽ∂vTuw = 0,

∂wTzw =
Tzz −Tww

z
,

∂x∂wTzw =
∂xTzz −∂xTww

z
,

∂z∂wTzw =−Tzz −Tww

z2 +
∂zTzz −∂zTww

z
,

∂w∂wTzw = 2
∂wTzz

z
+8

Tzw

z2 −2
∂wTww

z
= 0,

(5.39)
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∂u∂wTzw =
∂uTzz

z
− ∂uTww

z
= 0,

∂uTzw = ∂x∂uTzw = ∂z∂uTzw = ∂u∂uTzw = ∂v∂uTzw = 0,

∂wTzz = ∂x∂wTzz = ∂z∂wTzz = ∂u∂wTzz = 0,

∂w∂wTzz =−2
Tzz −Tww

z2 +
∂zTzz

z
,

∂wTxz = ∂x∂wTxz = ∂z∂wTxz = ∂u∂wTxz = 0,

∂w∂wTxz =
∂zTxz

z
− Txz

z2 ,

∂wTxw =
Txz

z
,

∂x∂wTxw =
∂xTxz

z
,

∂z∂wTxw =
∂zTxz

z
− Txz

z2 ,

∂w∂wTxw =
∂wTxz

z
+

Txw

z2 = 0,

∂uTxw = ∂x∂uTxw = ∂z∂uTxw = ∂w∂uTxw = ∂u∂uTxw = ∂v∂uTxw = 0,

∂wTxx = ∂x∂xTxx = ∂z∂wTxx = ∂u∂wTxx = 0,

∂w∂wTxx =
∂zTxx

z
.

(5.40)
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Concise Index Notation

We introduce the following notation: Late Latin indices i, j,k, · · · cover the x, y, and
z directions as usual, i.e., they run from 1 to 3. Early Latin indices a,b,c, · · · cover the
additional coordinates w1,w2,w3, · · · , running from 4 to D−1. Furthermore, we use the
indices z and w to denote the quasiradial coordinate of the computational domain and a
Cartesian coordinate off the hyperplane, respectively. It turns out that all components off
the hyperplane are the same, and w represents the corresponding expressions. The z and w
indices are therefore fixed and are not summed over when they appear repeatedly, as is
done for other indices according to the Einstein summation convention. With this notation,
we can reformulate the above as follows:

∂aΨ = 0,

∂i∂aΨ = 0,

∂a∂bΨ = δab
∂zΨ

z
,

V a = 0,

∂iV a = 0,

∂aV b = δ
b

a
V z

z
,

∂i∂aV b = δ
b

a

(
∂iV z

z
−δiz

V z

z2

)
,

∂a∂bV c = 0,

∂aV i = 0,

∂a∂bV i = δab

(
∂zV i

z
−δ

i
z
V z

z2

)
,

(5.41)
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Tab = δabTww,

∂aTbc = 0,

∂a∂bTcd = (δacδbd +δadδbc)
Tzz −Tww

z2 +δabδcd
∂zTww

z
,

∂i∂aTbc = 0,

Tia = 0,

∂aTib = δab
Tiz −δizTww

z
,

∂a∂bTic = 0,

∂i∂aTjb = δab

(
∂iTjz −δ jz∂iTww

z
−δiz

Tjz −δ jzTww

z2

)
,

∂aTi j = 0,

∂a∂bTi j = δab

(
∂zTi j

z
− δizTjz +δ jzTiz −2δizδ jzTww

z2

)
,

∂i∂aTjk = 0.

(5.42)
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Fig. 5.5 This figure illustrates the evolution scheme used in the actual 2D boson stars code.
The evolution is performed in Cartesian coordinates (x,y,z). In the figure, the two boson
stars undergo a head-on collision in the region where x > 0. Unlike in Figure 5.1, the
x-axis is chosen as the axis of symmetry in this setup.

5.2 2-Dimensional Boson Stars Code

In the previous section, we covered the fundamental concepts and techniques of the cartoon
method. Here, we will outline the Cartoon strategy utilized in our work, followed by a
description of the implementation of our 2D boson star code.

We use (x,y,z) to denote Cartesian coordinates and assume rotational symmetry about
the x-axis. Then, we construct cylindrical coordinates (ρ,ϕ,x) as shown in Figure 5.5.

By evolving the data on the z = 0,y ≥ 0,x ≥ 0 plane, it is evident that the complete
three-dimensional data can be obtained by rotating it around the ϕ direction. Thus, one
only needs to define and evolve the initial conditions in this x-y plane2.

The transformation between the two coordinate systems is as follows:

ϕ = arctan
z
y
,

y = ρ cosϕ,

z = ρ sinϕ,

ρ =
√

y2 + z2.

(5.43)

2Since there is only one redundant axis in our code, it is unnecessary to use wa as a label here.
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5.2 2-Dimensional Boson Stars Code

We will use the following notation for tensor indices:

A,B,C, · · ·= 0,1,2,3,

I,J,K, · · ·= 1,2,3,

i, j,k, · · ·= 1,2,

a,b,c, · · ·= 3.

(5.44)

In cylindrical coordinates, the Killing field is represented by ξ = ∂ ϕ , and the condition
Lξ gAB = 0 implies that ∂ϕgAB = 0.

Next, we will apply the approach from the previous section to explore how SO(2)
symmetry causes many components of the tensor to vanish. We begin with the symmetric
tensor TAB. SO(2) symmetry requires that Tiϕ = 0. By applying the tensor transformation
rules, we derive:

Tiϕ =
∂XA

∂xi
∂XB

∂ϕ
TAB

=
∂XA

∂xi

(
∂y
∂ϕ

TAy +
∂ z
∂ϕ

TAz

)
=−zTiy + yTiz.

(5.45)

Thus, Tiz =
z
yTiy. Employing a comparable approach, we derive:

Tρϕ =
∂XA

∂ρ

∂XB

∂ϕ
TAB

=
∂y
∂ρ

∂y
∂ϕ

Tyy +
∂y
∂ρ

∂ z
∂ϕ

Tyz +
∂ z
∂ρ

∂y
∂ϕ

Tzy +
∂ z
∂ρ

∂ z
∂ϕ

Tzz

=−zcosϕTyy + ycosϕTyz − zsinϕTzy + ysinϕTzz.

(5.46)

This yields: (
y2

ρ
− z2

ρ

)
Tyz =

yz
ρ
(Tyy −Tzz) ,

Tyz =
yz

y2 + z2 (Tyy −Tzz) .

(5.47)

Given our assumption of operating exclusively in the region where z = 0, the aforemen-
tioned Equations (5.45) (5.47) lead to the conclusion that Tiz = 0.
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The Killing field can be represented as follows:

ξ
A = y

(
∂

∂ z

)A

− z
(

∂

∂y

)A

. (5.48)

Within the z = 0 hyperplane, the Lie derivative is applied to Tia:

Lξ Tia = ξ
A
∂ATia +TAa∂iξ

A +TiA∂aξ
A

=

[
y
(

∂

∂ z

)A

− z
(

∂

∂y

)A
]

∂ATia +TAa∂i

[
y
(

∂

∂ z

)A

− z
(

∂

∂y

)A
]

+TiA∂a

[
y
(

∂

∂ z

)A

− z
(

∂

∂y

)A
]

= y∂zTia − z∂yTia +Tzaδiy −Tyaδiz +Tizδay −Tiyδaz

(Taking into account the z=0 plane and the range of index values.)

= y∂zTia +Tzzδiy −Tiy.

(5.49)

Given that Lξ Tia = 0, it follows that: ∂zTiz =
Tiy−Tzzδiy

y .
By following a similar process, as in the previous section, we can derive higher-order

tensor results and their corresponding derivatives. Detailed derivations and results can be
found in reference [74]. Here, we present only the modified results relevant to our study.

∂zφRe/Im = ∂i∂zφRe/Im = 0,

∂
2
z φRe/Im =

∂yφRe/Im

y
,

V z = ∂iV z = ∂zV i = ∂
2
z V z = 0,

∂zV z =
V y

y
,

∂i∂zV z =

(
∂iV y

y
−δiy

V y

y2

)
,

∂
2
z V i =

(
∂yV i

y
−δ

i
y
V y

y2

)
,

Tiz = ∂zTzz = ∂i∂zTzz = ∂
2
z Tiz = ∂zTi j = ∂i∂zTjk = 0.

(5.50)
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Using these results, we can adapt the BSSN formalism and the evolution equations
for matter to suit our two-dimensional problem. The BSSN results are also available in
reference [74]. Below, we present the forms of the matter fields and the evolution equations
relevant to our study.

∂tφRe = β
k
∂kφRe −αΠRe,

∂tφIm = β
k
∂kφIm −αΠIm,

∂tΠRe = β
k
∂RΠRe −ψγ̃

i j
∂iφRe∂ jα +α

(
χΓ̃

k
∂kφRe +

1
2

γ̃
lk

∂kχ∂lφRe −ψγ̃
zz ∂yφRe

y
+KΠRe +V ′

)
,

∂tΠIm = β
k
∂RΠIm −ψγ̃

i j
∂iφIm∂ jα +α

(
χΓ̃

k
∂kφIm +

1
2

γ̃
lk

∂kχ∂lφIm −ψγ̃
zz ∂yφIm

y
+KΠIm +V ′

)
,

Si j = ∂iφRe∂ jφRe +∂iφIm∂ jφIm − 1
2

γi j

(
γ

kl
∂kφRe∂lφRe + γ

kl
∂kφIm∂lφIm −

(
Π

2
Re +Π

2
Im
)
+V

)
,

Szz =−1
2

γzz

(
γ

kl
∂kφRe∂lφRe + γ

kl
∂kφIm∂lφIm −

(
Π

2
Re +Π

2
Im
)
+V

)
,

ji = ΠRe∂iφRe +ΠIm∂iφIm,

S = Si jγ
i j +Szzγ

zz = Si jγ
i j +

Szz

γzz
.
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5.3 Gravitational Waves in 2D

To align with our 2D boson stars code, we require specific methods and coding techniques
for computing gravitational waves in 2D. This section will detail the process of calculating
gravitational waves in our study. The methods and notations described here, unlike those
in Chapter 1, are in accordance with those employed in our actual code.

We follow the discussion of gravitational wave extraction in d +1 dimensions of refer-
ence [75] and apply it to our case of 2+1 evolutions (d = 2). The outgoing gravitational
radiation is encoded in the the projections of the Weyl tensor CABCD onto a null tetrad
{kA, lA,mA, m̄A}

Ψ4 =CABCDkAm̄BkCm̄D (5.51)

here capital Latin indices run from 0 to d. In order to construct the null tetrad, we first
define an orthonormal basis {eA

(0),e
A
(1),e

A
(2),e

A
(3)}, where eA

(0) is the unit normal to the spatial
hypersurfaces, eA

(1) is the unit normal radial vector and eA
(2),e

A
(3) are the angular vectors,

which are typically constructed via Gram-Schmidt orthonormalisation. We then pick
the tetrad consisting of ingoing and outgoing null vectors, kA and lA respectively, and a
complex null vector mA and its conjugate m̄A,

lA =
1√
2

(
eA
(0)+ eA

(1)

)
,

kA =
1√
2

(
eA
(0)− eA

(1)

)
,

mA =
1√
2

(
eA
(2)+ ieA

(3)

)
,

m̄A =
1√
2

(
eA
(2)− ieA

(3)

)
.

(5.52)

Following the notation and construction from reference [75], we denote the off-domain
components with w, such that in 2+ 1 dimensions, eA

(3) becomes eA
(w). Gravitational

radiation is then re-expressed using an equivalent of Ψ4, which we denote as ΩAB. This
quantity is purely real, as it is projected onto real tetrad elements and takes the following
form,

Ω(α)(β ) =
1
4
(R0B0DeB

(α)e
D
(β )−RAB0DeA

(1)e
B
(α)e

D
(β )

−R0BCDeB
(α)e

D
(β )e

C
(1)+RABCDeA

(1)e
B
(α)e

D
(β )e

C
(1)).

Note that α,β here represent all angular directions. In 3D, these are (θ ,φ), but in 2D, the
only angular direction is θ , meaning the φ direction is outside the domain. In 2D Cartesian
coordinates, the domain is parameterized by {x,y}, while z is outside the computational
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domain. The system exhibits rotational symmetry about its axis, and tensor indices lying
in the off-domain direction are commonly denoted by w, for example, Ωww,R0w0w, etc.
Assuming the stars collide along the x-axis, it is then convenient to define spherical
coordinates as

x = r cos(θ),

y = r sin(θ)cos(φ),

z = r sin(θ)sin(φ).

(5.53)

In 2D, the stars are located in the φ = 0 plane, which corresponds to z = 0.

Real Part of Ψ4

Using the results from reference [75], we can express:

Re(Ψ4) =
1
4

RABCD
(
eA
(0)− eA

(1)
)(

eB
(2)e

D
(2)− eB

(3)e
D
(3)
)(

eC
(0)− eC

(1)

)
=

1
4

(
R0B0DeB

(2)e
D
(2)−R0B0DeB

(3)e
D
(3)−RAB0DeA

(1)e
B
(2)e

D
(2)

+RAB0DeA
(1)e

B
(3)e

D
(3)+RABCDeA

(1)e
B
(2)e

D
(2)e

C
(1)−RABCDeA

(1)e
B
(3)e

D
(3)e

C
(1)

−R0BCDeB
(2)e

D
(2)e

C
(1)+R0BCDeB

(3)e
D
(3)e

C
(1)

)
.

(5.54)

Considering expression (5.53), we observe that:

Re(Ψ4) = Ω22 −Ω33. (5.55)

In 2D, the equation is reformulated as

Re(Ψ4) = Ω22 −Ωww. (5.56)

Imaginary Part of Ψ4

For the imaginary part, we have [75],
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Im(Ψ4) =− 1
4

RABCD
(
eA
(0)− eA

(1)
)(

eB
(3)e

D
(2)+ eB

(2)e
D
(3)
)(

eC
(0)− eC

(1)

)
=− 1

4

(
R0B0DeB

(3)e
D
(2)+R0B0DeB

(2)e
D
(3)−RAB0DeB

(3)e
D
(2)e

A
(1)

−RAB0DeA
(1)e

B
(2)e

D
(3)−R0BCDeB

(3)e
D
(2)e

C
(1)−R0BCDeB

(2)e
D
(3)e

C
(1)

+RABCDeB
(3)e

D
(2)e

A
(1)e

C
(1)+RABCDeA

(1)e
B
(2)e

D
(3)e

C
(1)

)
.

(5.57)

Applying equation (5.53), we obtain

Im(Ψ4) =−2Ω23. (5.58)

In 2D, one can show that Im(Ψ4) = 0.
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Fig. 5.6 This figure compares the (2,0) mode of rΨ4 over time between our 2D code and
our 3D code. The specific parameters are a distance of 80 m−1, velocity of 0.1, σ = 0.35,
and a central amplitude of 0.086 MPl .

2D vs. 3D Code Comparison

In Figure 5.6, we present a comparison between our 2D and 3D codes, focusing on a
soliton as the model to compute gravitational waves generated in the head-on collision
of two solitons. The figure illustrates that the results from the 2D code align perfectly
with those from the 3D code. This consistency suggests that future simulations can be
effectively conducted using our 2D code, which is expected to reduce computational time
significantly, by more than an order of magnitude.
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Fig. 5.7 This graph depicts the relationship between the central amplitude and mass of
solitons.

5.4 Simulation Configuration

In our setup, we follow the method in Chapter 4 and expand the parameter space with a
certain parameter. In our study, we only use the soliton model. Specifically, we show cases
where σ is 0.2, 0.225, 0.25, 0.275, 0.3, 0.5, 1.0, 2.0 and expand the parameter space based
on their central amplitude. Below are the soliton results we obtained using the initial solver
based on LEAN [213].

The plots in Figure 5.7 shows the relationship between mass and central amplitude
in a soliton. It can be seen that for σ values less than 0.3, there are two bumps. This is
important because, as we find in later studies, novel phenomena always occur after the
appearance of bumps, and they exhibit certain patterns.

The plots in Figure 5.8 shows the relationship between compactness and central
amplitude. When compactness is high, we find that solitons collapse into black holes
very quickly, especially when the central amplitude approaches 0.4, we are even unable to
obtain valid initial data.

After obtaining the solution for a single soliton, we obtain the initial conditions for
a double soliton using the superposition method described in [110]. We subsequently
perform simulations of head-on collisions using the parameters specified in Table 5.1.
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Fig. 5.8 This graph depicts the relationship between the central amplitude and compactness
of solitons.

Fig. 5.9 This graph depicts the relationship between the radius and mass of solitons.
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Parameter Value
Distance 80
Velocity 0.1
Domain Size 512
Number of Grid Points 256
Max Level 6
Regridding Parameters |φ | and χ

Regridding Threshold 0.3
Boundary Conditions Static
dt Multiplier 0.25
Table 5.1 Simulation Parameters

• Regridding Parameters refer to the primary parameters considered during Adaptive
Mesh Refinement.

• Regridding Threshold is the threshold required to trigger regridding.

• The dt Multiplier indirectly controls dx through the relationship dt = dx ·dtmultiplier.

For detailed explanations, please refer to [70, 27].

Here we present a list of physics units in Table 5.2, which will be utilized throughout
this chapter.

Quantity Unit
Length m−1

Time m−1

Mass M2
Plm

−1

σ MPl
Central Amplitude MPl

Table 5.2 Simulation Unit

The results of the simulation can be summarized into three scenarios.

1. They merge and then form another soliton.

2. They merge and then form a black hole.

3. They collapse into black holes prior to merging, then merge into a single black hole.

In our research, we primarily focus on the second and third scenarios. Next, we will
analyze the gravitational waves emitted by them, as well as the energy radiated by these
gravitational waves.
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5.5 Exploring the Stability of Boson Stars

Boson star equilibrium solutions can be parameterized using a single variable, such as the
central amplitude of the scalar field Actr, allowing us to express the mass as M = M (Actr).
Previous stability studies [54, 98, 196, 199, 34, 22] suggest that transitions between Stable
(S) and Unstable (U) configurations occur only at critical points in the parameter space,
characterized by

dM
dActr

= 0. (5.59)

These stability transitions are analogous to those observed in neutron stars [73, 94, 107,
219].

Under a small perturbation, a mini-boson star in the S branch oscillates and loses mass
through the emission of relativistic bosons, to then relax in a stable configuration of smaller
mass. Stars in the U branch would either collapse to form a black hole if accreted, or
migrate to a stable configuration through wave emission. The critical value Āctr, which
demarcates Stable solutions with

Actr ≤ Āctr namely
dM

dActr
≥ 0, (5.60)

from Unstable ones with

Actr > Āctr namely
dM

dActr
< 0, (5.61)

is identified as the point where (5.59) is satisfied. This critical value is pivotal in determin-
ing the behavior of boson stars against perturbations [22, 139, 97, 98, 121, 123, 122].

Solitons differ from mini-boson stars because they often have more than one point
satisfying equation (5.59), making them relatively complex. Next, we will discuss these
two types of boson stars separately.

It is important to clarify the criteria used in our simulations for determining black hole
formation and migration to another boson star. For black hole formation, we monitored the
conformal factor χ during the evolution and identified a black hole when χ dropped below
0.1. Migration was determined by tracking the central amplitude of the boson star; when
the central amplitude shifted by 0.1% from its initial value, we considered the boson star
to have migrated 3.

3It should be noted that we did not manually introduce any perturbations. Our "perturbations" arise from
numerical errors in the initial conditions and errors caused by imperfections in the evolution process.
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(a) The purple auxiliary coordinates represent
the soliton mass.

(b) The purple auxiliary coordinates represent
the soliton compactness.

Fig. 5.10 The diagram illustrates the stability of the mini-boson star. The x-axis represents
the central amplitude of the mini-boson star, while the left y-axis indicates the time it takes
for the mini-boson star to collapse into a black hole. The red points represent mini-boson
stars that remain stable, while the blue points denote mini-boson stars that collapse into
black holes.

5.5.1 Mini-Boson Stars

Figure 5.10 shows the stability of mini-boson stars. Red points indicate that no black holes
were found within our evolution time range (t = 2000 m−1), while blue points indicate the
formation of black holes, with the corresponding y-axis showing the time of black hole
formation for each point.

In both figures, we can see that when the central amplitude is less than 0.08, stable
behavior is observed, while at a central amplitude greater than 0.08 (including 0.08),
instability is shown. Moreover, the time it takes for them to collapse into black holes
also becomes earlier with increasing central amplitude. Even at a central amplitude of
0.35, black holes form almost at the beginning of the evolution. It is worth mentioning
that during the process of solving for a single boson star using the shooting method, the
central amplitude can reach a value of 0.4. However, in actual evolution, we find that
when the central amplitude exceeds 0.35, we are almost unable to generate effective initial
conditions. Therefore, we only consider the situation of central amplitude up to 0.35.

In both figures, different auxiliary lines are used. Through Figure 5.10 (b), we can
see that as compactness increases, mini-boson stars start to show instability, and become
more unstable with increasing compactness. There might be a potential question here: Is it
because our evolution time only goes up to t = 2000 m−1, therefore points before 0.07 do
not show instability? To answer this question, we need to look at Figure 5.10 (a). In the
auxiliary plot of Figure 5.10 (a), we find a mass bump around 0.08, which is the boundary
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5.5 Exploring the Stability of Boson Stars

Fig. 5.11 This figure shows the maximum value of
√

|φ |2 as it changes over time. Here,
Actr represents the initial central amplitude. We have simulated data from t = 0 m−1 to
t = 2000 m−1. For better visual presentation, only data up to t = 1200 m−1 was selected.

of stability. On the left side of this bump Actr ≤ Āctr, stability is shown, while on the right
Actr > Āctr, instability is displayed. This is consistent with the results we argued before.
Therefore, we can trust that t = 2000 m−1 is sufficient to illustrate the issue of stability.

Furthermore, we further explore the central amplitude of mini-boson stars in evolution
to confirm their stability behavior is consistent with our expectations. Figure 5.11 shows

the variation of the maximum value of
√

|φ |2 over time, as expected. For initial central
amplitudes of 0.02 and 0.04, their evolution remains a constant value. For cases evolving

into black holes, such as 0.08, 0.16, 0.32, their maximum values of
√

|φ |2 drop suddenly
to 0 when they evolve into black holes.
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5.5 Exploring the Stability of Boson Stars

(a) The purple auxiliary coordinates represent
the soliton mass.

(b) The purple auxiliary coordinates represent
the soliton compactness.

Fig. 5.12 The diagram illustrates the stability of the soliton with σ = 0.2. The x-axis
represents the central amplitude of the soliton, while the left y-axis indicates the time it
takes for the soliton to either collapse into a black hole or migrate to another soliton. The
red points represent solitons that remain stable, the orange points indicate solitons that
migrate to another soliton, and the blue points denote solitons that collapse into black
holes.

5.5.2 Solitonic Boson Stars

We investigated the stability of solitons using methods similar to those used for mini-boson
stars, referring to solitons corresponding to several values of σ . Surprisingly, when we

studied their
√

|φ |2, we discovered a new phenomenon: unstable boson stars migrate to
stable boson stars. In this work, we use Metastable to denote this kind of unstable boson
star. This has also been mentioned in previous literature [148, 197].

According to Figures 5.12, 5.13, 5.14, 5.15, 5.16, and 5.17, the results are consistent
across σ values of 0.2, 0.225, and 0.25. In regions where dM

dActr
> 0, solitons demonstrate

stable behavior. solitons are in a metastable state in the declining section ( dM
dActr

< 0) post
the first bump. Following the declining section after the second bump, solitons are observed
to collapse into black holes.

When σ increases to 0.275, we find that the first declining section further splits into
two branches. For larger central amplitudes, such as 0.07, it remains in a metastable state,
while for relatively smaller central amplitudes, such as 0.05, it collapses into a black hole
(as in Figures 5.18 and 5.19 but for σ = 0.275).

σ equal to 0.28725 is a carefully selected example, where we specifically chose a case
with two bumps that are exactly the same. We can see that for the first declining section, it
is divided quite strictly into a metastable branch and a branch that collapses into a black
hole (as in Figures 5.20 and 5.21 but for σ = 0.28725).
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5.5 Exploring the Stability of Boson Stars

Fig. 5.13 This figure depicts the maximum value of
√

|φ |2 as it evolves over time. Here,
Actr represents the initial central amplitude, with σ = 0.2. The simulation data spans from
t = 0 m−1 to t = 2000 m−1. For clearer visualization, only data up to t = 1200 m−1 is
presented.

(a) The purple auxiliary coordinates represent
the soliton mass.

(b) The purple auxiliary coordinates represent
the soliton compactness.

Fig. 5.14 The diagram illustrates the stability of the soliton with σ = 0.225. The x-axis
represents the central amplitude of the soliton, while the left y-axis indicates the time it
takes for the soliton to either collapse into a black hole or migrate to another soliton. The
red points represent solitons that remain stable, the orange points indicate solitons that
migrate to another soliton, and the blue points denote solitons that collapse into black
holes.
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5.5 Exploring the Stability of Boson Stars

Fig. 5.15 This figure depicts the maximum value of
√

|φ |2 as it evolves over time. Here,
Actr represents the initial central amplitude, with σ = 0.225. The simulation data spans
from t = 0 m−1 to t = 2000 m−1. For clearer visualization, only data up to t = 1200 m−1

is presented.

(a) The purple auxiliary coordinates represent
the soliton mass.

(b) The purple auxiliary coordinates represent
the soliton compactness.

Fig. 5.16 The diagram illustrates the stability of the soliton with σ = 0.25. The x-axis
represents the central amplitude of the soliton, while the left y-axis indicates the time it
takes for the soliton to either collapse into a black hole or migrate to another soliton. The
red points represent solitons that remain stable, the orange points indicate solitons that
migrate to another soliton, and the blue points denote solitons that collapse into black
holes.
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5.5 Exploring the Stability of Boson Stars

Fig. 5.17 This figure depicts the maximum value of
√

|φ |2 as it evolves over time. Here,
Actr represents the initial central amplitude, with σ = 0.25. The simulation data spans
from t = 0 m−1 to t = 2000 m−1. For clearer visualization, only data up to t = 1200 m−1

is presented.

(a) The purple auxiliary coordinates represent
the soliton mass.

(b) The purple auxiliary coordinates represent
the soliton compactness.

Fig. 5.18 The diagram illustrates the stability of the soliton with σ = 0.275. The x-axis
represents the central amplitude of the soliton, while the left y-axis indicates the time it
takes for the soliton to either collapse into a black hole or migrate to another soliton. The
red points represent solitons that remain stable, the orange points indicate solitons that
migrate to another soliton, and the blue points denote solitons that collapse into black
holes.
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5.5 Exploring the Stability of Boson Stars

Fig. 5.19 This figure depicts the maximum value of
√

|φ |2 as it evolves over time. Here,
Actr represents the initial central amplitude, with σ = 0.275. The simulation data spans
from t = 0 m−1 to t = 2000 m−1. For clearer visualization, only data up to t = 1200 m−1

is presented.

(a) The purple auxiliary coordinates represent
the soliton mass.

(b) The purple auxiliary coordinates represent
the soliton compactness.

Fig. 5.20 The diagram illustrates the stability of the soliton with σ = 0.28725. The x-axis
represents the central amplitude of the soliton, while the left y-axis indicates the time it
takes for the soliton to either collapse into a black hole or migrate to another soliton. The
red points represent solitons that remain stable, the orange points indicate solitons that
migrate to another soliton, and the blue points denote solitons that collapse into black
holes.
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5.5 Exploring the Stability of Boson Stars

Fig. 5.21 This figure depicts the maximum value of
√

|φ |2 as it evolves over time. Here,
Actr represents the initial central amplitude, with σ = 0.28725. The simulation data spans
from t = 0 m−1 to t = 2000 m−1. For clearer visualization, only data up to t = 1200 m−1

is presented.

(a) The purple auxiliary coordinates represent
the soliton mass.

(b) The purple auxiliary coordinates represent
the soliton compactness.

Fig. 5.22 The diagram illustrates the stability of the soliton with σ = 0.3. The x-axis
represents the central amplitude of the soliton, while the left y-axis indicates the time it
takes for the soliton to either collapse into a black hole or migrate to another soliton. The
red points represent solitons that remain stable, the orange points indicate solitons that
migrate to another soliton, and the blue points denote solitons that collapse into black
holes.
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5.5 Exploring the Stability of Boson Stars

Fig. 5.23 This figure depicts the maximum value of
√

|φ |2 as it evolves over time. Here,
Actr represents the initial central amplitude, with σ = 0.3. The simulation data spans from
t = 0 m−1 to t = 2000 m−1. For clearer visualization, only data up to t = 1200 m−1 is
presented.

When σ reaches 0.3, most of the solitons in the first declining section collapse into
black holes. Only a few solitons remain in a metastable state (as in Figures 5.22 and 5.23
but for σ = 0.3).

For higher values of σ , such as σ = 0.5 (Figures 5.24 and 5.25), soliton behavior
converges with that of mini-boson stars, offering limited additional insight.

Based on the detailed analysis of soliton stability, we can summarize the key findings
as follows:

1. For single-bump cases (i.e., higher σ values), solitons collapse into black holes if
dM

dActr
< 0. If dM

dActr
> 0, the soliton remains stable.

2. For two-bump cases, the region near the second bump follows the behavior seen in
single-bump cases. Near the first bump, solitons remain stable when dM

dActr
> 0, but for

dM
dActr

< 0, the outcome depends on the relative sizes of the two bumps. Figure 5.26
provides a summary of these results.

It is not surprising that solitons with higher initial central amplitudes collapse into
black holes, as these solitons typically correspond to higher compactness. It is important
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5.5 Exploring the Stability of Boson Stars

(a) The purple auxiliary coordinates represent
the soliton mass.

(b) The purple auxiliary coordinates represent
the soliton compactness.

Fig. 5.24 The diagram illustrates the stability of the soliton with σ = 0.5. The x-axis
represents the central amplitude of the soliton, while the left y-axis indicates the time it
takes for the soliton to collapse into a black hole. The red points represent solitons that
remain stable, while the blue points denote solitons that collapse into black holes.

Fig. 5.25 This figure depicts the maximum value of
√

|φ |2 as it evolves over time. Here,
Actr represents the initial central amplitude, with σ = 0.5. The simulation data spans from
t = 0 m−1 to t = 2000 m−1. For clearer visualization, only data up to t = 1200 m−1 is
presented.
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5.5 Exploring the Stability of Boson Stars

(a) The case where the first
bump is lower than the second
bump.

(b) The case where the first
bump is (approximately)equal
to the second bump.

(c) The case where the first
bump is higher than the sec-
ond bump.

Fig. 5.26 This diagram illustrates a schematic of stability. Here, red represents stable, blue
represents unstable, and orange represents metastable.

to emphasize that metastable solitons tend to migrate to configurations with higher central
amplitudes (lower mass) due to scalar radiation, which gradually reduces their mass [148,
197]. This can be seen from the potential energy curve of the soliton.

Finally, we consolidate all the obtained results, as shown in Figure 5.27. It can be
observed that at high σ values, only two states exist, and the regions where the split occurs
are similar (around an initial central amplitude of 0.07). The most complex scenario arises
when σ is in the range of 0.3 to 0.275, where various types of solitons coexist and alternate.
Notably, in this region, as σ decreases, the unstable region between central amplitudes
of approximately 0.04 and 0.14 gradually shrinks (at lower σ values, it is eventually
compressed until it disappears), while the metastable region expands. When σ decreases
to around 0.25 to 0.2, the stable red region, representing central amplitudes between 0.14
and 0.21, begins to gradually sink.
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5.5 Exploring the Stability of Boson Stars

Fig. 5.27 This figure presents the stability results for various solitons and the mini-boson
star. The red region represents solitons that are stable, the blue region indicates those that
collapse into black holes, and the orange region represents solitons that migrate to another
soliton. The x-axis corresponds to their σ values, with the rightmost bar representing
the mini-boson star (which can be considered as σ approaching infinity). The y-axis
corresponds to the initial central amplitude of these boson stars.
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5.6 Exploring Gravitational Waves and Energy Calculation

Fig. 5.28 In the figure, we present the Energy of gravitational wave l = 2,m = 0 mode,
with the chosen model being σ = 1.0, central amplitude = 0.25.

5.6 Exploring Gravitational Waves and Energy Calcula-
tion

In this section, we first extract the gravitational waves and calculate the energy carried by
these gravitational waves.

It is worth noting that although the 2D code is much more efficient than the 3D code, the
need to perform numerous simulations still requires a significant amount of computational
resources. Therefore, it is very important to carefully choose the resolution. Figure 5.28
shows the behavior of gravitational wave signals at different resolutions. In the magnified
image in the bottom right corner, we can see that starting from N = 256, the gravitational
wave signals begin to converge. This conclusion is particularly evident in Figure 5.29,
where we can see that at N = 192, there is a trend of divergence in the energy of the
gravitational waves towards the end. Therefore, we cautiously chose N = 256 as our
evolution resolution. It should be mentioned that this is just one example, but we have
referred to many samples with different parameters when choosing the resolution.

When calculating the energy of gravitational waves, we consider the contributions of
l = 2, l = 3, and l = 4 (contributions from higher modes are almost negligible and can be
ignored). Since different solitons usually correspond to different masses, it is necessary to
normalize the energy. In our work, we have chosen two methods of normalization. The
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5.6 Exploring Gravitational Waves and Energy Calculation

Fig. 5.29 In the figure, we present the gravitational wave rψ4, l=2,m=0, with the chosen
model being σ = 1.0, central amplitude = 0.25.

first is based on the mass of the soliton in the initial conditions. The second method is
based on the mass of the final state black hole, which is calculated using the Quasinormal
mode (Here, we have used an implementation based on the code by Leo C. Stein [218].)
from the Ringdown part of the gravitational wave signal. We will discuss our results in
detail in the next section.
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5.7 Results

5.7 Results

In this section, we present the main results of our study. Specifically, we fix σ as a constant
and expand the parameter space using the central amplitude as the x-axis. We examine the
gravitational wave energy emitted during head-on soliton collisions at a fixed σ . In our
discussions on stability, we noted that obtaining effective initial data can be challenging for
solitons with very high central amplitudes, necessitating a cutoff in the parameter space.
Additionally, we normalized all results using two types of mass measurements: the Initial
Soliton mass and the Quasi-Normal Mode (QNM) mass.

To present our findings clearly, we classified our solitons into several categories. For
solitons featuring two bumps, typically associated with lower sigma values, we have
divided them into three distinct types, as illustrated in Figure 5.26: Type-A, Type-B, and
Type-C. Solitons with a single bump, generally linked to higher sigma values, are discussed
in conjunction with mini-boson stars.

For these three types, we briefly summarize as follows:

• Type-A: The scenario where the first bump is lower than the second bump is illus-
trated in Figure 5.26a. Our study includes cases with σ values of 0.2, 0.225, 0.25,
and 0.275.

• Type-B: The scenario where the first bump is equal to the second bump is illustrated
in Figure 5.26b. Our study includes cases with a σ value of 0.28725.

• Type-C: The scenario where the first bump is higher than the second bump is
illustrated in Figure 5.26c. Our study includes cases with a σ value of 0.3.

Furthermore, we have divided the cases with two bumps into four regions, illustrated
in schematic diagram 5.30.

Type-A

σ = 0.2
We selected a minimum value of σ = 0.2, and from the data depicted in Figure 5.31, it is
evident that in Region IV, the solitons initially collapse into black holes before colliding.
This outcome aligns with our previous stability analysis and is therefore expected. In
Region III, we observe that solitons with relatively low central amplitudes generate more
gravitational wave energy. Furthermore, the normalization results using the initial soliton
mass and Quasinormal Mode (QNM) mass are found to be comparable.
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5.7 Results

Fig. 5.30 Region I is the rising section located to the left of the first bump. Region II is
the declining section to the right of the first bump. Region III mirrors Region I as another
rising section to the left of the second bump. Region IV corresponds to Region II as the
declining section to the right of the second bump. Here, a rising section signifies that the
derivative of mass with respect to the central amplitude, dM/dActr, is greater than zero,
indicating an increase. Conversely, a declining section means that dM/dActr is less than
zero, indicating a decrease.

Additionally, we have noted that the transition from red dots to blue dots is discontinu-
ous. While this discontinuity is not evident in Figure 5.31, it becomes clearly visible in
Figure 5.32.

It is important to note that we have not addressed cases with central amplitudes below
0.13, as their eventual outcome tends to be another boson star rather than a black hole.
These cases are outside the focus of our study.

σ = 0.225 σ = 0.25 σ = 0.275
Slightly increasing σ to 0.225 revealed unexpected results, as shown in Figure 5.33. In
Region II, a complex yet regular structure appeared. Detailed observations from zoomed in
Figure 5.34 reveal several fluctuations within this specific region. Notably, the amplitude
of these fluctuations is not uniform, yet they demonstrate a clear regularity. Convergence
tests on these results confirmed that these fluctuations are genuine phenomena, not noise
or errors, indicating that these refined structures are indeed present.

Similar observations were made at σ values of 0.25 and 0.275, as shown in Figures 5.36
and 5.37 for σ = 0.25, and Figures 5.38 and 5.39 for σ = 0.275. The structural patterns
at σ = 0.25 and σ = 0.275 are more pronounced compared to σ = 0.225. Notably, in
Regions I and II, energy consistently oscillates upwards. Furthermore, the transition from
red dots to blue dots remains discontinuous.
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5.7 Results

(a) The normalization method for this plot is based on the initial soliton mass.

(b) The normalization method for this plot is based on the Quasinormal mode mass.

Fig. 5.31 This plot shows the energy of gravitational waves produced by head-on collisions
with different central amplitude after a given σ = 0.2, where the purple auxiliary coordi-
nates in both figures represent the initial soliton mass. In the plot, the red points represent
two solitons colliding and eventually forming a black hole. The blue points represent two
solitons that form black holes separately before colliding, and then form a new black hole
after the collision.
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5.7 Results

(a) The normalization method for this plot is based on the initial soliton mass.

(b) The normalization method for this plot is based on the Quasinormal mode mass.

Fig. 5.32 This plot shows the energy of gravitational waves produced by head-on collisions
with different central amplitude after a given σ = 0.2, where the purple auxiliary coordi-
nates in both figures represent the initial soliton mass. In the plot, the red points represent
two solitons colliding and eventually forming a black hole. The blue points represent two
solitons that form black holes separately before colliding, and then form a new black hole
after the collision.
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5.7 Results

(a) The normalization method for this plot is based on the initial soliton mass.

(b) The normalization method for this plot is based on the Quasinormal mode mass.

Fig. 5.33 This plot shows the energy of gravitational waves produced by head-on collisions
with different central amplitude after a given σ = 0.225, where the purple auxiliary
coordinates in both figures represent the initial soliton mass. In the plot, the red points
represent two solitons colliding and eventually forming a black hole. The blue points
represent two solitons that form black holes separately before colliding, and then form a
new black hole after the collision.
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5.7 Results

(a) The normalization method for this plot is based on the initial soliton mass.

(b) The normalization method for this plot is based on the Quasinormal mode mass.

Fig. 5.34 This plot shows the energy of gravitational waves produced by head-on collisions
with different central amplitude after a given σ = 0.225, where the purple auxiliary
coordinates in both figures represent the initial soliton mass. In the plot, the red points
represent two solitons colliding and eventually forming a black hole.
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5.7 Results

(a) The normalization method for this plot is based on the initial soliton mass.

(b) The normalization method for this plot is based on the Quasinormal mode mass.

Fig. 5.35 This plot shows the energy of gravitational waves produced by head-on collisions
with different central amplitude after a given σ = 0.225, where the purple auxiliary
coordinates in both figures represent the initial soliton mass. In the plot, the red points
represent two solitons colliding and eventually forming a black hole. The blue points
represent two solitons that form black holes separately before colliding, and then form a
new black hole after the collision.
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5.7 Results

(a) The normalization method for this plot is based on the initial soliton mass.

(b) The normalization method for this plot is based on the Quasinormal mode mass.

Fig. 5.36 This plot shows the energy of gravitational waves produced by head-on collisions
with different central amplitude after a given σ = 0.25, where the purple auxiliary coordi-
nates in both figures represent the initial soliton mass. In the plot, the red points represent
two solitons colliding and eventually forming a black hole. The blue points represent two
solitons that form black holes separately before colliding, and then form a new black hole
after the collision.
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5.7 Results

(a) The normalization method for this plot is based on the initial soliton mass.

(b) The normalization method for this plot is based on the Quasinormal mode mass.

Fig. 5.37 This plot shows the energy of gravitational waves produced by head-on collisions
with different central amplitude after a given σ = 0.25, where the purple auxiliary coordi-
nates in both figures represent the initial soliton mass. In the plot, the red points represent
two solitons colliding and eventually forming a black hole.
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5.7 Results

(a) The normalization method for this plot is based on the initial soliton mass.

(b) The normalization method for this plot is based on the Quasinormal mode mass.

Fig. 5.38 This plot shows the energy of gravitational waves produced by head-on collisions
with different central amplitude after a given σ = 0.275, where the purple auxiliary
coordinates in both figures represent the initial soliton mass. In the plot, the red points
represent two solitons colliding and eventually forming a black hole. The blue points
represent two solitons that form black holes separately before colliding, and then form a
new black hole after the collision.
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5.7 Results

(a) The normalization method for this plot is based on the initial soliton mass.

(b) The normalization method for this plot is based on the Quasinormal mode mass.

Fig. 5.39 This plot shows the energy of gravitational waves produced by head-on collisions
with different central amplitude after a given σ = 0.275, where the purple auxiliary
coordinates in both figures represent the initial soliton mass. In the plot, the red points
represent two solitons colliding and eventually forming a black hole.
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Combining these findings, we can summarize the following observations.

• Fine and intricate structures emerge after the first bump, located in the metastable
region (see Figure 5.26a).

• The amplitudes of these structures vary, indicating a complex underlying dynamic.

• These fine structures begin to dissipate at the minima between the two bumps,
suggesting a transition in stability.

• Following the second bump, which is also identified as the unstable section (refer to
Figure 5.26a), solitons individually collapse into black holes prior to any collision.

• Energy consistently oscillates upwards in Regions I and II, reflecting continuous
dynamic changes.

• In Region IV, the transition from red dots to blue dots is discontinuous.

Here, a clarification is necessary regarding stability discussions. Specifically, for
σ = 0.275, we identified a few (two in our examples) solitons in Region II that were
unstable. However, we did not observe them collapsing into black holes before their
collision. This discrepancy arises because the collision time for these solitons is around
t = 315 m−1, whereas their collapse into black holes happens significantly later (as in
Figure 5.18).

Type-B

σ = 0.28725
In cases where the two bumps are equal, with the mass at 0.43018 M2

Plm
−1 located at

central amplitudes of 0.05 and 0.22, we observe two distinct branches in Region II: one
continues to exhibit a fine structure, while the other demonstrates the phenomenon of
premature collapse into a black hole. This bifurcation is consistent with the split observed
in the corresponding section of Figure 5.26b (as in Figures 5.40 but for σ = 0.28725).

Furthermore, in Region II, the transition from red dots to blue dots is continuous, while
the transition from blue dots back to red dots is discontinuous, as shown in the zoomed in
Figure 5.41 but for σ = 0.28725. However, in Region IV, the transition from red dots to
blue dots is discontinuous.
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5.7 Results

(a) The normalization method for this plot is based on the initial soliton mass.

(b) The normalization method for this plot is based on the Quasinormal mode mass.

Fig. 5.40 This plot shows the energy of gravitational waves produced by head-on collisions
with different central amplitude after a given σ = 0.28725, where the purple auxiliary
coordinates in both figures represent the initial soliton mass. In the plot, the red points
represent two solitons colliding and eventually forming a black hole. The blue points
represent two solitons that form black holes separately before colliding, and then form a
new black hole after the collision.
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(a) The normalization method for this plot is based on the initial soliton mass.

(b) The normalization method for this plot is based on the Quasinormal mode mass.

Fig. 5.41 This plot shows the energy of gravitational waves produced by head-on collisions
with different central amplitude after a given σ = 0.28725, where the purple auxiliary
coordinates in both figures represent the initial soliton mass. In the plot, the red points
represent two solitons colliding and eventually forming a black hole. The blue points
represent two solitons that form black holes separately before colliding, and then form a
new black hole after the collision.
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Type-C

σ = 0.3
When σ increases to 0.3, all fine structures in Region II vanish, replaced by the phenomenon
of "premature collapse into a black hole" (as in Figure 5.42 but for σ = 0.3)4. This is
consistent with what is shown in Figure 5.26c.

It is important to highlight that the transitions between blue dots and red dots in Region
II are consistent with those observed at σ = 0.28725.

Higher σ

σ = 0.5
When σ reaches 0.5, we observe that their behavior closely resembles that of mini-boson
stars, as illustrated in Figures 5.45 for σ = 0.5 and B.12 for mini-boson stars. However,
their potential differs significantly, as detailed in Appendix B. These cases exhibit only
one bump, and the transition from red dots to blue dots is continuous. For brevity, we
only present the results for σ = 0.5 here. Detailed simulations for σ = 1.0, σ = 2.0, and
mini-boson stars are available in Appendix B.

4In our analysis of stability for σ = 0.3, we observed that unstable solitons began to appear at a central
amplitude of 0.05. However, because the time required for these solitons (with central amplitudes of 0.05 and
0.06) to collapse into black holes was significantly longer than t = 315 m−1, this delayed the appearance of
the blue dots to a central amplitude of 0.07 (We have already encountered a similar situation in the example
with σ = 0.275.
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(a) The normalization method for this plot is based on the initial soliton mass.

(b) The normalization method for this plot is based on the Quasinormal mode mass.

Fig. 5.42 This plot shows the energy of gravitational waves produced by head-on collisions
with different central amplitude after a given σ = 0.3, where the purple auxiliary coordi-
nates in both figures represent the initial soliton mass. In the plot, the red points represent
two solitons colliding and eventually forming a black hole. The blue points represent two
solitons that form black holes separately before colliding, and then form a new black hole
after the collision.
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(a) The normalization method for this plot is based on the initial soliton mass.

(b) The normalization method for this plot is based on the Quasinormal mode mass.

Fig. 5.43 This plot shows the energy of gravitational waves produced by head-on collisions
with different central amplitude after a given σ = 0.3, where the purple auxiliary coordi-
nates in both figures represent the initial soliton mass. In the plot, the red points represent
two solitons colliding and eventually forming a black hole. The blue points represent two
solitons that form black holes separately before colliding, and then form a new black hole
after the collision.
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(a) The normalization method for this plot is based on the initial soliton mass.

(b) The normalization method for this plot is based on the Quasinormal mode mass.

Fig. 5.44 This plot shows the energy of gravitational waves produced by head-on collisions
with different central amplitude after a given σ = 0.3, where the purple auxiliary coordi-
nates in both figures represent the initial soliton mass. In the plot, the red points represent
two solitons colliding and eventually forming a black hole. The blue points represent two
solitons that form black holes separately before colliding, and then form a new black hole
after the collision.
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(a) The normalization method for this plot is based on the initial soliton mass.

(b) The normalization method for this plot is based on the Quasinormal mode mass.

Fig. 5.45 This plot shows the energy of gravitational waves produced by head-on collisions
with different central amplitude after a given σ = 0.5, where the purple auxiliary coordi-
nates in both figures represent the initial soliton mass. In the plot, the red points represent
two solitons colliding and eventually forming a black hole. The blue points represent two
solitons that form black holes separately before colliding, and then form a new black hole
after the collision.

224



5.7 Results

Overall Results
Based on our findings, we summarize the following:

For lower σ , two mass bumps generally appear, exhibiting the following characteristics:

• In Region I, solitons are stable, and the energy of gravitational waves increases
monotonically.

• In Region II, the state of solitons depends on the sizes of the two bumps. For
metastable solitons, the energy of gravitational waves forms fine and regular struc-
tures, displaying an oscillatory upward trend. In contrast, unstable solitons collapse
into black holes independently before colliding, with no significant changes in
gravitational wave energy.

• In Region III, solitons are stable, and the energy of gravitational waves decreases
monotonically.

• In Region IV, solitons are unstable; they collapse into black holes independently
before any collision occurs, with no notable changes in gravitational wave energy.

For higher σ values, the pattern of gravitational wave energy resembles that of mini-
boson stars, although in many instances, the potential of these solitons still significantly
differs from that of mini-boson stars.

Notably, in Region II, the transition from red dots to blue dots appears continuous.
However, as we will discuss later in Section 5.8, we expect this to become discontinuous
with a larger initial separation distance. In contrast, the transition from blue dots back to
red dots is discontinuous. Additionally, in Region IV, the transition from red dots to blue
dots remains consistently discontinuous.
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5.8 Exploring the Origins of Gravitational Wave Charac-
teristics

We aim to determine if these fine and complex structures are inherent properties of the
soliton and which specific characteristics of the soliton they reveal. To explore this, we
intend to slightly modify the initial conditions of the simulation to assess whether these
complex structures continue to exist and maintain stability.

Our investigation will concentrate on the scenario with σ = 0.25. We plan to adjust the
initial separation distance from 80 m−1 to 60 m−1, while maintaining all other parameters
unchanged, and then reinitiate the evolution process.

The results, illustrated in Figure 5.46, reveal an unexpected finding: while the fine
structures persist in Region II, their configurations are markedly different from those seen
with an initial separation distance of 80 m−1 (see Figures 5.36 and 5.37). These structures
are less intricate than those observed with the larger initial separation distance.

Given that a minor adjustment in the initial separation distance essentially alters the
timing of their collisions, and linking this to the fact that solitons at σ = 0.25 in Region II
are in a metastable state, we can reasonably hypothesize that this is related to the migration
of these solitons. To test this hypothesis, it would be beneficial to select several points
within Region II and continuously adjust their initial separation distances to explore the
presence of any unique structural characteristics.

We selected examples in Region II with central amplitudes of 0.06, 0.07, and 0.08. For
comparison, we also selected a case in Region I with a central amplitude of 0.03.

The results displayed in Figure 5.47 indicate that the stable soliton maintains relatively
consistent gravitational wave energy as the initial separation distance varies, albeit with a
gradual upward trend. In contrast, metastable solitons exhibit regular, fine structures.

The oscillatory-like structure brings to mind the maximum value of
√
|φ |2, as discussed

in Section 5.5. This similarity prompted us to examine the relationship between the

maximum value of
√

|φ |2 for a single soliton and that generated during the collision of
binary solitons.

Figure 5.48 illustrates the scenario with an initial central amplitude of 0.08. It demon-
strates that the merging of the binary system occurs while the solitons are in a metastable
state. Consequently, solitons that merge at different times display markedly different
gravitational wave energies.

On the other hand, Figure 5.49 illustrates the reason why decreasing the initial sep-
aration distance to 60 m−1 results in less complex fine structures in gravitational wave
energies. This occurs because, at shorter initial separation distances, many solitons do not
have sufficient time to reach a metastable state.
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5.8 Exploring the Origins of Gravitational Wave Characteristics

(a) The initial separation distance is set to 60 m−1, and the normalization method employed is based
on the initial soliton mass.

(b) The zoomed in view of the fine structure.

Fig. 5.46 This plot shows the energy of gravitational waves produced by head-on collisions
with different central amplitude after a given σ = 0.25, where the purple auxiliary coordi-
nates in both figures represent the initial soliton mass. In the plot, the red points represent
two solitons colliding and eventually forming a black hole. The blue points represent two
solitons that form black holes separately before colliding, and then form a new black hole
after the collision.
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(a) Actr = 0.03 Stable (b) Actr = 0.06 Metastable

(c) Actr = 0.07 Metastable (d) Actr = 0.08 Metastable

Fig. 5.47 This figure illustrates the variation in gravitational wave energy as a function of
initial separation distance.
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Fig. 5.48 This figure illustrates how the maximum value of
√
|φ |2 varies over time. In this

context, Actr = 0.08 denotes the initial central amplitude, Single refers to an individual
soliton, and D indicates the initial separation distance.

Fig. 5.49 This figure illustrates how the maximum value of
√
|φ |2 varies over time. In this

context, Actr = 0.054 denotes the initial central amplitude, Single refers to an individual
soliton, and D indicates the initial separation distance.
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Fig. 5.50 Amplitude against Radius and Mass for σ = 0.25

We have also examined the correlation between the local maxima (or minima) of

energy and the
√

|φ |2 of a single soliton. However, no definitive connection has been
found. This may stem from the greater-than-expected differences between single soliton
systems and binary systems. Numerous intrinsic factors within these systems could affect

their
√

|φ |2. Consequently, we are limited to hypotheses. We speculate that in Region
II, the variations in the solitons’ radius are more pronounced than those in their mass, as
illustrated in Figure 5.50. Thus, fluffier solitons may emit more gravitational wave energy,
whereas the converse may be true for less fluffy ones. Unfortunately, this hypothesis
remains unconfirmed as we still lack concrete evidence to substantiate it.

We understand the transitions between blue and red dots as follows: Our results show
continuous transitions between red and blue dots near the dM/dA = 0 point in Region II.
We hypothesize that this continuity may be misleading, potentially caused by pseudo-red
dots. These are actually unstable solitons that appear similar to stable red dots because
their collapse time exceeds their collision time. In truth, transitions between red dots and
blue dots should all be discontinuous, as demonstrated when comparing the gravitational
wave energies of actual red and blue dots. This explains why the apparent continuity is
not observed in other areas, such as the transitions from blue dots to red dots in Region II
and from red dots to blue dots in Region IV, where the collapse time of unstable solitons
into black holes is significantly shorter than their collision time. Thus, pseudo-red dots in
Region II obscure the true discontinuous nature of these transitions. If our initial separation
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distance were sufficiently increased to allow each unstable soliton enough time to collapse
into a black hole, then all transitions would be observed as discontinuous. This analysis
also applies to scenarios involving a single bump.
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5.9 Conclusion

In this section, we employ our 2D BosonStar Code to systematically investigate the
stability of single solitons and the gravitational wave energy emitted during the head-on
collisions of solitons under varied conditions. We specifically focus on the parameters σ

and central amplitude.
Our key findings regarding the gravitational wave energy emitted during the head-on

collisions of solitons are summarized as follows:

1. In scenarios with a single bump, which are typically associated with higher σ values:

• If the initial central amplitude results in dM
dActr

< 0, the soliton evolves into a
black hole.

• If the initial central amplitude results in dM
dActr

> 0, the soliton remains stable.

2. In scenarios with two bumps:

• The area near the second bump consistently aligns with the conditions of the
single bump.

• Near the first bump, the soliton remains stable if dM
dActr

> 0. In regions where
dM

dActr
< 0, the behavior depends on the size of the two bumps. Figure 5.26

provides a clear summary of these dynamics.

Our findings on the stability of solitons and gravitational wave energy across different
σ levels are as follows:

1. For lower σ , two mass bumps generally manifest, with distinct behaviors in each
region:

• Region I: Solitons are stable (stable), and gravitational wave energy consistently
increases.

• Region II: The state of solitons varies with the size of the two bumps. Metastable
solitons (metastable) show finely structured, oscillatory increases in gravita-
tional wave energy. Unstable solitons (unstable) collapse into black holes
independently before colliding, with no significant energy changes.

• Region III: Solitons remain stable (stable), with a monotonic decrease in
gravitational wave energy.

• Region IV: Solitons are unstable (unstable); they independently collapse into
black holes pre-collision, without significant energy changes.
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2. For higher σ values, the gravitational wave energy pattern resembles that of mini-
boson stars, though the potential of the solitons often significantly differs from that
of mini-boson stars.

3. Significantly, transitions in gravitational wave energy in Region II from red dots to
blue dots seem continuous. However, as discussed in Section 5.8, we expect this
to become discontinuous with a larger initial separation distance. Conversely, the
reverse transition is discontinuous. Moreover, in Region IV, the transition from red
dots to blue dots is consistently discontinuous.

We are investigating whether the intricate structures observed in solitons are inherent
and what characteristics they reflect. Specifically, we are adjusting the initial conditions of
our simulation by reducing the separation distance from 80 m−1 to 60 m−1, focusing on
scenarios where σ = 0.25. This adjustment will help determine if these structures remain
stable and retain their complexity.

The results from this adjusted setup, presented in Figure 5.46, show that while the
fine structures persist in Region II, they are significantly simpler than those observed with
a larger separation distance. This suggests that closer initial distance might inhibit the
development of complex structures due to altered collision timing.

To further test this, we plan to continuously adjust the initial distances of selected points
within Region II and monitor for any unique structural changes. Initial findings, as seen in
Figure 5.47, reveal that stable solitons maintain consistent gravitational wave energy levels,
showing a slight upward trend, while metastable solitons demonstrate distinct, regular
patterns.

Additionally, our research examines the relationship between the maximum value of√
|φ |2 and the gravitational wave energies produced during collisions. Despite the absence

of a definitive connection, we conjecture that fluffier solitons might emit more gravitational
wave energy. This hypothesis, while intriguing, still lacks concrete evidence.

Finally, we offer an explanation regarding the transitions. We believe that all transitions
should be discontinuous. The continuity observed in Region II is due to pseudo-red dots.
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Chapter 6

Conclusions

"Success is not final; failure is not fatal: it is the courage to
continue that counts." — There is no evidence that this quote
is attributed to Winston Churchill 1.

6.1 Summary

This thesis focuses on boson stars and their associated gravitational waves, encompassing
an introduction to the relevant background and three related research studies.

In Chapter 1, we provide a brief introduction to the foundational concepts of General
Relativity, covering Differential Geometry as the mathematical framework, the Einstein
field equations as the core equation of the theory, and the primary focus of this thesis:
Gravitational Waves.

Chapter 2 presents the core methodology of this thesis—Numerical Relativity. This
includes the 3+1 decomposition, the ADM formalism, the BSSN formalism, and the CCZ4
formalism, along with methods for generating initial conditions and selecting appropriate
gauges.

In Chapter 3, we delve into the central topic of this thesis—boson stars. We begin by
providing an overview of the methods used to solve the Einstein-Klein-Gordon system,
followed by a discussion of several typical boson star models. Lastly, we briefly explore
the formation of boson stars, their critical phenomena, and their significance in astronomy.

In the First Section of Chapter 4, we simulated head-on collisions of equal-mass,
non-spinning boson stars and the accompanying gravitational wave radiation. Our study
primarily focused on creating initial data for boson star binaries and assessing the impact

1Quotes Falsely Attributed To Winston Churchill (https://winstonchurchill.org/resources/quotes/quotes-
falsely-attributed/).
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of systematic errors on simulation results. We compared the usual method of plain
superposition Equation (4.2) with a refined procedure Equation (4.4) from Ref. [110]. Our
findings indicate that the refined procedure leads to significant improvements in initial
constraint violations and binary boson star collision simulations. However, using plain
superposition can lead to inaccurate results, including premature gravitational collapse.
Despite its effectiveness, the refined method has limitations: it is suitable only for a specific
class of equal-mass, non-spinning binaries, and it still leaves some residual constraint
violations. Therefore, it is better viewed as an improved starting point for constraint-solving
procedures. Future work will focus on overcoming these limitations and incorporating a
numerical constraint solver.

In the Second Section of Chapter 4, we presented that the inspiral and coalescence of
boson star binaries into a non-black hole remnant can produce a prolonged gravitational
wave afterglow. This distinct signature, different in duration and possibly frequency from
traditional compact object mergers, offers a unique detection channel in gravitational
wave searches [3, 8, 9, 7, 16, 15, 14, 13]. Our findings imply several things. Regarding
search strategies, these signatures might be missed by focusing only on pre-merger and
merger waveforms. Developing waveform templates for post-merger boson star binaries is
a current challenge, requiring effective parameterization of gravitational wave signatures.
We also observed efficient angular momentum loss in boson star mergers, forming a
horizon-less remnant, aligning with past studies on the spin decay of rotating boson
stars [192]. A notable correlation between the spin-down of the boson star remnant
and the synchronization of gravitational wave amplitude extrema across different modes
was observed, suggesting that gravitational wave afterglows convey information about the
remnant’s evolution. Considering the length of the afterglow, we hypothesize that numerous
boson star merger events could create a stochastic gravitational wave background, distinct
from traditional binary mergers [78]. Further exploration of the boson star parameter space
is necessary to link theoretical gravitational wave background estimates to hypothetical
boson star populations. Our boson star configurations were not fine-tuned, indicating that
the afterglow could be a common feature in boson star coalescences, as long as they do not
immediately form a black hole.

In Chapter 5, the primary goal is to explore in depth the specific characteristics of
gravitational wave emission from solitonic boson stars (soliton) in head-on collisions.
Specifically, we consider a two-dimensional hypersurface of the parameter space spanned
by σ and the boson star compactness, controlled through the central scalar-field amplitude
Actr. Across this parameter range, we monitor the boson star dynamics during infall and
merger, the nature of the remnant, and, most importantly, the resulting gravitational wave
emission.
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Several remarkable features are demonstrated in our results, with the case of σ =

0.28725 (see Figures 5.40 and 5.41) serving as an example to illustrate them.

1. Boson star collisions can be radiatively way more efficient than those of black
holes.

The gravitational wave energy released in the boson star collisions reaches values
up to EGW/Mtot = 0.0035, about 2 six times larger than the corresponding number
6×10−4 observed in head-on collisions of non-spinning equal-mass black holes; see
e.g. Figure 4 in Ref. [216] and also compare with the blue dots in our Figure 5.40
where the boson stars have collapsed to black holes prior to merger. We will
encounter yet larger energies when we discuss other σ values later on. This effect was
first noted in Ref. [110] in the context of self-gravitating real-scalar-field oscillatons,
suggesting that this is a generic effect for mergers of compact objects composed of
fundamental fields.

2. There are discontinuities in the gravitational wave energy viewed as a function
of Actr.

At Actr ≳ 0.08, the energy EGW abruptly jumps from the black hole value EBH
GW ≈

6×10−4 Mtot (blue dots) to about twice this value (the next right red dot). Between
Actr = 0.22 and Actr = 0.23, the function EGW(Actr) exhibits a further discontinuity;
even though this jump is relatively small, it is well resolved by our numerics.

3. Even away from these discontinuities, small differences in initial configurations
lead to large O(1) differences in the gravitational wave emission.

The functional dependence of the gravitational wave energy on Actr exhibits sharp
local extrema, most notably the local minimum at Actr ≈ 0.115. This effect sug-
gests that it can be misleading to assume similar boson star collisions produce
approximately equal output in gravitational waves.

4. For unstable boson stars, the time scale for either migration to another boson
star or collapse into a black hole is independent of perturbations.

This suggest that this timescale, which we dubbed migration time is a property of
the equilibrium solutions, and not a function of initial conditions.

Additionally, there seems to be a significant correlation between the radiated energy
EGW(Actr) and the mass function M(Actr)—generally positive for small Actr and negative
for large Actr. However, this observation likely requires further research for confirmation.

2Mtot represents the total initial mass of the two boson stars.
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6.2 Future Work

First, our findings from Chapter 5 will be discussed in greater detail and with more
completeness in our forthcoming publication. Additionally, in Chapter 5, there are several
issues that require further investigation. The first is related to metastable boson stars, where
we aim to understand whether there is any correlation between their migration time and
their central amplitude. The second issue concerns whether there is a correlation between
the radiated energy and the mass function M(Actr). Based on our current research, we seem
to have found a possible connection, but further confirmation is needed. The third issue
pertains to solitons with lower values of σ , where it is possible that three bumps could
appear in the M(Actr) function. We need to explore whether this leads to new results.

Our core task is to expand the parameter space. Although we have significantly
improved the efficiency of numerical relativity with the 2D code, our computational
resources are still insufficient for a comprehensive exploration of the parameter space.
Therefore, the central question is how to generate more gravitational wave data using newer
techniques based on our existing work. One promising approach is related to machine
learning, where we could use machine learning to learn from and train on the existing
gravitational wave data, and then generate new gravitational waves through machine
learning [91, 152]. This could potentially be more efficient than pure 2D numerical
relativity. This method, known as Surrogate Modeling, was first proposed in [91] and was
later demonstrated to be effective in subsequent studies [44–46, 228]. More recently, [152]
applied this approach to the Proca star system.

Additionally, since we need to run a large number of simulations, we cannot use very
high resolutions. This means that our convergence and constraint violations may not be
exceptional. However, in this case, the vast amount of existing data also opens the door for
machine learning. One potential approach is to use deep convolutional neural networks to
enhance the resolution and accuracy of numerical relativity simulations.

If the aforementioned work can be successfully accomplished, not only could we
"perfectly" expand the parameter space for solitons, but we could also consider other
models.

For example, our research in Chapter 5 primarily explores scenarios involving identical
boson stars, as specified under the conditions in Equation 6.1, where ε = 1 and θ = 0:

φ = (1)
φ0 (r1)eiωt + (2)

φ0 (r2)ei(εωt+θ) (6.1)

We are intrigued to explore whether such intricate structures are commonly found in
other scenarios as well, including phase opposition (ε = 1,θ = π), boson-anti-boson pairs
(ε =−1,θ = 0), or across various configurations with different θ values.
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Similarly, any binary star model with SO(2) symmetry can be explored using our
code. In our research, we not only provide a framework for the 2D code but also offer
an efficient, fully automated workflow script. This enables the simultaneous execution of
100 or even 10,000 simulations on a cluster (ideally), with parallelized scripts managing
the processing and integration of the resulting data. We hope this marks the beginning of
further research in the field, and we are prepared to open-source these codes to support the
wider community. As mentioned when introducing the BSSN formalism, human progress
is built on the selfless contributions of those who came before us. We are eager to make
our own contribution to the community.
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Appendix A

Additional Details on the Derivation

In this Appendix, we will provide the derivation details of several equations from Chapter 2.

A.1 Detailed Derivation of the ADM Formalism

Gauss-Codazzi Equation

The Gauss-Codazzi equation is as follows:

γα
δ

γβ
κ

γµ
λ

γν
σ Rδκλσ = (3) Rαβ µν +KαµKβν −KανKβ µ . (A.1)

The detailed derivation process is as follows:
Accroding to the definition of spatial derivative, we have Dβ ωµ = γµ

ργβ
α∇αωρ . Then,

we have

254



A.1 Detailed Derivation of the ADM Formalism

DαDβ ωµ

= Dα

(
γµ

ρ
γβ

α
∇αωρ

)
= γµ

λ
γβ

σ
γα

ε
∇ε

(
γλ

ρ
γσ

κ
∇κωρ

)
= γµ

λ
γβ

σ
γα

ε
[
γλ

ρ
γσ

κ
∇ε∇κωρ +

(
∇κωρ

)
∇ε (γλ

ρ
γσ

κ)
]

= γµ
ρ

γβ
κ

γα
ε
∇ε∇κωρ + γµ

λ
γβ

σ
γα

ε
[
γλ

ρ
(
∇κωρ

)
∇εγσ

κ + γσ
κ
(
∇κωρ

)
∇εγλ

ρ
]

= γµ
ρ

γβ
κ

γα
ε
∇ε∇κωρ + γµ

ρ
γβ

σ
γα

ε
(
∇κωρ

)
∇ε (δ

κ
σ +nκnσ )+ γµ

λ
γβ

κ
γα

ε
(
∇κωρ

)
∇ε (δλ

ρ +nρnλ )

= γµ
ρ

γβ
κ

γα
ε
∇ε∇κωρ + γµ

ρ
γβ

σ
γα

εnκ
(
∇κωρ

)
∇εnσ + γµ

λ
γβ

κ
γα

εnρ
(
∇κωρ

)
∇εnλ

= γµ
ρ

γβ
κ

γα
ε
∇ε∇κωρ − γµ

ρKαβ nκ
∇κωρ + γµ

λ
γβ

κKαλ ωρ∇κnρ

= γµ
ρ

γα
ε
γβ

κ
∇ε∇κωρ − γµ

ρnκKαβ ∇κωρ −KαµKβ
ρ

ωρ .
(A.2)

Taking the antisymmetric part, we have:

2D[αDβ ]ωµ

= 2γµ
ρ

γ[α
ε
γβ ]

κ
∇ε∇κωρ −2γµ

ρnκK[αβ ]∇κωρ −2Kµ[αKβ ]
ρ

ωρ

= 2γµ
ρ

γα
ε
γβ

κ
∇[ε∇κ]ωρ −2Kµ[αKβ ]

ρ
ωρ .

(A.3)

We know that ∇[ε∇κ] is related to the 4-dimensional Riemann curvature tensor, and
D[αDβ ] is related to the 3-dimensional Riemann tensor. Therefore, we can associate them
together,

(3) R ν

αβ µ
ων = γµ

ρ
γα

ε
γβ

κ
γσ

νRεκρ
σ

ων −2Kµ[αKβ ]
ν
ων . (A.4)

Therefore, it is not difficult to derive the following equation:

(3) R ν

αβ µ
ων = γα

ε
γβ

κ
γµ

ρ
γσ

νR σ
εκρ −2Kµ[αKβ ]

ν . (A.5)

Further
(3) Rαβ µν = γα

ε
γβ

κ
γµ

ρ
γν

σ Rεκρσ −2Kµ[αKβ ]ν . (A.6)

And this happens to be:

γα
ε
γβ

κ
γµ

ρ
γν

σ Rεκρσ = (3) Rαβ µν +KαµKβν −KανKβ µ , (A.7)

and this is exactly what we were aiming for.
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Codazzi-Mainardi Equation

The Codazzi-Mainardi equation is as follows:

γα
δ

γβ
κ

γµ
λ nνRδκλν = Dβ Kαµ −DαKβ µ . (A.8)

The detailed derivation process is as follows:
We will begin deriving from the right-hand side of the equation, as it is simpler and

clearer.

Dλ Kµν −DµKλν

=γµ
α

γν
β

γλ
σ

∇σ Kαβ − γλ
α

γν
β

γµ
σ

∇σ Kαβ

=− γµ
α

γν
β

γλ
σ

∇σ

(
γα

ρ
∇ρnβ

)
+ γλ

α
γν

β
γµ

σ
∇σ

(
γα

ρ
∇ρnβ

)
=− γµ

ρ
γν

β
γλ

σ
∇σ ∇ρnβ − γµ

α
γν

β
γλ

σ
(
∇ρnβ

)
∇σ (δα

ρ +nαnρ)+ γλ
ρ

γν
β

γµ
σ

∇σ ∇ρnβ

+ γλ
α

γν
β

γµ
σ
(
∇ρnβ

)
∇σ (δα

ρ +nαnρ)

=− γµ
ρ

γν
β

γλ
σ

∇σ ∇ρnβ − γµ
α

γν
β

γλ
σ nρ

(
∇ρnβ

)
∇σ nα

+ γλ
ρ

γν
β

γµ
σ

∇σ ∇ρnβ + γλ
α

γν
β

γµ
σ nρ

(
∇ρnβ

)
∇σ nα

=− γµ
ρ

γν
β

γλ
σ

∇σ ∇ρnβ + γν
β nρ

(
∇ρnβ

)
Kλ µ + γλ

ρ
γν

β
γµ

σ
∇σ ∇ρnβ − γν

β nρ
(
∇ρnβ

)
Kµλ

=− γµ
ρ

γν
β

γλ
σ

∇σ ∇ρnβ + γλ
σ

γν
β

γµ
ρ

∇ρ∇σ nβ

=γµ
ρ

γλ
σ

γν
β Rρσβαnα .

(A.9)

Ricci Equation

The Ricci equation is as follows:

γµ
δ

γν
κnλ nσ Rδλκσ = Ln⃗Kµν +Kµλ Kν

λ +
1
α

DµDνα. (A.10)

The detailed derivation process is as follows:
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γ
α

µγ
β

νnσ nρRρασβ

=−γ
α

µγ
β

νnσ R ρ

σβα
nρ =−γ

α
µγ

β
νnσ (∇σ ∇β −∇β ∇σ )nα

=−[nσ
∇σ (γ

α
µγ

β
ν∇β nα)−nσ (∇β nα)∇σ (γ

α
µγ

β
ν)]+ [γα

µγ
β

ν∇β (n
σ

∇σ nα)

− γ
α

µγ
β

ν(∇β nσ )∇σ nα ]

= nσ
∇σ Kνµ +nσ (∇β nα)γ

α
µ∇σ (δ

β
ν +nβ nν)+nσ (∇β nα)γ

β
ν∇σ (δ

α
µ +nαnµ)+ γ

α
µγ

β
ν∇β aα

−Kσ
νKσ µ

= nσ
∇σ Kνµ +aµaν + γ

α
µ(γ

σ
ν −δ

σ
ν)(∇β nα)∇σ nβ + γ

β
ν(γ

σ
µ −δ

σ
µ)(∇β nα)∇σ nα +Dνaµ

−Kσ
νKσ µ

= nσ
∇σ Kνµ +aµaν +Kβ

νKβ µ − (∇β nµ)∇νnβ +KναKα
µ +Kνα∇µnα +Dνaµ −Kσ

νKσ µ

= nσ
∇σ Kνµ +aµaν +Kβ µ∇νnβ +KναKα

µ +Kνα∇µnα +Dνaµ

= nσ
∇σ Kνµ +Kβ µ∇νnβ +Kνα∇µnα +KναKα

µ +
1

α2 (Dµα)Dνα +[
1
α

DνDµα

− 1
α2 (Dνα)Dµα]

= Ln⃗Kνµ +KναKα
µ +

1
α

DνDµα.

Claim:

Rµν = 8π

(
Tµν −

1
2

T gµν

)
. (A.11)

Proof.
∵ Rµν − 1

2Rgµν = 8πTµν ,

∴ gµν
(
Rµν − 1

2Rgµν

)
= 8πTµνgµν ,

∴ R =−8πT,
∴ Rµν = 8π

(
Tµν − 1

2T gµν

)
.

(A.12)
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Claim:

−γµ
δ

γν
κRδκ = 4π

[
γµν(S−ρ)−2Sµν

]
. (A.13)

Proof.

−γµ
δ

γν
κRδκ =−γµ

δ
γν

κ

[
8π

(
Tδκ −

1
2

T gδκ

)]
= 4π

(
γµνT −2γµ

δ
γν

κTδκ

)
= 4π

(
γµνgαβ Tαβ −2γµ

δ
γν

κTδκ

)
= 4π

[
γµν

(
gδκ

γδ
α

γκ
β Tαβ −nαnβ Tαβ

)
−2γµ

δ
γν

κTδκ

]
= 4π

[
γµν(S−ρ)−2Sµν

]

(A.14)

where Sµν ≡ γδ
µ γκ

ν Tδκ ,S ≡ gµνSµν and ρ ≡ nαnβ Tαβ .
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A.2 Detailed Derivation of the BSSN Formalism

Claim:

∂t γ̃
i j −L

β⃗
γ̃

i j = 2αÃi j. (A.15)

Proof.
(∂t −L

β⃗
)γ̃kl =−2αÃkl

γ̃
ik

γ̃
jl(∂t −L

β⃗
)γ̃kl =−2αγ̃

ik
γ̃

jlÃkl

γ̃
ik[(∂t −L

β⃗
)γ̃ jl

γ̃kl − γ̃kl(∂t −L
β⃗
)γ̃ jl] =−2αÃi j

−δ
i
l(∂t −L

β⃗
)γ̃ jl =−2αÃi j

(∂t −L
β⃗
)γ̃ i j = 2αÃi j.

Claim:

Momentum constraints written out in terms of conformally transformed quantities:

∂ jÃi j + Γ̃
i
jkÃ jk +6Ãi j

∂ jφ − 2
3

γ̃
i j

∂ jK = 8π j̃i (A.16)

where j̃i ≡ e4φ ji.
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Proof.

D j(Ki j − γ
i jK) = 8π ji

D j(Ai j +
1
3

γ
i jK)− γ

i jD jK = 8π ji

D jAi j − 2
3

γ
i jD jK = 8π ji

(∂ jAi j +Γ
i
jkAk j +Γ

j
jkAik)− 2

3
γ

i jD jK = 8π ji

(e−4φ
∂ jÃi j + Ãi j

∂ je−4φ )+Γ
i
jk(e

−4φ Ãk j)+Γ
j
jk(e

−4φ Ãik)− 2
3

e−4φ
γ̃

i j
∂ jK = 8π ji

e−4φ (∂ jÃi j −4Ãi j
∂ jφ +Γ

i
jkÃk j +Γ

j
jkÃik − 2

3
γ̃

i j
∂ jK) = 8π ji

∂ jÃi j −4Ãi j
∂ jφ + Ãk j[Γ̃i

jk +2(δ i
j∂kφ +δ

i
k∂ jφ − γ jkγ

il
∂lφ)]+6Ãik

∂kφ − 2
3

γ̃
i j

∂ jK = 8π j̃i

∂ jÃi j −4Ãi j
∂ jφ + Ãk j

Γ̃
i
jk +2(Ãki

∂kφ + Ãi j
∂ jφ)+6Ãik

∂kφ − 2
3

γ̃
i j

∂ jK = 8π j̃i

∂ jÃi j + Ãk j
Γ̃

i
jk +6Ãik

∂kφ − 2
3

γ̃
i j

∂ jK = 8π j̃i.

Claim:

R̃i j =−1
2

γ̃
lm

∂l∂mγ̃i j + γ̃k(i∂ j)Γ̃
k + Γ̃

k
Γ̃(i j)k + γ̃

lm(2Γ̃
k
l(iΓ̃ j)km + Γ̃

k
imΓ̃kl j). (A.17)

Proof.
R̃i j = ∂kΓ̃

k
i j −∂ jΓ̃

k
ik + Γ̃

k
i jΓ̃

l
kl − Γ̃

k
ilΓ̃

l
k j = ∂kΓ̃

k
i j − Γ̃

k
ilΓ̃

l
k j. (A.18)
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For the first term on the right-hand side ∂kΓ̃k
i j:

∂kΓ̃
k
i j = ∂k[

1
2

γ̃
kl(∂iγ̃ jl +∂ jγ̃il −∂l γ̃i j)] =

1
2

∂k(−γ̃ jl∂iγ̃
kl − γ̃il∂ jγ̃

kl − γ̃
kl

∂l γ̃i j)

=
1
2
[−γ̃ jl∂k∂iγ̃

kl − (∂kγ̃ jl)∂iγ̃
kl − γ̃il∂k∂ jγ̃

kl − (∂kγ̃il)∂ jγ̃
kl − γ̃

kl
∂k∂l γ̃i j

− (∂kγ̃
kl)∂l γ̃

i j]

=
1
2
[γ̃ jl∂iΓ̃

l − (∂kγ̃ jl)∂iγ̃
kl + γ̃il∂ jΓ̃

l − (∂kγ̃il)∂ jγ̃
kl − γ̃

kl
∂k∂l γ̃i j + Γ̃

l
∂l γ̃i j]

=−1
2

γ̃
kl

∂k∂l γ̃i j + γ̃l(i∂ j)Γ̃
l + Γ̃

l
Γ̃(i j)l −

1
2
(∂kγ̃ jl)∂iγ̃

kl − 1
2
(∂kγ̃il)∂ jγ̃

kl.

In the above expression, we utilized the following two equations:

Γ̃kl j = γ̃nkΓ̃
n

l j =
1
2

δ
m̄

k(∂l γ̃ jm̄ +∂ jγ̃lm̄ −∂m̄γ̃l j) =
1
2
(∂l γ̃ jk +∂ jγ̃lk −∂kγ̃l j), (A.19)

and

Γ̃
k
Γ̃(i j)k =

1
2

Γ̃
k(Γ̃i jk + Γ̃ jik) =

1
2

Γ̃
k[

1
2
(∂ jγ̃ki +∂kγ̃ ji −∂iγ̃ jk)+

1
2
(∂iγ̃k j +∂kγ̃i j −∂ jγ̃ik)]

=
1
2

Γ̃
k
∂kγ̃i j. (A.20)

For the second term on the right-hand side− Γ̃k
ilΓ̃

l
k j.

We first look at −Γ̃k
ilΓ̃

l
k j − γ̃ lmΓ̃k

imΓ̃kl j:

− Γ̃
k
ilΓ̃

l
k j − γ̃

lm
Γ̃

k
imΓ̃kl j

= Γ̃
k
im(−Γ̃

m
k j − γ̃

lm
Γ̃kl j)

= Γ̃
k
im[

1
2

γ̃
mn(∂nγ̃k j −∂kγ̃ jn −∂ jγ̃kn)−

1
2

γ̃
nm(∂nγ̃ jk +∂ jγ̃nk −∂kγ̃n j)]

= Γ̃
k
im(−γ̃

mn
∂ jγ̃kn) =

1
2
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kp(∂iγ̃mp +∂mγ̃ip −∂pγ̃im)(γ̃kn∂ jγ̃

mn)

=
1
2
(∂iγ̃mn +∂mγ̃in −∂nγ̃im)∂ jγ̃

mn =
1
2
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A.2 Detailed Derivation of the BSSN Formalism

Now, we will focus on the expression 1
2 (∂iγ̃mn)∂ jγ̃

mn.

Starting with γ̃ lmΓ̃k
liΓ̃ jkm:

γ̃
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2
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1
4
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To obtain 1
2 (∂iγ̃mn)∂ jγ̃

mn, simply symmetrize the indices i and j in the previous expression,

2γ̃
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(A.22)

Thus,

1
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Now we have the expression for −Γ̃k
ilΓ̃

l
k j,

−Γ̃
k
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l
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imΓ̃kl j +2γ̃
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k
l(iΓ̃ j)km +
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1
2
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km)∂kγ̃mi. (A.24)

By substituting equations A.20 and A.24 into equation A.18, we obtain equation A.17.
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Appendix B

Supplementary Data

In this Appendix, we will present some supplementary material. Including this content in
the main text may be overly redundant.

B.1 Comparative Analysis of Mass, Radius, Compactness
and Potential

As a supplement to the data on boson stars, we have listed comparative data on the mass,
radius, and potential energy of specifically selected solitons in Chapter 5.
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B.1 Comparative Analysis of Mass, Radius, Compactness and Potential

Overall Comparison of Solitons with σ = 0.2

(a) Amplitude against Potential and Mass (b) Radius against Compactness and Mass

(c) Amplitude against Compactness and Mass (d) Amplitude against Radius and Mass

Fig. B.1 As a supplement to the data on boson stars, we have listed comparative data on
the mass, radius, and potential energy of specifically selected solitons in Chapter 5.
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B.1 Comparative Analysis of Mass, Radius, Compactness and Potential

Overall Comparison of Solitons with σ = 0.225

(a) Amplitude against Potential and Mass (b) Radius against Compactness and Mass

(c) Amplitude against Compactness and Mass (d) Amplitude against Radius and Mass

Fig. B.2 As a supplement to the data on boson stars, we have listed comparative data on
the mass, radius, and potential energy of specifically selected solitons in Chapter 5.
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B.1 Comparative Analysis of Mass, Radius, Compactness and Potential

Overall Comparison of Solitons with σ = 0.25

(a) Amplitude against Potential and Mass (b) Radius against Compactness and Mass

(c) Amplitude against Compactness and Mass (d) Amplitude against Radius and Mass

Fig. B.3 As a supplement to the data on boson stars, we have listed comparative data on
the mass, radius, and potential energy of specifically selected solitons in Chapter 5.
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B.1 Comparative Analysis of Mass, Radius, Compactness and Potential

Overall Comparison of Solitons with σ = 0.275

(a) Amplitude against Potential and Mass (b) Radius against Compactness and Mass

(c) Amplitude against Compactness and Mass (d) Amplitude against Radius and Mass

Fig. B.4 As a supplement to the data on boson stars, we have listed comparative data on
the mass, radius, and potential energy of specifically selected solitons in Chapter 5.
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B.1 Comparative Analysis of Mass, Radius, Compactness and Potential

Overall Comparison of Solitons with σ = 0.28725

(a) Amplitude against Potential and Mass (b) Radius against Compactness and Mass

(c) Amplitude against Compactness and Mass (d) Amplitude against Radius and Mass

Fig. B.5 As a supplement to the data on boson stars, we have listed comparative data on
the mass, radius, and potential energy of specifically selected solitons in Chapter 5.
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B.1 Comparative Analysis of Mass, Radius, Compactness and Potential

Overall Comparison of Solitons with σ = 0.3

(a) Amplitude against Potential and Mass (b) Radius against Compactness and Mass

(c) Amplitude against Compactness and Mass (d) Amplitude against Radius and Mass

Fig. B.6 As a supplement to the data on boson stars, we have listed comparative data on
the mass, radius, and potential energy of specifically selected solitons in Chapter 5.
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B.1 Comparative Analysis of Mass, Radius, Compactness and Potential

Overall Comparison of Solitons with σ = 0.5

(a) Amplitude against Potential and Mass (b) Radius against Compactness and Mass

(c) Amplitude against Compactness and Mass (d) Amplitude against Radius and Mass

Fig. B.7 As a supplement to the data on boson stars, we have listed comparative data on
the mass, radius, and potential energy of specifically selected solitons in Chapter 5.
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B.1 Comparative Analysis of Mass, Radius, Compactness and Potential

Overall Comparison of Mini-boson stars

(a) Amplitude against Potential and Mass (b) Radius against Compactness and Mass

(c) Amplitude against Compactness and Mass (d) Amplitude against Radius and Mass

Fig. B.8 As a supplement to the data on boson stars, we have listed comparative data on
the mass, radius, and potential energy of specifically selected solitons in Chapter 5.
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B.2 Results for σ = 1.0, 2.0 and Mini-Boson Stars

(a) Amplitude against Potential and Mass for
σ = 1.0

(b) Amplitude against Potential and Mass for
σ = 2.0

B.2 Results for σ = 1.0, 2.0 and Mini-Boson Stars

In this section, we supplement the results for σ equal to 1.0, 2.0 and mini-boson stars. It is
evident that for σ values of 1.0 and 2.0, the results closely resemble those of mini-boson
stars. Importantly, the transition from "red dots" to "blue dots" is discontinuous. Further-
more, we note a significant difference in the results when using QNM for normalization
compared to using the initial mass of boson stars.

Another detail to mention is that for cases where σ is higher than 0.5, their data on
mass, compactness, radius, and other parameters are very similar to those of mini-boson
stars. Even their gravitational wave energy is similar, but their potential shows differences.
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B.2 Results for σ = 1.0, 2.0 and Mini-Boson Stars

(a) The normalization method for this plot is based on the initial soliton mass.

(b) The normalization method for this plot is based on the Quasinormal mode mass.

Fig. B.10 This plot shows the energy of gravitational waves produced by head-on collisions
with different central amplitudes after a given σ = 1.0, where the purple auxiliary coordi-
nates in both figures represent the initial soliton mass. In the plot, the red points represent
two solitons colliding and eventually forming a black hole. The blue points represent two
solitons that form black holes separately before colliding, and then form a new black hole
after the collision.
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B.2 Results for σ = 1.0, 2.0 and Mini-Boson Stars

(a) The normalization method for this plot is based on the initial soliton mass.

(b) The normalization method for this plot is based on the Quasinormal mode mass.

Fig. B.11 This plot shows the energy of gravitational waves produced by head-on collisions
with different central amplitudes after a given σ = 2.0, where the purple auxiliary coordi-
nates in both figures represent the initial soliton mass. In the plot, the red points represent
two solitons colliding and eventually forming a black hole. The blue points represent two
solitons that form black holes separately before colliding, and then form a new black hole
after the collision.
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B.2 Results for σ = 1.0, 2.0 and Mini-Boson Stars

(a) The normalization method for this plot is based on the initial mini-boson star mass.

(b) The normalization method for this plot is based on the Quasinormal mode mass.

Fig. B.12 This plot shows the energy of gravitational waves produced by head-on collisions
with different central amplitudes for mini-boson stars, where the purple auxiliary coordi-
nates in both figures represent the initial soliton mass. In the plot, the red points represent
two solitons colliding and eventually forming a black hole. The blue points represent two
solitons that form black holes separately before colliding, and then form a new black hole
after the collision.
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Appendix C

Constraints and Convergence Tests

In this appendix, we present the constraint violations and convergence tests related to
Chapter 5. This is crucial to our confidence that the results we obtained are not merely
noise, but represent real physical phenomena. Throughout our research, we conducted
numerous similar tests, and here we showcase a selection of these for σ = 0.25. We believe
these tests are sufficient to demonstrate the validity of our results.

It is important to note that N in the legend represents the resolution of the numerical
simulation. For example, N = 256 indicates that 256 grid points were selected in a single
direction. The term Central Amplitude, which frequently appears in the subfigures, refers
to the initial central amplitude of the boson star.

Figure C.1 illustrates the constraint violations in head-on collisions of two solitons
with varying central amplitudes. Figure C.1a corresponds to the collision of stable solitons,
Figure C.1b to metastable solitons, and Figure C.1c to unstable solitons that collapse
prematurely into black holes.

Figure C.2 depicts the gravitational wave energy generated during the collision, consid-
ering three different resolutions. The blue curve corresponds to the resolution that we used
in practice.

Figure C.3 displays the maximum value of
√

|φ |2 over time for a single soliton. The
two examples shown in this figure are both unstable solitons that collapse into black holes.

Figure C.4 displays the maximum value of
√

|φ |2 over time for a single soliton. The
two examples shown here are both metastable solitons that, during their evolution, migrate
to other soliton states.

Figure C.5 presents the results of the minimum value of χ over time. Subfigure C.5a
corresponds to a metastable soliton, while subfigure C.5b corresponds to an unstable
soliton that collapses into a black hole.

276



Figure C.6 presents the results for a stable soliton. Subfigure C.6a illustrates the

maximum value of
√

|φ |2 over time, while subfigure C.6b depicts the minimum value of
χ over time.
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(a) Central Amplitude = 0.05.

(b) Central Amplitude = 0.08.

(c) Central Amplitude = 0.25.

Fig. C.1 Constraint violations for varying central amplitudes in head-on collisions.
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(a) Central Amplitude = 0.071 (b) Central Amplitude = 0.05

(c) Central Amplitude = 0.079 (d) Central Amplitude = 0.085

Fig. C.2 This figure displays the energy of gravitational waves versus time for σ = 0.25,
specifically considering cases with central amplitudes of 0.071, 0.074, 0.079, and 0.085.
The blue line (N = 256) corresponds to the actual resolution used in our simulations. For
comparison, we also considered higher resolutions (N = 512) and even higher resolutions
(N = 1024).
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(a) Central Amplitude = 0.22

(b) Central Amplitude = 0.23

Fig. C.3 This figure presents the numerical results of the maximum value of
√
|φ |2 over

time at different resolutions. The resolution N = 256 is the one we used in practice.
Specifically, the two results selected here both correspond to unstable solitons.
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(a) Central Amplitude = 0.07

(b) Central Amplitude = 0.08

Fig. C.4 This figure presents the numerical results of the maximum value of
√
|φ |2 over

time at different resolutions. The resolution N = 256 is the one we used in practice.
Specifically, the two results selected here both correspond to metastable solitons.
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(a) Central Amplitude = 0.08

(b) Central Amplitude = 0.23

Fig. C.5 This figure presents the numerical results of the minimum value of χ over time at
different resolutions. The resolution N = 256 is the one we used in practice.
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(a) Maximum of
√
|φ |2

(b) Minimum of χ

Fig. C.6 This figure presents the numerical results for the maximum value of
√

|φ |2 and
the minimum value of χ for a central amplitude of 0.02 over time at different resolutions.
The resolution N = 256 is the one used in our simulations.
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