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Experimental Validation of Active Filter
Functionality for Distributed Photovoltaic Farms

Grazia Todeschini, Senior Member, IEEE, Atheer Habash,
Jacob Lynch, and Zia Emin, Senior Member, IEEE

Abstract—Power electronics-interfaced devices, including pho-
tovoltaic panels, wind generators and energy storage, are being
installed at fast pace across the electrical grid. Their control
system can be programmed to perform a variety of ancillary
services. Assessment of these features and their impact on power
system operation requires detailed simulations and experimental
validation.

This paper aims at presenting and verifying a control strategy
where PV inverters are used as active filters. The innovative
aspects of the proposed approach are: the use of detailed network
data to represent the behaviour of the inverter under real
operating conditions, the design of control features to ensure
that inverter and transformer ratings are not exceeded, and
the assessment of using different measurement points to detect
harmonic currents. The paper presents the structure of the
proposed algorithm, simulation results, and the steps undertaken
to carry out the experimental validation.

Index Terms—Active filter (AF), power electronics-interfaced
device (PEID), total harmonic distortion (THD), hardware-in-
the-loop (HIL).

I. INTRODUCTION

INTEGRATION of power electronics-interfaced devices
(PEIDs) in the distribution system is rapidly growing in

the form of both generation and loads. Examples of PEIDs
include photovoltaic (PV) panels and electric vehicles (EVs).
Individual installations must comply with network perfor-
mance requirements, such as harmonic distortion levels [1]–
[3]. However, a combination of a large number of PEIDs
connected in close proximity may result in an overall increase
in harmonic distortion in the distribution system [4], [5].
Although harmonic distortion may not visibly affect power
system operation, it may compound already existing thermal
constraints on the network. As a result, network owners and
operators seek methods to mitigate some of these adverse
impacts.

Historically, passive shunt filters have acted as a sink for
harmonic currents, offering a low impedance route for specific
frequencies [6]. A more recent approach gaining traction is
active filtering, which uses a power converter to produce
harmonic currents that neutralize those within the network [7].
This functionality can be performed by a specialized device
such as a STATCOM. Alternatively, it can be provided by
PEIDs as an ancillary service. This is an attractive opportunity

G. Todeschini is with the Department of Engineering, King’s Col-
lege London (grazia.todeschini@kcl.ac.uk); A. Habash is with GE Vernova
(atheer.habash@ge.com), J. Lynch is with National Grid Electricity Distribu-
tion (jlynch@nationalgrid.co.uk), Z. Emin is with Electric Power Research
Institute (zemin@epri.com).

Manuscript received XXXX; revised XXXX.

that allows for more effective utilization of exiting grid assets,
with limited expenditure, while improving grid operation [8].

To quantify the impact of advanced control features on the
power system, advanced power system studies are required.
Traditionally, harmonic assessment has been carried out using
frequency-domain studies, due to the steady-state nature and
well-known characteristics of harmonic injection [4].

Assessing the influence of control mechanisms on the power
system, especially under time-varying operational scenarios,
necessitates the use of electromagnetic transient (EMT) stud-
ies. EMT studies are more complex than frequency domain
or rms studies, because they require detailed modeling of
PEID and are more computationally demanding. Nevertheless,
this approach is growing in popularity, and TSOs and DNOs
worldwide are developing EMT models of their systems to
capture the more complex dynamic behavior of the electrical
system with increasing PEIDs.

EMT studies involving PEIDs are followed by hardware-
in-the-loop (HIL) testing. In general terms, HIL refers to
the condition in which the control algorithm is deployed on
a microcontroller, that is interfaced with a digital simulator
through analog and digital signals [9]. The digital simulator
is a device that allows emulating the actual power grid in
real-time operating conditions, including interactions with the
microcontroller. This approach has been used for power system
studies at both the transmission and distribution system level
[9]–[11]. Power HIL (PHIL) is a further enhancement of
this concept, where power is exchanged between the power
converter and the real-time digital simulator (or alternatively,
the grid) [12]. Both PHIL and HIL main requirement is the
ability to run in real time, as the microcontroller duplicates
PEID simulation and needs a high sampling frequency.

The use of a EV charging station to act as AF is studied
in [13]. The proposed design is based on the use of a
Kalman filter and proportional-resonant (PR) controllers, as
the authors observe that PI controllers are mostly effective at
fundamental current. The paper demonstrates the effectiveness
of this apporach using both EMT and HIL studies, and
in particular demonstrate the achievement of a constant dc
bus voltage. A similar concept is presented in [14], where
AF operation is performed during both EV charging and
discharging. Simulation results show the effectiveness of the
proposed method, however, only a simplified version of the
control algorithm is described in the paper and experimental
studies are not carried out.

Due to the intermittency of solar radiation [15], PV farms
have a large capacity to provide ancillary services, including
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harmonic mitigation. The Authors of [16] present a control
methodology applied to active filters, where a comb filter
is integrated into the SOGI-PLL. Experimental validation
demonstrates that this approach is effective, but the comb filter
is computationally expensive.

In summary, the literature review demonstrated that the
provision of AF functionality from PEIDs is effective, but the
works on this topic do not address the use of different points
for reference current measurements and do not discuss in
detail measures to ensure that inverter and transformer ratings
are not exceeded. This paper addresses both these aspects.
Additionally, since one of the assumptions of this work was
to retrofit existing PV inverters to provide this functionality,
design constrains needed to be taken into account.

This paper presents some results for an innovation project
led by National Grid Electricity Distributor (formerly, Western
Power Distribution), the largest UK distribution network oper-
ator (DNO). This project aimed at comprehensively studying
the use of PV inverters as Active Filters (AFs) in a portion
of their distribution system. Previous papers from this project
presented some results, in particular a description of the
earlier version of the algorithm, and some of the simulation
results [17], [18]. This paper presents the final version of the
control algorithm, demonstrates that the algorithm is effective
under several operating conditions while ensuring that inverter
and transformer ratings are not exceeded, and simultaneous
operation across numerous PV farms. Both numerical and
experimental validation are presented.

Section II briefly outlines the methodology, while Section
III presents the proposed control. Section IV describes the
distribution system under consideration and network model.
Validation of the proposed algorithm via simulations is illus-
trated in Section V, while Section VI presents the experimental
results. Conclusions are included in Section VII.

II. METHODOLOGY

The methodology adopted for this study consisted of the
following main steps:

Development of the control algorithm for AF operation:
The AF algorithm detects harmonic currents in the grid and
allows regulating the PV inverter switching to inject harmonic
currents in counterphase to achieve harmonic cancellation.
Continuous refinements of the algorithm were carried out
during computational and experimental validation.

Model of the network: a detailed distribution system model
was built for EMT studies in Simulink. SCADA measurements
(with 30 minute resolution) and harmonic measurements (with
10 second resolution) were included into the model. The
observation period corresponded to a period of 19 days of
real system data collected in October 2019. Load flow and
harmonic studies were used to validate the network model
against data provided by NGED.

Numerical validation of the proposed algorithm: sim-
ulations were carried out to demonstrate the impact of the
control algorithm on harmonic levels. The algorithm was
initially developed and tested on an individual inverter, it was
then deployed on multiple inverters where each device was

Fig. 1: Overview of the control algorithm including fundamen-
tal and harmonic current regulation. The inverter transformer
is not shown for simplicity.

controlled independently. Finally, coordination between the
inverters was studied, with the aim of distributing harmonic
compensation duties between different devices.

Experimental validation of the proposed algorithm: HIL
studies were carried out to duplicate the results carried out
in simulation and provide further verification of the proposed
algorithm.

III. CONTROL ALGORITHM DEVELOPMENT

In this study, the primary control function of the PV inverter
is to deliver fundamental power, with AF operation being
treated as an ancillary service. [8]. As a result, fundamental
power delivery takes priority and AF operation is performed
under controlled conditions. Existing PV farms (described in
Section IV) were considered to provide AF functionality. The
inverters installed at the PV farms are from various manu-
facturers, and detailed information on their control structure
was not available. Therefore, a typical control algorithm used
in PV farms was designed for fundamental power regulation,
briefly described in the next section.

A. Fundamental current regulation

The fundamental current algorithm includes a maximum
point of power tracking (MPPT), a phase-locked loop (PLL),
an outer voltage loop, an inner current loop, and a pulse-
width modulator (PWM). Figure 1 shows these blocks with
the exception of the MPPT, to reduce the complexity of the
diagram [17], [18]. Four quantities are fed to the controller:
three-phase grid voltage (vs), inverter dc voltage (Vdc), three-
phase load current (iL), and three-phase filter current (if ). The
load current is used to extract the harmonic reference currents
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used by the AF algorithm, as will be explained in the next
section.

The grid voltage is passed through a low-pass filter (LPF),
to remove harmonic components above the fundamental. Once
filtered, the voltage is fed to a PLL that calculates the rotating
frequency ωs, used to perform the dq transformation. For the
outer voltage loop, a standard dc voltage regulator is adopted,
where the d-axis fundamental frequency reference current i∗d is
calculated from the solar irradiance and dc reference voltage.
The q-axis reference current is equal to zero (i∗q = 0), since
unity power factor is assumed at the inverter terminals. The
reference signal (i∗dq) fed to the current loop is the sum
of fundamental (i∗dq,1) and harmonic components (i∗dq,h). A
proportional integral (PI) regulator is used for the regulation
of fundamental current components. As will be explained in
the next section, proportional-resonant controllers (PR) will be
used to regulate the harmonic components. The output of the
current regulator is the voltage reference v∗dq , that is then used
to generate the switching signals Sabc.

B. Harmonic current regulation

The harmonic reference harmonic currents are derived from
the harmonic current components circulating within the elec-
trical network. The current signal employed to extract these
harmonic components is denoted as iL in Fig. 1 and it
corresponds to the current supplying a downstream load. (Var-
ious measurement points for iL can be utilized, each having
different effects on the harmonic current algorithm’s efficiency,
as will be demonstrated later). The current iL is converted into
the dq domain, adopting the same reference frame as the other
quantities used by the controller. The harmonic components
are then extracted through the use of three notch-peak filters
(NPFs). As indicated in the literature, the PI regulator cannot
regulate harmonic components with zero steady-state error due
to bandwidth constraints [13], [20], [21]. Consequently, three
proportional-resonant (PR) controllers were employed.

The number of NPFs, PR controllers, and their calibra-
tion depend on the properties of harmonic distortion in the
region where the algorithm operates. A greater number of
filters would enhance the algorithm’s performance, albeit with
increased complexity. For the distribution system under eval-
uation, power quality assessments indicated that the primary
harmonic components present were the 5th, 7th, 11th, and 13th.
No sequence data could be extracted from the measurements,
though this point is crucial because the sequence order impacts
the frequency of the current components in the dq domain,
and thus the tuning of the resonant filters. Therefore, to
assess the resilience of the proposed method, the response
to both negative- and positive-sequence 5th harmonic com-
ponents was analyzed. The conventional sequence order was
used for the other harmonics, namely positive-sequence 7th

and 13th, and negative-sequence 11th [6]. Upon transforming
these harmonics from the abc frame to the dq frame, three
frequencies are derived: 200 Hz (from the positive sequence
5th harmonic), 300 Hz (from the negative-sequence 5th and
positive-sequence 7th), and 600 Hz (positive-sequence 11th,
and negative-sequence 13th). Hence, the R controllers were

tuned to these frequencies: 200 Hz, 300 Hz, and 600 Hz. Next,
the outputs of the PR controller were added to the output of
the PI controller used to regulate fundamental frequency, to
obtain the voltage reference signals.

C. Harmonic current curtailment

AF duties were distributed among several converters in-
stalled at each PV farm. Nevertheless, under specific oper-
ational scenarios, AF activity could potentially exceed the
inverter’s rated capacity. Such scenarios might correspond
to high fundamental current output from the inverter, or
high system harmonic currents. To safeguard the inverter
and transformer from excessive harmonic current contribution,
two control functions were developed for the aforementioned
conditions. The first function is known as ’automatic gain’
(AG) [17], and the second is referred to as ’transformer loss
coefficient’ [18].

1) Automatic gain (AG): AG is a multiplication factor
that can take a value between 0 and 1, and modulates the
harmonic current reference. Specifically, when AG equals
0, the harmonic reference currents fed to the downstream
controller are nil, and on the other extreme, when AG equals
1, the harmonic reference currents are fed unaltered to the
resonant controllers. The AG value is derived by following
the procedure illustrated in Fig. 1: the current ifdq is filtered
to extract the fundamental component, and this value is used
as input to a lookup table to determine the AG value. A
lookup table was used because the relationship between AG
and fundamental current is non-linear [18]. A zero-order hold
(ZOH) was added to ensure that the value of the AG did
not change too quickly, thus resulting in excessive swings of
harmonic injection during transient conditions (for example,
due to passing clouds). As a result, the ZOH allows the AG
to update every 10 min (33 ms in simulation).

2) Transformer loss coefficient kt: When the AF function
is enabled, the step-up transformer linked to the inverter
might experience losses surpassing the rated values, even after
the modulation introduced by the AG. This occurs because
harmonic losses in the transformer are proportional to the
square of the harmonic current and the equivalent resistance
of the transformer increases with frequency. [22]. Excessive
harmonic losses may lead to a shortening of the life of
the transformer, and should be avoided. A transformer loss
coefficient (kt) was designed to reduce harmonic current
injections if they result in transformer losses exceeding the
rated value [18]. The expression of kt is obtained from the
standard formulation of power losses pCu, as follows:

pCu =
∑
h

rhi
2
h (1)

where all quantities are expressed in per-unit and h is the or-
der of the harmonic currents flowing through the transformer,
with h = 1, 5, 7, 11, 13. In this instance, ih is used to maintain
simplicity of the notation and maintain generality.

The same coefficient kt is applied for all harmonic current
components, but not for the fundamental. This approach was
chosen by observing that, while the lower harmonic orders
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have generally larger magnitude, the higher harmonics are
associated to increasing equivalent resistance. Applying the
constraint that transformer losses must be below the rated
value (pCu ≤ 1), (1) can be written as:pCu = r1i

2
1 + kt

∑
h=5,7,11,13

rhi
2
h

 ≤ 1 (2)

and therefore the transformer loss coefficient is calculated
as follows:

kt ≤
1− i21

i25r5 + i27r7 + i211r11 + i213r13
(3)

where r5, r7, r11 and r13 are the (per unit) frequency-
dependent transformer resistances calculated according to [22].
Expression (3) is rewritten in the dq frame and for the system
under study as follows, using the notation of Fig. 1) 1:

kt ≤
1− i2f1

(i2dq,200)r5 + (i2dq,300)r7 + (i2dq,600)r13
(4)

where if1 refers to the fundamental current of ifdq .
The coefficient calculated according to (4) results in very

high values when the harmonic components are close to
zero - due to the division term. In contrast, it is close to
zero for high harmonic current values detected during high-
irradiance conditions, thus limiting excessively the injection
of harmonics. Therefore, lower and upper thresholds were
introduced to control the value of kt to be between 0.3 and
5. In this way, the coefficient acts to protect the transformer
losses but does not interfere with the fast regulation provided
by the algorithm, and extremely high values due to the division
term are not allowed.

The tuning of kt should be performed for each specific
application, as it depends on factors such as transformer rating,
transformer equivalent impedance, and harmonic levels in the
system, for instance. For the case of the system under study,
the impact of the lower threshold was observed to be more
evident in at one of the PV farms. Following tests, it was
concluded that the use of the same parameters for all locations
was a good compromise between simplicity of implementation
and effectiveness of the algorithm.

IV. TIVERTON NETWORK MODEL

The proposed functionality was initially deployed using
simulation studies, based on the model of a real network
located in South-West England. Figure 2 illustrates the single-
line diagram of the distribution network, the location of the
loads, and of the PV farms.

NGED supplied a DIgSILENT PowerFactory (DPF) model
of the network, which was subsequently converted to MAT-
LAB/Simulink. Wherever feasible, the identical network com-
ponents used in DPF were adopted in Simulink. For instance,
all feeders were modelled using distributed parameters, and

1The expression below and Fig 1 do not include r11: this resistance is
combined with r13 to simplify the formulation, while resulting in a slightly
conservative calculation for kt.

Fig. 2: Single-line diagram of the distribution network under
consideration.

TABLE I: Inverter parameters.

Parameter Ayshford Stoneshill Cullompton
Inverter rated power 500 kVA 800 kVA 1800 kVA
Inverter rated voltage 400 V 380 V 400 V
Total export capacity 4.5 MVA 4 MVA 4 MVA

TABLE II: Main controller parameters.

PI PR200 PR300 PR600

Kp 0.2 0.3 0.3 0.8
Ki 2.4 120 120 300

the upstream network model included a frequency-dependent
equivalent impedance. Owing to the short feeders and the
utilization of distributed parameters for line modeling, the
simulation sampling time was set to 8 µs [23]. All feeders
possess a rated voltage of 33 kV, and eight loads are connected
to the network via 33/11 kV transformers. TIVE3 is the main
busbar and is supplied from the 132 kV network through
two parallel transformers. Three PV farms are connected to
the 33 kV network: Ayshford, Stoneshill, and Cullompton. A
summary of the inverter ratings for each PV farm is presented
in Table I, while Table II details the controller parameters. The
reports available on the project website offer further details on
the network model [19]2.

In addition to the network model, NGED provided two sets
of measurement data for 19 days in October 2019. The first
set included of SCADA recordings of system voltage, active
(P), and reactive (Q) power with a resolution of 30 minutes at
all busbars shown in Fig. 2. The second set consisted of power
quality measurements (harmonic currents and voltages) at
TIVE3 and at the PV farms, recorded with a higher resolution
of 10 s. Power quality (PQ) data was used to accurately
model PV generation, as the high resolution allowed the rapid
fluctuations of irradiance to be duplicated.

2Readers interested in detailed network parameters are advised
to request this information to NGED by sending an email to
nged.innovation@nationalgrid.co.uk.
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Fig. 3: Ayshford PV farm power output: top - individual
inverter, middle - dynamic model, and bottom: total power
output and comparison with measurement.

TABLE III: Individual harmonics and THD values (%) from
measurement data and simulation.

Measured data Simulation
Harmonic V12 V23 V31 V12 V23 V31

5 1.32 1.40 1.40 1.31 1.31 1.31
7 1.10 1.06 1.09 1.04 1.04 1.04
11 0.21 0.28 0.26 0.26 0.26 0.26
13 0.22 0.28 0.26 0.28 0.28 0.28

THD 1.60 1.67 1.55 1.73 1.73 1.73

A. Harmonic sources

Three sources of harmonic distortion were identified: loads
on the 11 kV buses, PV farms, and upstream distortion from
the 132 kV network. Since harmonic measurements were taken
at only four locations, several assumptions were made based
on engineering knowledge of the network and best practices
to model these sources. The harmonics produced by the 11 kV
loads were considered to be proportional to the fundamental
current, which was obtained from SCADA data. Given the
high quantity of PEIDs in the network, the PV farms were
modeled as a combination of a detailed inverter model and
an equivalent PV dynamic model with current sources. The
harmonic current sources at the PV farms were calibrated to
match the measurements from the PQ data. The background
harmonic distortion at the 132 kV busbar was modeled with
four harmonic voltage sources at the frequencies of interest
(5th, 7th, 11th, and 13th), connected in parallel and series
with the system frequency-dependent impedance. According
to typical engineering practice, it was assumed that upstream
distortion contributes to 10% of the voltage THD measured
at TIVE3, and the amplitude of each upstream voltage source
was adjusted as needed. The harmonic injection at both the

load and the source was calibrated to ensure that the voltage
distortion at TIVE3 predicted by the simulation matched the
measurements taken over the 19-day observation period.

B. Model validation

The Simulink model was verified with the data supplied by
NGED through load flow, contingency, and harmonic studies.
Some outcomes, such as load flow analysis and frequency
scans, were also benchmarked against the original DPF model.
Comprehensive details are available in the reports cited at [19],
while this section presents a subset of the results. Concerning
time-domain and fundamental power validation, Fig. 3 illus-
trates the power output at the Ayshford PV farm. As described
in the previous paragrah, the PV farm model incorporates an
inverter and a PV dynamic model. The output from these
two components is shown in the first and second graphs,
respectively, while the overall output power for Ayshford PV is
depicted in the final graph. This curve is exactly in alignment
with the 10-second measurement (PQ data).

Harmonic studies were conducted to assess the performance
of the model against the measurement data. For the sake of
brevity, this paper exemplifies the comparison in terms of both
individual harmonic components and total harmonic distortion
(THD) calculated at the TIVE3 busbar. Table III presents THD
average values caclulated throughout the monitoring period.
In general, the harmonic components are quite similar across
the three phases. The measured data show some imbalance;
however, since the cause of the imbalance could not be
identified from the available data, a symmetrical system was
modeled, which shows good agreement.

V. NUMERICAL VALIDATION OF THE AF FUNCTIONALITY

The control algorithm described in Section III was tested
under a variety of operational scenarios, including contingency
cases. First, the algorithm was implemented at Ayshord PV
farm, and later at the three PV farms connected to the
Tiverton Network [17], [18]. This section will presents results
with respects to three aspects: performance for an individual
PV farm, evaluation of various measurement locations, and
simultaneous operation across PV farms.

A. Performance of the algorithm for one PV farm

Initially, the performance of the algorithm, including AG
and kt, were tested at the Ayshford PV farm.

Figure 4 shows time-domain results for two typical oper-
ating conditions: low irradiance and high irradiance. The first
graph shows fundamental rms current against the rated value,
the second shows the harmonic gain (AG) and the last figure
the time domain current, including both fundamental and
harmonic components. The inverter rating is never exceeded
under any operating conditions. These results were verified
across the entire simulation range.

Fig. 5 presents the copper losses for the Ayshford PV farm
transformer with the aim to assess the effectiveness of kt.
These losses are calculated according to (1). The first graph
shows losses due to harmonic currents, the second graph shows



IEEE JOURNAL OF SELECTED TOPICS IN INDUSTRIAL ELECTRONICS, VOL. 00, NO. 00, MONTH YEAR 6

(a)

(b)

Fig. 4: Inverter current with different values of irradiance: (a)
low irradiance and (b) high irradiance.

Fig. 5: Transformer losses at Ayshford for two values of the
transformer loss coefficient: losses due to harmonic compo-
nents, losses due to fundamental current, and total losses.

those due to fundamental current, and the third graph shows
the total. The rated transformer losses are 5.4 kW and are
indicated by a horizontal line. The results are displayed for
two different values of the coefficient kt lower threshold. With

TABLE IV: Current measurement point for each PV farm

Case Ayshford Stoneshill Cullompton
1 P3 P1 P1

2 P1 P2 P1

3 P3 P1 P1

Fig. 6: Inverter rms currents for the cases shown in Table IV.

a lower threshold equal to 0.5, harmonic injection causes sig-
nificant power loss, approaching the transformer rated value.
When the lower threshold is 0.5, the harmonic losses drop
considerably. As shown in the second graph, the fundamental
power losses remain unaffected by kt, since this coefficient
impacts only harmonic components. The third graph shows
that a lower threshold value leads to reduced overall losses,
however this choice reduces significantly the effectiveness
of the AF functionality. Thus, this analysis underscores the
necessity of precise coefficient tuning. For subsequent studies,
a lower threshold equal to 0.3 was used.

B. Evaluation of alternative current measurement locations

In [18], AF operation was deployed in the three PV farms
depicted in Fig. 2, where the downstream feeder current
(denoted as iL in Fig. 1) was employed to determine the
harmonic currents. This section aims to discuss whether uti-
lizing alternative measurement points would result in more
efficient harmonic mitigation. This hypothesis was tested by
selecting eight different measurement points to supply the
current iL to the inverters at the PV farms. These points
corresponded to busbars equipped with measurement relays.
Ideal synchronization between measurements was assumed,
and it was also decided to maintain a consistent measurement
point throughout the entire simulation period [19]. From these
initial tests, three locations were identified as yielding the best
harmonic mitigation, and are denoted as P1, P2, and P3 in Fig.
2. The three most significant scenarios are presented in Table
IV, where for each PV farm, a distinct measurement point for
the current iL was utilized.

The inverter rms current for each case is depicted in Fig. 6
over the initial 30 hours of the observation period. The initial
graph in Fig. 6 displays the Ayshford rms current (including
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Fig. 7: Voltage THD at TIVE3 for the original case, and the
three operating conditions studied above.

Fig. 8: Transformer loss coefficient at all sites.

both fundamental and harmonic components): for this inverter,
the current in Case 1 and Case 3 is the same since the
measurement point (P3) is adopted. The current for Case 2
(using P1) is significantly higher. This result is explained by
observing that, when P1 is utilized, the harmonic reference is
computed using the total current delivered to the loads, and
therefore Ayshford undertakes more harmonic compensation.
In contrast, when P3 is used, only the harmonic currents
generated by the loads connected to the radial feeder are
considered.

The second graph in Fig. 6 shows the rms current at
Stoneshill: Case 1 and Case 3 use P1 and result in the highest
harmonic current injection, while for Case 2, adopting P2,
the current is lower. As observed in Ayshford, this result can
be explained by noting that P1 results in a higher harmonic
reference current for the inverter at Stoneshill.

The third graph in Fig. 6 portrays the rms current at
Cullompton: even though P1 is consistently used across all
cases, the inverter current varies. This variation can be ex-
plained by noting that, in Case 1, Ayshford assumes more
harmonic compensation tasks, thus reducing the harmonic con-
tent included in P1 and consequently lowering the harmonic
reference current for the Cullompton inverters.

The above tests demonstrate that PV farms can compensate
for harmonic currents generated anywhere in the system, rather
than just by the downstream loads. Since the algorithm de-
veloped includes features to limit harmonic current injections
(AG and kt), it is concluded that the most effective approach
is to adopt the measurement point where the highest harmonic
currents can be detected, thus maximizing the impact of AF
operation.

C. Simultaneous operation across PV farms
The overall impact of the algorithm was assessed by mon-

itoring voltage THD at TIVE3 for various conditions. The
results for four cases are discussed in details in this section:

• Results for the original system, with no harmonic miti-
gation applied (Without Comp.)

• The PV farms operate independently, with measurements
point set to P1 for Stoneshill and Cullompton and set to
P3 for Ayshford (Independent)

• The PV farms operate in a coordinated way, with the
feedback load current measurements point set to P1 for
all inverters (Coordinated)

• The PV farms operate in a coordinated way, with the
feedback load current measurement point set to P1 for
all inverters with the transformer loss coefficient included
and equal to 0.3 (With kt).

Figure 7 depicts the voltage THD at TIVE3 for the four
aforementioned cases over the first three days of the obser-
vation period. These results are representative of the entire
observation period and are presented for clarity. The THD
pattern repeats similarly each day, being lower during the
daytime and higher at night. This characteristic, noted in other
studies [24], further supports the proposed algorithm, since
during nighttime the PV panels have a greater capacity for
harmonic mitigation, when this functionality is more needed.

Although all tests result in a reduction of harmonic levels
in the system, it is pertinent to mention that at noon on Day
2, all curves coincide with the original data, showing no THD
improvement. Upon closer examination, this is attributed to
high PV generation at all PV farms, which causes the inverters
to not inject harmonics. These results demonstrate that the AG
functions as intended. Overall, the optimum result occurs with
coordinated operation, noted as ’Coordinated’. As anticipated,
the inclusion of kt diminishes the algorithm’s performance,
resulting in reduced harmonic compensation.

Further insights on the last test (With kt) are provided in
Fig 8, where kt is plotted as a time series for the same period
as Fig. 7 During the nigh, kt reaches high values because
the inverter fundamental current is low, while during the day
harmonic injection is limited. The figures shows kt for the
three PV farms, indicating a similar trend, but different values,
due to diversity in irradiance and harmonic injection at each
farm.

VI. EXPERIMENTAL VALIDATION

The experimental setup for this work includes an OPAL-RT
5600 emulator and a PELab power converter. These devices
are connected via DB27 ports for exchanging analog and
digital signals, and conducting HIL studies. The OPAL-RT is
linked to a laptop through an Ethernet cable, while the PELab
is connected using a USB-to-USB cable. Two oscilloscopes
are used to measure the three-phase voltage waveforms at
the inverter terminals and within the TIVE3 network. Figure
9 shows the experimental setup and the connection between
various components.

The PELab was used to emulate the operation of the Aysh-
ford inverter, while the rest of the system was programmed in
the digital simulator.
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Fig. 9: Set up of the experimental test bench.

Fig. 10: Reduced network model
.

RT-LAB serves as the software platform for programming
the real-time simulator, and is fully integrated with MAT-
LAB/Simulink. This allowed using the same model used in
simulation for real-time testing. To enable hardware inte-
gration, certain components such as digital and analog in-
puts/outputs need to be incorporated into the model. MATLAB
version 2019b along with RT-LAB 2020.1 were utilized.

The control system was converted into C to be used by
the microcontroller. The PE-LAB is equipped with two mi-
crocontrollers, the ST Microelectronics ARM® Cortex® M7
and M4 dual-core STM32H745BI. For the experimental work
presented here, only one former was utilized. Keil uVision5,
developed by ARM, was used to program the microcontroller.
The conversion process was aided by the built-in Simulink
tools, and the harmonic mitigation algorithm was integrated
with the fundamental power flow regulator provided by the
manufacturer. As detailed in Section III, the proposed algo-
rithm is designed such that the harmonic regulator is layered
over the fundamental regulator. To implement the algorithm
on the microcontroller, an extra step was included after the
reference voltages were calculated, to determine the duty
cycles for generating the inverter’s switching signals.

Initial trials indicated that the complete Simulink network
model was too large for real-time implementation with the
available hardware, due to computational constraints. Al-
though the tests could run for a few seconds, equating to a
day or two of real-time data, the equipment would eventually

Fig. 11: Schematic representation of the experimental setup
.

trip due to excessive delays causing an unstable output. This
issue stemmed from a combination of network components
and the substantial size of the data employed. Thus, the
network was simplified, ensuring that critical features were
maintained to allow comparison with the simulation results.
For instance, some lines were represented using pi-sections
instead of distributed parameter models, and loads were ag-
gregated, reducing the number of columns in the measurement
data matrix. Using pi-section models, the step time for real-
time studies was extended to 50 µs, compared to 8 µs in
simulation. Furthermore, a ’rate transition’ block was added to
the model to limit the number of points sent to the workspace,
thereby not affecting the waveform visualization while reduc-
ing computational demand. The schematic representation of
the experimental setup, illustrating the partition between the
network model (OPAL-RT), the controller (PE-LAB) and the
data exchanged between the two systems is shown in Fig. 11.

Furthermore, the measurement data required adjustment to
synchronize the simulation time step with the one used in
real-time. The 30-minute SCADA data resolution translated
to a simulation step time of 0.1 seconds. Accordingly, the 10-
second power quality data resolution corresponded to 0.556
milliseconds in simulation. However, this value was not com-
patible with RT-LAB, that requires the data sample time
to be an integer multiple of the simulation time step. The
nearest feasible value was 0.50 milliseconds, yet employing
this resolution resulted in a shift in the simulation outputs, as
depicted in Fig. 12. This shift became more noticeable over
extended simulation durations. To resolve this issue, a decision
was made to replicate one PQ measurement point out of every
ten, thereby compensating for the time scale compression from
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Fig. 12: Results before and after time scale adjustment.

Fig. 13: Comparison of simulation results and measurement
results - voltage THD for the observation period.

0.556 milliseconds to 0.5 milliseconds. This decision was
based on the observation that the PQ data possess a much
higher resolution compared to the SCADA data. Therefore,
replicating one point every ten does not significantly deviate
from realistic operating conditions. Figure 12 illustrates the
comparison over one day and the entire observation period
between the original real-time (RT), the modified RT, and
the simulation. The modified RT and simulation results were
nearly identical.

The THD voltage at TIVE3 is the primary metric used
to evaluate the efficiency of the proposed algorithm. For the
original network model, the maximum, minimum, and average
THD values for the full observation period were recorded
at 1.99%, 0.57%, and 1.24%, respectively. The equivalent
values with the simplified dynamic model were 1.95%, 0.60%,
and 1.25%, respectively, suggesting that the simplified model
provides an adequate representation of the original system.

Following this check, the harmonic mitigation algorithm
was implemented on the microcontroller to simulate the
performance of a single inverter (located at Ayshford PV
farm), and to replicate the results achieved in simulation.
The inverter current, voltage THD at TIVE3, and transformer
losses were observed to be very similar to those obtained
in the simulation environment. Specifically, the maximum,
minimum, and average THD values were 1.68%, 0.53%, and
1.05% in simulation, and 1.67%, 0.54%, and 1.05% in the HIL
tests. These values provided further validation of the developed
algorithm.

Figure 13 illustrates the experimental results spanning the
entire observation period. This figure shows the THD at
TIVE3 for both simulation and experimental tests. The curves
closely match each other, thereby confirming the algorithm’s
effectiveness and proving that experimental verification of
large networks is possible with simplified models.

VII. CONCLUSIONS

The paper provides a numerical and experimental validation
of a control algorithm that utilizes multiple PEIDs as AFs.
The proposed algorithm’s effectives was highlighted by a
comprehensive comparison of the harmonic performance in a
real distribution system, both with and without the harmonic
mitigation algorithm.

Experimental validation was crucial to evaluate the proposed
algorithm’s impact. Simplification of the original network
model was necessary to achieve real-time operation. One criti-
cal aspect was the synchronization of the simulation step time
required by the digital simulator with the various sampling
times of the SCADA data and the power quality data.

In conclusion, this project showed that HIL is an effective
tool for verifying advanced control features and studying the
influence of PEIDs on distribution system models. When close
comparison of simulation results with experiments is essential,
planning a replicable set of simulations with experiments
and understanding the limitations of both experimental and
computational setups is crucial. For instance, even though a
specific set of simulations was planned to be reproduced with
HIL experiments from the first phases of the study, adjustments
were needed in the experimental phase due to considerations
around sampling time and resolution.
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APPENDIX A
LIST OF ABBREVIATIONS

AF Active Filter
AG Automatic gain
DPF DIgSILENT PowerFactory
EMT Electromagnetic transients
HIL Hardware-in-the-loop
LPF Low-pass filter

NGED National Grid Electricity Distribution
NPF Notch-peak filter
PEID Power electronics-interfaced devices
PHIL Power Hardware-in-the-loop

PI Proportional-integral
PLL phase-locked loop
PR Proportional-resonant
PV Photovoltaic

ZOH Zero-order hold
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