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Local times of deterministic paths and

self-similar processes with stationary increments

as normalized numbers of interval crossings

Witold Bednorz, Purba Das and Rafał Łochowski

July 9, 2024

Abstract

We prove a general result on a relationship between a limit of normal-
ized numbers of interval crossings by a càdlàg path and an occupation
measure associated with this path.

Using this result, we define local times of fractional Brownian motions
(classically defined as densities of relevant occupation measure) as weak
limits of properly normalized numbers of interval crossings.

We also discuss a similar result for càdlàg semimartingales, in par-
ticular for alpha-stable processes, and Rosenblatt processes, and provide
natural examples of deterministic paths which possess quadratic or higher-
order variation but no local times.

1 Introduction

In this article, we deal with local times of real càdlàg paths which may be
defined as weak limits of normalized numbers of interval crossings by these paths.
Instances of real càdlàg paths possessing such local times will be trajectories
of self-similar stochastic processes with stationary increments, like fractional
Brownian motions or alpha-stable processes.

The idea to define the local time of a standard Brownian motion as a limit
of (properly normalized) numbers of (properly defined) interval crossings by
trajectories of this process comes already from Paul Lévy [Lévy40]. This defi-
nition was later generalized to the case of continuous semimartingales [EK78],
[RY05, Chapt. VI] and Markov processes [FT83] (to be more precise, in [FT83]
the Authors deal rather with excursions from a given level than with the inter-
val crossings, but both approaches coincide for processes with a.s. continuous
paths). Since the number of interval crossings may be calculated for each path
separately, such results provide a pathwise construction of local time. Results of
this type for a standard Brownian motion B (and continuous semimartingales)
were obtained first by Chacon et al. [CLJPT81], built on ideas from [Per81].
In [CLJPT81] the authors prove the existence of a measurable set Ω0 such that
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Ω0 has probability 1 and for each ω ∈ Ω0 there exists the mentioned limit of
normalized numbers of interval crossings by the trajectory B(ω). The excel-
lent Master thesis of Marc Lemieux [Lem83] extended this result to the case
of càdlàg semimartingales with locally summable jumps. The case of general
càdlàg semimartingales was treated only recently in [ŁOPS21].

Interval crossings by deterministic or random paths received attention in
many recent publications on pathwise stochastic calculus or model-free finance,
see for example [PP15, DOS18, CP19, ŁOPS21, Kim22].

Given most of the above-mentioned results are obtained for semimartingales
and Markov processes, a natural question arises whether similar results hold
for processes possessing local times (in the sense defined below), which do not
belong to these classes. Examples of such processes are fractional Brownian
motions. Fractional Brownian motion (fBm in short) possesses local time, but
its characterization as a limit of normalized numbers of interval crossings by
its trajectories has not been much investigated so far. This seems surprising
considering the age of Lévy’s result. A recent paper on this approach for fBms
with the Hurst index less than 1/2 is [DŁMP23]. In this note, we consider such
results for self-similar processes with stationary increments. In particular, we
obtain the existence of the limit of normalized numbers of interval crossings for
fBms with a Hurst index from the whole interval (0, 1). However, the conver-
gence we obtain is the weak convergence of measures, thus much weaker than
the almost sure uniform convergence of processes obtained in [DŁMP23].

Another example of self-similar processes with stationary increments are α-
stable processes. They are also special cases of càdlàg semimartingales consid-
ered in [ŁOPS21], however, [ŁOPS21] considers the semimartingale local time
(defined as the density of the occupation measure along the ’business clock’ –
the continuous part of the quadratic variation); here we consider the local time
defined as the density of the occupation measure along the ‘natural clock’ – the
Lebesgue measure on [0,+∞).

Preview. In the next section, we state the main results obtained in this
paper, the proofs of these results are presented in subsequent sections. In Section
3, we present essential definitions, notations, and prove auxiliary results (Lemma
3.6 and Theorem 2.2), which may be of independent interest. Examples of
application of Theorem 2.2 to deterministic paths are presented in Subsection
3.5. In Section 4 we apply Theorem 2.2 to paths of self-similar processes with
stationary increments. In Section 5 we list examples of self-similar processes
with stationary increments for which the results of Section 4 may be applied.
They include, apart from the mentioned fBms and α-stable processes, also the
Rosenblatt processes. We also present several examples where assumptions of
Theorem 2.2 hold, but no local time exists.

2 Main results

To state the main results, we need to start with several definitions.
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Definition 2.1 The truncated variation of x : [0,+∞) → R with the truncation
parameter c ≥ 0 on the time interval [s, t], 0 ≤ s < t < +∞, is defined as:

TVc(x, [s, t]) := sup
π∈Π(s,t)

∑

[u,v]∈π

(|xv − xu| − c)+ , (1)

where (·)+ = max (·, 0) and the supremum is taken over all finite partitions π
of the interval [s, t], that is finite sets of no overlapping (with disjoint interiors)
subintervals [u, v] of [s, t] such that

⋃

[u,v]∈π[u, v] = [s, t]. The family of all such

partitions is denoted by Π(s, t).
Similarly, the upward and downward truncated variations of x are defined

respectively as

UTVc(x, [s, t]) := sup
π∈Π(s,t)

∑

[u,v]∈π

(xv − xu − c)+ (2)

and
DTVc(x, [s, t]) := sup

π∈Π(s,t)

∑

[u,v]∈π

(xu − xv − c)+ . (3)

The truncated variation is finite for any càdlàg or even regulated (i.e. pos-
sessing right- and left- limits) path x whenever c > 0. If c = 0 then the truncated
variation coincides with the total variation of x while the upward and downward
truncated variations coincide with the upward total variation and downward to-
tal variation. They are denoted as TV(x, [s, t]), UTV(x, [s, t]) and DTV(x, [s, t])
respectively.

Let ny,c(x, [0, t]), uy,c(x, [0, t]) and dy,c(x, [0, t]) be the numbers of crossings,
upcrossings and downcrossings by x the interval [y − c/2, y + c/2] on the time
interval [s, t] respectively. For precise definitions, we refer to Definition 3.4. The
following result, which is of independent interest, is one of the main ingredients
we will use in establishing the weak convergence of normalized numbers of in-
terval crossings to local times. As far as we know, no similar result has been
proven in literature so far.

Theorem 2.2 Let x, ζ : [0,+∞) → R be càdlàg, and ϕ : (0,+∞) → [0,+∞) be
such that limc↓0 ϕ(c) = 0. Assume that

∀t ≥ 0, ϕ(c)TVc(x, [0, t]) → ζt as c ↓ 0, (4)

or equivalently that any of the following equivalent conditions holds

∀t ≥ 0, 2ϕ(c)UTVc(x, [0, t]) → ζt as c ↓ 0, (5)

∀t ≥ 0, 2ϕ(c)DTVc(x, [0, t]) → ζt as c ↓ 0. (6)

Then ζ is non-negative, non-decreasing and for any continuous g : R → R we
have the following pointwise convergence of Lebesgue-Stieltjes integrals

∀t ≥ 0, ϕ(c)

∫

R

ny,c(x, [0, t])g(y)dy →

∫

(0,t]

g (xs−) dζs as c ↓ 0. (7)
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The convergence in (7) also holds when nz,c(x, [0, t]) is replaced by 2uz,c(x, [0, t])
or by 2dz,c(x, [0, t]), and if ζ is continuous such convergence is uniform on
compacts.

For the proof of Theorem 2.2 we refer to Sect. 3.4.

Remark 2.3 If TV(x, [0, 1]) = +∞ then defining the normalization function
by:

ϕ(c) :=
1

1 + TVc(x, [0, 1])

we obtain a non-decreasing, non-negative function such that limc→0+ ϕ (c) = 0,
limc→+∞ ϕ (c) = 1 and

ζ1 = lim
c→0+

ϕ (c)TVc(x, [0, 1]) = 1.

Relation (7) may be seen as a ‘weak’ form of occupation times formula (see
the next section). The main difference between both formulae is that g in
(7) is assumed to be continuous and that we do not know whether quantities
ϕ(c)ny,c(x, [0, t]) tend in some sense to any limit; we only know (and this may
be an equivalent statement of the thesis) that the measures ϕ(c)ny,c (x, [0, t])dy
tend weakly to the occupation measure

µt(Γ) =

∫

(0,t]

1Γ(xs−)ζ(ds).

However, if (4), (5) or (6) holds, ζ is continuous and x possesses the local time
L relative to the measures dy (the Lebesgue measure on R) and ζ, then the
following relations

∫

(0,t]

g(xs−)ζ(ds) =

∫

(0,t]

g(xs)ζ(ds) =

∫

R

g(y)Lyt dy

hold for any continuous g : R → R, which together with (7) implies that for any
finite t > 0, Lyt dy is the weak limit of the measures ϕ(c)ny,c(x, [0, t])dy. In one of
the examples (see Sect. 5.6), we show that this convergence can not be replaced
by a stronger mode of convergence – the weak convergence of ϕ(c)ny,c(x, [0, t])
to Lyt in L

1(R, dy).
For some processes it may be proven that for each t ≥ 0 the convergence

c1/β−1TVc(X, [0, t]) → C · t as c→ 0+ (8)

holds with probability 1, like for example for fBms with arbitrary Hurst pa-
rameter H ∈ (0, 1), see Sect. 5. Then, as a direct consequence of Theorem 2.2
applied to each trajectory of X separately, we have the following result.

Corollary 2.4 Assume that for a real process Xt, t ∈ [0,+∞), the convergence
in (8) holds with probability 1 and that X possesses a local time L (in the sense
of Definition 3.2) relative to the Lebesgue measure dy on R and the constant
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mapping Ξ(ω) ≡ du (du is the Lebesgue measure on [0,+∞)). Then there exist
a measurable set ΩX ⊂ Ω such that P (ΩX) = 1 and for each ω ∈ ΩX and each
t ∈ [0,+∞)

c1/β−1ny,c(X(ω), [0, t])dy →weakly C · Lt(ω)dy as c→ 0+,

where C is the same as in (8) and ‘→weakly ’ denotes the weak convergence of
measures.

Existence of the deterministic limit (4) of the form ζ(t) = C · t (for a proper
normalization ϕ(·) and a deterministic constant C) may be established for a class
of self-similar processes with stationary increments with the help of subadditive
ergodic theorem and the convergence holds in probability.

Theorem 2.5 Let (Ω,F ,P) be a probability triple and Xt, t ∈ [0,+∞), be a
self-similar process with index β > 0 on (Ω,F ,P), which has stationary incre-
ments and càdlàg trajectories. We assume additionally that for some c0 > 0 it
fulfils

ETVc0(X, [0; 1]) < +∞ (9)

and that for any k ∈ N the stationary sequence
(

TV1(X, [0, k]) ,TV1(X, [k, 2k]),TV1(X, [2k, 3k]), . . .
)

is ergodic. Then there exists C ∈ (0,+∞) such that for each t ∈ [0,+∞) the
following convergence in probability holds

c1/β−1TVc(X, [0, t]) →P C · t as c→ 0 + . (10)

For the proof of Theorem 2.5 and next Corollary 2.7 we refer to Sect. 4.

Remark 2.6 The main drawback of Theorem 2.5 is that it does not explicitly
identify the constant C, however, from its proof it follows that

C = lim
n→+∞

ETV1(X, [0, n])

n
.

From the fact that
(

TV1(X, [m,n]) + 1
)

is subadditive (TV1(X, [0, n]) + 1 ≤

TV1(X, [0,m])+1+TV1(X, [m,n])+1), see (15), we get even tighter estimate:
for any n ∈ N

ETV1(X, [0, n])

n
≤ C ≤

ETV1(X, [0, n]) + 1

n
.

Corollary 2.7 Assume that a real process Xt, t ∈ [0,+∞), satisfies assump-
tions of Theorem 2.5 and possesses a local time L relative to the Lebesgue mea-
sure dy on R and the constant mapping Ξ(ω) ≡ du. Then there exists a sequence
(cn), n ∈ N, such that cn → 0+ as n→ +∞ and a measurable set ΩX ⊂ Ω such
that P (ΩX) = 1 and for each ω ∈ ΩX and each t ∈ [0,+∞)

c1/β−1
n ny,cn(X(ω), [0, t])dy →weakly C · Lt(ω)dy as n→ +∞,

where C is the same as in Remark 2.6.

Examples of application of Corollaries 2.4 and 2.7 to specific processes are pre-
sented in Sect. 5.
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3 Notation, definitions and auxiliary results

Notations: By Z we denote the set of all integers, by N we denote the set of all
positive integers and by N0 we denote the set N ∪ {0}. By C([0,+∞);R) we
denote the space of all continuous functions x : [0,+∞) → R. By D([0,+∞);R)
we denote the space of all càdlàg (RCLL) functions x : [0,+∞) → R, that is
x ∈ D([0,+∞);R) if it is right-continuous at each t ∈ [0,+∞) and possesses
left-limits at each t ∈ (0,+∞).

For x ∈ D([0,+∞);R) we set xt− := lims<t,s→t xt for t ∈ (0,+∞), x0− := x0
and ∆xs := xs − xs− for s ∈ [0,+∞).

V 0([0,+∞);R) denotes the subset of D([0,+∞);R) of piecewise monotonic
càdlàg paths, that is functions x ∈ D([0,+∞);R) for which for any T > 0 there

exist finite number of intervals Ii, i = 1, 2, . . . , N , N ∈ N, such that
⋃N
i=1 Ii =

[0, T ] and x is monotonic on each Ii. V 1([0,+∞);R) denotes the subset of
functions from D([0,+∞);R) with finite total variation on any compact subset
of [0,+∞).

3.1 Local times

Let (E, E) be a measurable space. We start with a definition of local time for
a deterministic Borel path x : [0,+∞) → E and a given Borel measure ξ on
[0,+∞). For each t ≥ 0 we define the corresponding occupation measure µt on
(E, E) as

∀ Γ ∈ E , µt(Γ) =

∫

[0,t]

1Γ(xs)ξ(ds) = ξ ({s ∈ [0, t] : xs ∈ Γ}) . (11)

Definition 3.1 Let ν be a measure on (E, E) and ξ be a Borel measure on
[0,+∞). We say that x possesses a local time L relative to the measures ν and
ξ if for each t, µt ≪ ν, where µt is the occupation measure defined by (11).
This local time is a function of the space variable y ∈ E and the time variable
t ∈ [0,+∞), and is defined as the Radon-Nikodym derivative Lyt := (dµt/dν)(y).

Immediately from (11) and Definition 3.1 we get that for any non-negative Borel
function f : E → R

∫

[0,t]

f (xs) ξ(ds) =

∫

E

f(y)µt(dy) =

∫

E

f(y)Lyt ν(dy). (12)

The relation (12) is referred to as occupation times formula.
For our purposes, we will need a sufficiently general definition of local time of

a stochastic process. Let (Ω,F ,P) be a probability space and letXt, t ∈ [0,+∞),
be a stochastic process with measurable state space (E, E), such that the map-
ping [0,+∞) × Ω ∋ (t, ω) 7→ Xt(ω) is measurable relative to B([0,+∞)) ⊗ F
and E (by B([0,+∞)) we denote the Borel σ-field of [0,+∞)). Let Ξ be a
mapping from Ω to the set of Borel measures on [0,+∞), which means that
for each ω ∈ Ω, ξ = Ξ(ω) is some Borel measure on [0,+∞). Each trajectory
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s 7→ Xs(ω) is a Borel function and for each (t, ω) ∈ [0,+∞)× Ω we may define
a corresponding occupation measure µt on (E, E) as in (11) with x = X(ω) and
ξ = Ξ(ω).

Definition 3.2 Let ν be a measure on (E, E). We say that X possesses a local
time relative to the measure ν and the mapping Ξ if for each t ∈ [0,+∞), µt ≪ ν
a.s. (i.e., P-a.s.), where µt is the occupation measure defined as in (11) with
x = X(ω) and ξ = Ξ(ω), ω ∈ Ω.

Remark 3.3 Usually, for example when X is a Markov process, the measure
ξ = Ξ(ω) appearing in our definition is equal to the Lebesgue measure (nat-
ural clock), and does not depend on ω, see for example [GH80]. However, if
one considers the semimartingale local time then the measure ξ = Ξ(ω) is the
Lebesgue-Stieltjes measure associated with the continuous part of the quadratic
variation of X (business clock), thus may depend on ω.

3.2 Truncated variation and numbers of interval crossings

Now, we define numbers of interval (up- and down-) crossings by x ∈ D([0,+∞);R)
on the time interval [s, t]. Let y ∈ R, c > 0, define σc0 = s and for n ∈ N0

ρcn := inf {u ∈ [σcn, t] : xu ≥ y + c/2} ,

σcn+1 := inf {u ∈ [ρcn, t] : xu < y − c/2} ,

where and throughout the paper we apply conventions: inf ∅ := +∞ and
[+∞, t] := ∅ for any t ∈ [0,+∞].

Definition 3.4 The number of downcrossings, upcrossings and crossings by x
the interval [y−c/2, y+c/2] on the time interval [s, t] are defined as respectively

dy,c(x, [s, t]) := max {n : σcn ≤ t} , uy,c(x, [s, t]) := d−y,c(−x, [s, t]) and

ny,c(x, [s, t]) := uy,c(x, [s, t]) + dy,c(x, [s, t]) .

The numbers of interval crossings by a real càdlàg path x : [0,+∞) → R

are closely related to truncated variation. The relation between the truncated
variation and interval crossings is the following. If x : [0,+∞) → R is a regulated
path, then the following formula holds:

TVc(x, [s, t]) =

∫

R

ny,c(x, [s, t])dy. (13)

Equation (13) is a generalization of the Banach Indicatrix Theorem, see [Ł17,
Theorem 1]. From (1) and the fact that for any 0 ≤ s < t < u, π ∈ Π(s, t),
ρ ∈ Π(t, u), π ∪ ρ ∈ Π(s, u), it also follows that the truncated variation is a
superadditive functional of intervals, that is:

TVc(x, [s, u]) ≥ TVc(x, [s, t]) + TVc(x, [t, u]) . (14)
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On the other hand, since for any 0 ≤ s < t′ ≤ t ≤ t′′ < u one has

max (|xt′′ − xt′ | − c, 0) ≤ max (|xt − xt′ | − c, 0) + max (|xt′′ − xt| − c, 0) + c,

we have
TVc(x, [s, u]) ≤ TVc(x, [s, t]) + TVc(x, [t, u]) + c. (15)

3.3 Truncated variation and variations of a continuous

function along Lebesgue partitions

When x is continuous, relation (13) allows easily to relate the truncated variation
with the Lebesgue partitions of the half line [0,+∞]. The Lebesgue partition
πc,r (sometimes, for typographical reasons, we will also denote it by π(c, r)) of
the interval [0,+∞] corresponding to x ∈ C([0,+∞);R) and the grid

c · Z+ r = {z ∈ R : ∃p ∈ Z, z = p · c+ r} ,

where c > 0 and r ∈ [0, c), is the following family of intervals

πc,r =
{[

τc,rk , τc,rk+1

]

, k ∈ N0

}

,

where τc,r0 = 0, and for k ∈ N

τc,rk+1 := inf
{

t > τc,rk : xt ∈ (c · Z+ r) \
{

xτc,r
k

}}

.

For t ≥ 0 let us define kc,r(t) := max {k ∈ N0 : τc,rk ≤ t}. Notice that
∑

p∈Z

np·c+c/2+r,c(x, [0, t]) ≤ kc,r(t). (16)

This follows from the fact that each crossing of the interval [p·c+r, (p+1)·c+r],
p ∈ Z, corresponds to at least one new time τc,rk . On the other hand, for any
c0 ∈ (0, c),

∑

p∈Z

np·c+c/2+r,c0(x, [0, t]) ≥ kc,r(t)− 1 (17)

since each new time τc,rk , k ≥ 2, corresponds to at least one crossing of the
interval [p · c+ r + (c− c0)/2, (p+ 1) · c+ r − (c− c0)/2] for some p ∈ Z. Now,
using (13), (16) and (17) we estimate

TVc(x, [0, t]) =

∫

R

ny,c(x, [0, t])dy =
∑

p∈Z

∫

[0,c)

np·c+c/2+r,c(x, [0, t])dr ≤

∫

[0,c)

kc,r(t)dr and

(18)

TVc0(x, [0, t]) =

∫

R

ny,c0(x, [0, t])dy =
∑

p∈Z

∫

[0,c0)

np·c0+c0/2+r,c0(x, [0, t])dr

=
∑

p∈Z

∫

[0,c)

np·c+c/2+r,c0(x, [0, t])dr ≥

∫

[0,c)

(kc,r(t)− 1)dr.

8



Since the function (0,+∞) ∋ c 7→ TVc(x, [0, t]) is continuous (see [ŁG15,
Lemma 21]), we have

TVc(x, [0, t]) = lim
c0→c−

TVc0(x, [0, t]) ≥

∫

[0,c)

(kc,r(t)− 1)dr. (19)

Let now ψ : [0,+∞) → [0,+∞) be a continuous at 0, non-decreasing func-
tion, starting from 0, that is ψ(0) = 0. Last two relations allow to establish
a relationship between ψ-variations of x along the Lebesgue partitions πc,r,
defined as

V c,rψ (x, [0, t]) :=
∑

[u,v]∈πc,r

ψ (|xv∧t − xu∧t|) =
+∞
∑

k=1

ψ
(∣

∣

∣
xτc,r

k ∧t − xτc,r
k−1∧t

∣

∣

∣

)

, c > 0, r ∈ [0, c),

and the truncated variation. Since
∣

∣

∣
xτc,r

k
− xτc,r

k−1

∣

∣

∣
= c for k satisfying k ≥ 2 and

k ≤ kc,r(t), and since
∣

∣

∣
xτc,r

1 ∧t − x0

∣

∣

∣
≤ c,

∣

∣

∣
xt − xτc,r

kc,r(t)

∣

∣

∣
< c and τc,rk ∧ t = t for

k > kc,r(t) it is easy to see that the following estimates hold

V c,rψ (x, [0, t]) ∈ [(kc,r(t)− 1)ψ(c), (kc,r(t) + 1)ψ(c)] . (20)

Using (18)-(20) we have

ψ(c)TVc(x, [0, t])− ψ(c)c ≤

∫

[0,c)

ψ(c) (kc,r(t)− 1)dr ≤

∫

[0,c)

V c,rψ (x, [0, t])dr

≤

∫

[0,c)

ψ(c) (kc,r(t) + 1)dr ≤ ψ(c)TVc(x, [0, t]) + 2ψ(c)c.

Thus the mean of ψ-variations of continuous x along Lebesgue partitions πc,r,
r ∈ [0, c), is comparable for c’s close to 0 with:

ψ(c)

c
TVc(x, [0, t])− ψ(c) ≤

1

c

∫

[0,c)

V c,rψ (x, [0, t])dr ≤
ψ(c)

c
TVc(x, [0, t]) + 2ψ(c).

Replacing the variable r with γ := r/c, γ ∈ [0, 1), we have

ψ(c)

c
TVc(x, [0, t])− ψ(c) ≤

∫

[0,1)

V c,γ·cψ (x, [0, t])dγ ≤
ψ(c)

c
TVc(x, [0, t]) + 2ψ(c).

(21)

In particular, when ψ(c) = ψ2(c) = c2 we get that c · TVc(x, [0, t]) is com-

parable for c’s close to 0 with the mean of quadratic variations [x]
π(c,γ·c)
t :=

V c,γ·cψ2
(x, [0, t]) of x along all shifted Lebesgue partitions π (c, γ · c), γ ∈ [0, 1):

c · TVc(x, [0, t])− c ≤

∫

[0,1)

[x]
π(c,γ·c)
t dγ ≤ c · TVc(x, [0, t]) + 2c.

The quantities of the form ϕ(c)TVc(x, [0, t]) will be essential in the subsequent
considerations.
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3.4 Auxiliary results

Recall that V 1([0,+∞);R) denotes the subset of càdlàg functions with finite
total variation on any compact subset of [0,+∞).

For any x ∈ V 1([0,+∞);R) we denote with UTV(x, du) the Lebesgue-
Stieltjes measure associated to the increasing, right-continuous map t 7→ UTV(x, [0, t]),
thus for any [s, t] ⊂ [0,+∞)

∫

(s,t]

UTV(x, du) = UTV(x, (s, t]) .

Analogously, one can define DTV(x, du) and TV(x, du).
Using numbers of interval (up-, down-) crossings we define level (up-, down-)

crossings.

Definition 3.5 Let y ∈ R. The number of times that the function x upcrosses
the level y during the time interval [s, t] is defined as

uy(x, [s, t]) := lim
c→0+

uy,c(x, [s, t]) ∈ N0 ∪ {+∞} .

Analogously we define the number of downcrosses as

dy(x, [s, t]) := lim
c→0+

dy,c(x, [s, t]) ∈ N0 ∪ {+∞} .

Note that uy,c(x, [s, t]) and dy,c(x, [s, t]) ∈ N0 are increasing functions of c, so
the above limits always exist.

Recall that V 0([0,+∞);R) denotes the piecewise monotonic càdlàg func-
tions. The following lemma is required to prove Theorem 2.2.

Lemma 3.6 Let x ∈ V 0([0,+∞);R), t > 0 and g : R 7→ R be locally bounded
and Borel–measurable. Then
∫

R

g(z)uz(x, [0, t])dz =

∫

(0,t]

g(xs−)UTV(x, ds) +
∑

0<s≤t,∆xs>0

∫ xs

xs−

[g(z)− g(xs−)]dz,

(22)

and analogously
∫

R

g(z)dz(x, [0, t])dz =

∫

(0,t]

g(xs−)DTV(x, ds) +
∑

0<s≤t,∆xs<0

∫ xs−

xs

[g(z)− g(xs−)]dz.

(23)

Remark 3.7 It is possible to generalize the above lemma for x ∈ V 1([0,+∞);R),
see [HMŁZ24, Theorem 2.8]. For reader’s convenience we present its proof for
x ∈ V 0([0,+∞);R). Lemma 3.6 may also be derived from the change of variable
formulas for càdlàg functions with finite variation proven in [BY14, Proposition
1 and Proposition 2]. The main difference between [BY14] and Lemma 3.6 is
such that the autors of [BY14] consider the continuous part of TV(x, du), hence
their formulas have the term g (xs), whereas Lemma 3.6 uses the term g (xs−).
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Proof of Lemma 3.6: By the assumption x ∈ V 0([0,+∞);R) there exists
a finite sequence of intervals {Ii}Ni=1, N ∈ N, which are mutually disjoint,
⋃N
i=1 Ii = [0, t] and the function x is monotone on any of Ii. Since x is càdlàg

we may and will assume that these intervals, except the last one containing t,
are of the form Ii = [ti, ti+1), where ti < ti+1. Moreover, we will assume that
they are the largest intervals possible on which x is monotone. Thus, if for some
i > 1, x is non-decreasing on [ti−1, ti) and non-decreasing on [ti, ti+1) then there
need to be a downward jump at the time ti. Similarly, if for some i > 1, x is
non-increasing on [ti−1, ti) and non-increasing on [ti, ti+1) then there need to be
an upward jump at the time ti. Let S denote the set of such times s.

Let us define R =
⋃N
i=1

{

xti , xti+1

}

. Given a level z ∈ R \ R, with any
interval Ii or any s ∈ S we can have at most one associated upcrossing. This
happens when xti < xti+1 or xs− < xs and

z ∈
(

xti , xti+1

)

or z ∈ (xs−, xs) .

Clearly, neither of the intervals where the function is decreasing induces any
upcrossing. Let J be the subset of the indices where the function is increasing
and T be the subset of s ∈ S such that x has an upward jump at s. Then we
have

uz(x, [0, t]) =
∑

i∈J

1(xti
,xti+1)

(z) +
∑

s∈T

1(xs−,xs)(z).

Consequently

∫

R

g(z)uz(x, t) dz =

∫

R\R

g(z)uz(x, t) dz =
∑

i∈J

∫ xti+1

xti

g(z)dz +
∑

s∈T

∫ xs

xs−

g(z)dz.

We are now to deal with these integrals. To this end, we apply the classical idea
of opening temporal windows at times of jumps. We may impose that the sum
of the lengths of these windows is finite and consider interpolated continuous x̃.
We have

∫ xti+1

xti

g(z)dz =

∫ x̃u′

x̃u

g(z)dz and

∫ xs

xs−

g(z)dz =

∫ x̃v′

x̃v

g(z)dz

for properly defined u, u′, v, v′. Then we apply the change of variable for the
Riemann-Stieltjes integral

∫ x̃u′

x̃u

g(z)dz =

∫ u′

u

g(x̃s)dx̃s and

∫ x̃v′

x̃v

g(z)dz =

∫ v′

v

g(x̃s)dx̃s

Clearly, for properly defined t̃ we have

∫

R

g(z)uz(x, t)dz =

∫ t̃

0

g(x̃s)dx̃s. (24)
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Let us consider the decomposition of the measure UTV(x, ds) into the continu-
ous part µc and the atomic part µa. Moreover, let W be the set of the temporal
windows. We obtain

∫ t̃

0

1s/∈W g(x̃s)dx̃s =

∫ t

0

g(xs−)dµ
c (s) ,

moreover
∫ t̃

0

1s∈W g(x̃s)dx̃s =
∑

0<s≤t,∆xs>0

∫ xs

xs−

g(z)dz.

Using this and (24) we obtain (22) by simple calculations. Similarly one can
prove (23). �

To state the next result, we will need some properties of the Skorohod problem
on [−c/2, c/2], c > 0, proven in [ŁG15], also see [BKR09]. Let us first recall the
definition of the Skorohod map.

Definition 3.8 Let x, α, β ∈ D([0,∞);R) and φ0 ∈ R. A pair of functions
(φx, ηx) ∈ D[0; +∞)× V 1([0,+∞);R) is said to be a solution of the Skorohod
problem on [α, β] with the starting condition φx(0) = φ0 for x if the following
conditions are satisfied:

1. for every t ≥ 0, φx (t) = x (t) + ηx (t) ∈ [α (t) , β (t)] ;

2. ηx = ηxd − ηxu, where ηxd , η
x
u are non-decreasing càdlàg functions and the

corresponding measures dηxd , dη
x
u are carried by {t ≥ 0 : φx(t) = α(t)} and

{t ≥ 0 : φx(t) = β(t)} respectively;

3. φx(0) = φ0.

The Skorohod problem on [α, β] has always a solution whenever

inf
t≥0

{β(t)− α(t)} > 0 and φ0 ∈ [α(0), β(0)],

see [ŁG15, Proposition 2.7]. In such a case ηx ∈ V 0([0,+∞);R) and the function
−ηx is called the regularisation of x obtained via the Skorohod map on [α, β]
(with the starting condition φ0 = x(0) + ηx(0)). In the case when α ≡ −c/2,
β ≡ c/2, c > 0, the problem is called the Skorohod problem on [−c/2, c/2].

Using Lemma 3.6 we will prove Theorem 2.2, relating the integrated numbers
of interval crossings of a function x ∈ D([0,∞);R) with the asymptotics of the
upward and downward truncated variations UTVc(x, t) , DTVc(x, t) , t ≥ 0, as
c→ 0+.
Proof of Theorem 2.2: Conditions (4), (5) and (6) are equivalent. This
follows from equalities (see [ŁG15, Sect. 2]):

TVc(x, [0, t]) = UTVc(x, [0, t])+DTVc(x, [0, t]) and xct−x
c
0 = UTVc(x, [0, t])−DTVc(x, [0, t])

(xc is a regularisation of x obtained via the Skorohod map on [−c/2, c/2] for
some properly chosen starting condition). To get equivalence of (4), (5) and (6)
it is sufficient to notice that the differences

ϕ(c)UTVc(x, [0, t])−ϕ(c)DTVc(x, [0, t]) = 2ϕ(c)UTVc(x, [0, t])−ϕ(c)TVc(x, [0, t]) = ϕ(c) (xct − xc0)
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tend to 0 as c→ 0+.
Assume now that (5) holds. The fact that ζ is non-negative and non-

decreasing follows immediately from the same properties of the function t 7→
UTVc(x, [0, t]) , t ≥ 0.

Now let us fix T > 0 and put

M = max

{

sup
0≤t≤T

|xt|, sup
0≤t≤T

|ζt| = ζT

}

.

Using the assumption that g is continuous, for fixed ε > 0 we can find a number
δ > 0 such that

sup
z,z′∈[−M−1;M+1],|z−z′|≤δ

|g(z)− g(z′)| ≤
ε

M
. (25)

Let us also define

N = # {t ∈ (0;T ] : |xt − xt−| > δ} . (26)

Let t ∈ [0, T ]. We will use the regularisation xc of x obtained via the Sko-
rokhod map on [−c/2, c/2]. Since for any z ∈ R and any t > 0, uz,c(x, [0, t]) =
uz(xc, [0, t])±1 ([ŁG14, Lemma 3.3 and 3.4]) and uz,c(x, [0, t]) = uz(xc, [0, t]) = 0
when z < infs∈[0,t] xs − c/2 or z > sups∈[0,t] xs + c/2 to prove convergence (7)
when nz,c(x, [0, t]) is replaced by 2uz,c(x, [0, t]), it is sufficient to prove the con-
vergence

ϕ(c)

∫

R

uz(xc, [0, ·]) g(z)dz →
1

2

∫ ·

0

g(xt−)dζt as c→ 0 + .

To prove this convergence we will use Lemma 3.6. From the properties of the
Skorokhod map we have that xc is piecewise monotonic (see [ŁG14, Proposition
2.7 and formula (2.4)]). Using Lemma 3.6 we write

∫

R

g(z)uz(xc, [0, t])dz =

∫ t

0

g(xcs−)UTV(xc, ds) +
∑

0<s≤t,∆xc
s>δ

∫ xc
s

xc
s−

[g(z)− g(xcs−)]dz

+
∑

0<s≤t,0<∆xc
s≤δ

∫ xc
s

xc
s−

[g(z)− g(xcs−)]dz. (27)

Let us denote the consecutive summands on the right side of equation (27) by
R1(c), R2(c) and R3(c) respectively.

First, for c > 0 we estimate

ϕ(c)R2(c) ≤ ϕ(c) · 2N(2M + c)

(

2 sup
z∈[−M−c/2;M+c/2]

|g(z)|

)

→ 0 as c→ 0 + .

(28)
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Using (25) and the fact that UTV(xc, [0, t]) ≤ UTVc(x, [0, t]) + c (see [ŁG14,
Proposition 2.9]) we estimate

ϕ(c)R3(c) ≤ ϕ(c)
∑

0<s≤t,0<∆xc
s≤δ

|∆xcs| sup
z,z′∈[−M−c/2;M+c/2],|z−z′|≤δ

|g(z)− g(z′)|

≤ ϕ(c)UTV(xc, [0, t])
ε

M
≤ ϕ(c)(UTVc(x, [0, t]) + c)

ε

M
≤ 2ε (29)

for c small enough such that ϕ(c)UTVc(x, [0, T ]) + ϕ(c)c ≤ 2M.
Now we are left with R1. We fix K = 1, 2, . . . and define

Ii =

[

−M + 2M
i− 1

K
;−M + 2M

i

K

]

, i = {1, 2, ...,K}.

Further we define the following sequence {υk}k≥0 of times. Let υ0 = 0 and

υk = inf
{

t > υk−1 : xt ∈ Ii for some i = 1, 2, ...,K such that xυk−1
/∈ Ii

}

.

We have

R1(c) =

+∞
∑

k=0

∫

(υk∧t,υk+1∧t]

g(xcs−)UTV(xc, ds)

=
+∞
∑

k=0

∫

(υk∧t,υk+1∧t]

{

g(xcs−)− g(xυk∧t)
}

UTV (xc, ds) +
+∞
∑

k=0

g(xυk∧t)UTV(xc, (υk ∧ t, υk+1 ∧ t]) ,

(30)

where we denote UTV(xc, (υk ∧ t, υk+1 ∧ t]) = UTV(xc, [0, υk+1 ∧ t])−UTV(xc, [0, υk ∧ t]).
Using (25) it is easy to estimate for c ≤ 2δ and 2M/K ≤ δ the first summand
in (30) multiplied by ϕ(c) :

ϕ (c)
+∞
∑

k=0

∫

(υk∧t,υk+1∧t]

∣

∣g(xcs−)− g(xs−) + g(xs−)− g(xυk∧t)
∣

∣UTV(xc, ds)

≤ ϕ (c)

+∞
∑

k=0

2ε

M
UTV(xc, (υk ∧ t, υk+1 ∧ t]) ≤ ϕ (c)UTV(xc, [0, t])

2ε

M
≤ ϕ (c) (UTVc(x, [0, t]) + c)

2ε

M
≤ 4ε

(31)

for c small enough such that ϕ(c)UTVc(x, [0, T ]) + ϕ(c)c ≤ 2M. Now we inves-
tigate the second summand of R1 multiplied by ϕ (c). By (5):

+∞
∑

k=0

g(xυk∧t)ϕ(c)UTV(xc, (υk ∧ t, υk+1 ∧ t]) →
1

2

+∞
∑

k=0

g(xυk∧t)
{

ζυk+1∧t − ζυk∧t

}

as c→ 0 + .

(32)
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Moreover for 2M/K ≤ δ

∣

∣

∣

∣

∣

∫

(0,t]

g(xs−)dζs −
+∞
∑

k=0

g(xυk∧t)
{

ζυk+1∧t − ζυk∧t

}∣

∣ =

∣

∣

∣

∣

∣

+∞
∑

k=0

∫

(υk∧t,υk+1∧t]

{g(xs−)− g(xυk∧t)}dζs

∣

∣

∣

∣

∣

≤
+∞
∑

k=0

∫

(υk∧t,υk+1∧t]

ε

M
dζs =

ε

M
ζt ≤

ε

M
ζT ≤ ε. (33)

From (27)-(33) we get

sup
0≤t≤T

∣

∣

∣

∣

∣

ϕ(c)

∫

R

g(z)uz,c(x, [0, t])dz −
1

2

∫

(0,t]

g(xs−)dζs

∣

∣

∣

∣

∣

≤ 10ε

for any c > 0 sufficiently close to 0.
When ζ is continuous, since the functions t 7→ ϕ(c)UTV(xc, [0, t]) are non-

decreasing, the convergence ϕ(c)UTV(xc, [0, t]) → ζt as c → 0+ is uniform on
[0, T ]. From this and the fact that there is only a finite number of k ∈ N0 for
which υk ≤ T , we get that the convergence in (32) is uniform on [0, T ] and,
since all other estimates were uniform in t, we get that the convergence in (7),
when nz,c(x, [0, t]) is replaced by 2uz,c(x, [0, t]), is uniform on [0, T ] as well.

The proof of the convergence of
∫

R
g(z)dz,c(x, [0, t])dz under assumption

(6) is analogous. The convergence of
∫

R
g(z)nz,c(x, [0, t])dz follows from the

relation nz,c(x, [0, t]) = uz,c(x, [0, t]) + dz,c(x, [0, t]) and the convergences of
∫

R
g(z)uz,c(x, [0, t])dz and

∫

R
g(z)dz,c(x, [0, t])dz.

�

Remark 3.9 Theorem 2.2 remains valid when the convergence c → 0+ is re-
placed by a convergence along some sequence cn → 0+ as n→ +∞. To see this
it is enough to replace everywhere in the proof c by cn and c→ 0+ by n→ +∞.

3.5 Examples of application of Theorem 2.2

Example 1. Let (tn)n∈N
be a strictly increasing sequence (tn < tn+1, n ∈ N0)

such that t0 = 0 and limn→+∞ tn = 1. Next, let (an)n∈N0
be a non-increasing

sequence of positive reals such that limn→+∞ an = 0 and

∑

n∈N0

an = +∞. (34)

Define a continuous ”zigzag” function x1 : [0, 1] → R,

x1(t) =











an
t2n+1−t2n

(t− t2n) if t ∈ [t2n, t2n+1) , n ∈ N0;
an

t2n+2−t2n+1
(t2n+2 − t) if t ∈ [t2n+1, t2n+2) , n ∈ N0;

0 if t = 1.

On each time interval [t2n, t2n+1], n ∈ N0, there is exactly one upcrossing the
value interval [y− c/2, y+ c/2] iff c/2 ≤ y < an− c/2 and on each time interval
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[t2n+1, t2n+2], n ∈ N0, there is exactly one downcrossing the value interval
[y − c/2, y + c/2] iff c/2 < y ≤ an − c/2. Using this observation and (13) we
calculate

TVc
(

x1, [0, 1]
)

= 2
∑

n∈N0

max (an − c, 0) (35)

and for t ∈ [0, 1) we estimate

TVc
(

x1, [0, t]
)

≤ 2a0 (max {n ∈ N0 : tn ≤ t}+ 1) . (36)

Let us define ϕ : (0,+∞) → (0, 1] as

ϕ(c) :=
1

1 + TVc(x1, [0, 1])
.

From (34)-(36) we get

lim
c→0+

ϕ(c)TVc
(

x1, [0, t]
)

= ζ1t =

{

0 if t ∈ [0, 1);

1 if t = 1

and by Theorem 2.2 for any continuous g : R → R we have

ϕ(c)

∫

R

ny,c
(

x1, [0, t]
)

g(y)dy →

∫

(0,t]

g(x1s−)dζ
1
s =

{

0 if t ∈ [0, 1);

g
(

x11−
)

= g(0) if t = 1.

Let us notice that this example also shows that in the case when the limit
ζ appearing in statements of Theorems 2.2 are not continuous, the convergence
in (7) may not be locally uniform. For example, taking g ≡ 1, we have that

ϕ(c)

∫

R

ny,c
(

x1, [0, t]
)

dy = ϕ(c)TVc
(

x1, [0, t]
)

→

{

0 if t ∈ [0, 1);

1 if t = 1.

The functions [0, 1] ∋ t 7→ ϕ(c)TVc
(

x1, [0, t]
)

are continuous for any c > 0 (since
x1 is continuous), thus the convergence can not be uniform.

Example 2. In this example, we will use the Cantor set. The Cantor is
obtained first by removing the middle third of the segment [0, 1], that is the
interval I0,0 =

(

1
3 ,

2
3

)

. From two remaining segments again the middle thirds,

that is the intervals I1,0 =
(

1
32 ,

2
32

)

and I1,1 =
(

7
32 ,

8
32

)

, are removed. Continuing
this process, that is removing the middle thirds of the remaining segments, we
obtain the Cantor set

C = [0, 1] \
⋃

n∈N0

2n−1
⋃

k=0

In,k.

Let (bn)n∈N0
be a non-increasing sequence of positive reals such that limn→+∞ bn =

0 and
∑

n∈N0

2nbn = +∞. (37)
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Now let us define

x2(t) =

{

2 · 3n+1bnminu∈C |t− u| if t ∈ In,k, n ∈ N0, k ∈ {0, 1, 2, . . . , 2n − 1} ;

0 if t ∈ C.

On each interval Īn,k, n ∈ N0, k ∈ {0, 1, 2, . . . , 2n − 1}, the function x2 starts
from 0, then increases to bn and again decreases to 0.

Similarly as in the previous example, using (13) we calculate

TVc
(

x2, [0, 1]
)

=
∑

n∈N0

2n−1
∑

k=0

2max (bn − c, 0) =
∑

n∈N0

2n+1max (bn − c, 0) . (38)

For t ∈ [0, 1] and n ∈ N0 let kn(t) denote the number of segments In,k, n ∈ N0,
k ∈ {0, 1, 2, . . . , 2n − 1}, such that In,k ⊆ [0, t]:

kn(t) = max ({k ∈ {1, 2, . . . , 2n} : In,k−1 ⊆ [0, t]} ∪ {0}) . (39)

We have the following estimate

∑

n∈N0

kn(t)−1
∑

k=0

2max (bn − c, 0) =
∑

n∈N0

2kn(t)max (bn − c, 0)

≤ TVc
(

x2, [0, t]
)

≤
∑

n∈N0

kn(t)
∑

k=0

2max (bn − c, 0) =
∑

n∈N0

2(kn(t) + 1)max (bn − c, 0) .

(40)

It is not difficult to notice that if t ∈ In,k for some n ∈ N0 and k ∈ {0, 1, 2, . . . , 2n − 1}
then

1

2
kn+1(t) =

1

22
kn+2(t) =

1

23
kn+3(t) etc. and, 1 = k0(1) =

1

2
k1(1) =

1

22
k2(1) etc.

(41)
This follows easily from the fact that if In,k =

(

an,k, bn,k
)

then the ternary ex-
pansion of an,k and bn,k is of the form an,k = 0.d1d2 . . . dn1(3) =

∑n
i=1 di3

−i +

1 · 3−(n+1), bn,k = 0.d1d2 . . . dn2(3) =
∑n
i=1 di3

−i+2·3−(n+1), where d1, d2, . . . , dn ∈
{0, 2}.

Let us define ϕ : (0,+∞) → (0, 1] as

ϕ(c) :=
1

1 + TVc(x2, [0, 1])
.

From (37) and (40)-(41) we get

lim
c→0+

ϕ(c)TVc
(

x2, [0, t]
)

= ζ2t =

{

kn+1(t)
2n+1 if t ∈ In,k;

limn→+∞
kn+1(t)
2n+1 if t ∈ C.

(42)
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Indeed, for t ∈ In0,k, n0 ∈ N0, k ∈ {0, 1, 2, . . . , 2n0 − 1}, denoting ζ2t =
1

2n0+1 kn0+1(t) and using (40) we get

2ζ2t

+∞
∑

n=n0+1

2nmax (bn − c, 0) ≤ TVc
(

x2, [0, t]
)

≤ 2

n0
∑

n=0

2n+1max (bn − c, 0) + 2ζ2t

+∞
∑

n=n0+1

2nmax (bn − c, 0) + 2

+∞
∑

n=n0+1

max (bn − c, 0) .

(43)

Let us takeN0 ∈ N0,N0 ≥ n0, divide inequalities (43) by 2
∑+∞
n=n0+1 2

nmax (bn − c, 0)
and notice that

lim
c→0+

∑n0

n=0 2
n+1max (bn − c, 0)

∑+∞
n=n0+1 2

nmax (bn − c, 0)
=

n0
∑

n=0

lim
c→0+

2n+1max (bn − c, 0)
∑+∞

n=n0+1 2
nmax (bn − c, 0)

= 0

and

lim
c→0+

N0
∑

n=n0+1

max (bn − c, 0)
∑+∞
n=n0+1 2

nmax (bn − c, 0)
= 0

(this follows from (37)). Next, we estimate

∑+∞
n=n0+1 max (bn − c, 0)

∑+∞
n=n0+1 2

nmax (bn − c, 0)
≤

∑N0

n=n0+1 max (bn − c, 0)
∑+∞
n=n0+1 2

nmax (bn − c, 0)
+

∑+∞
n=N0+1 max (bn − c, 0)

∑+∞
n=N0+1 2

nmax (bn − c, 0)

≤
N0
∑

n=n0+1

max (bn − c, 0)
∑+∞

n=n0+1 2
nmax (bn − c, 0)

+
1

2N0+1
.

Since N0 may be arbitrarily large, from the last three calculations and (43) we
get

lim
c→0+

TVc
(

x2, [0, t]
)

2
∑+∞
n=n0+1 2

nmax (bn − c, 0)
= ζ2t .

Finally, noticing that

lim
c→0+

2
∑+∞
n=n0+1 2

nmax (bn − c, 0)

1 + TVc(x2, [0, 1])
= lim

c→0+

2
∑+∞
n=n0+1 2

nmax (bn − c, 0)

1 + 2
∑+∞
n=0 2

nmax (bn − c, 0)
= 1

we get (42).
The function ζ2 is called the Cantor function a.k.a. ‘devil’s staircase’ func-

tion. For example ζ2t = 1/2 for t ∈ I0,0, ζ
2
t = 1/4 for t ∈ I1,0, ζ

2
t = 3/4 for

t ∈ I1,1 etc. ζ2 is continuous but the measure dζ2t charges only points from the
Cantor set C and, by Theorem 2.2, for any continuous g : R → R we have

ϕ(c)

∫

R

ny,c
(

x2, [0, t]
)

g(y)dy →

∫

(0,t]

g(x2s−)dζ
2
s

=

∫

C∩(0,t]

g(x2s−)dζ
2
s =

∫

C∩(0,t]

g(x2s)dζ
2
s =

∫

C∩(0,t]

g(0)dζ2s = g(0)ζ2t .
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Example 3. As in Example 1, let (tm)m∈N0
be a strictly increasing sequence

(tm < tm+1, n ∈ N) such that t0 = 0 and limm→+∞ tm = 1 and let (am)m∈N
be

a non-increasing sequence of positive reals such that limm→+∞ an = 0 and
∑

m∈N

am = +∞. (44)

Let (mn)n∈N0
be a strictly increasing sequence of positive integers such that

+∞
∑

n=0

2namn < 1 (45)

(we will use this assumption later in Subsect. 5.6). Let

In,k =
(

an,k, bn,k
)

, n ∈ N0, k ∈ {0, 1, 2, . . . , 2n − 1}

be the intervals used in the construction of the Cantor set in Example 2. For
n ∈ N0, k ∈ {0, 1, 2, . . . , 2n − 1} we define

tn,kl = an,k +
(

bn,k − an,k
)

tl = an,k + 3−n−1tl, l ∈ N0,

and a continuous ”zigzag” function x3 : [0, 1] → R such that

x3(t) =



















ζ2t + amn+l ×
t−tn,k

2l

tn,k
2l+1−t

n,k
2l

if t ∈
[

tn,k2l , t
n,k
2l+1

)

∩ In,k, l ∈ N0;

ζ2t + amn+l ×
tn,k
2l+2−t

tn,k
2l+2−t

n,k
2l+1

if t ∈
[

tn,k2l+1, t
n,k
2l+2

)

∩ In,k, l ∈ N0;

ζ2t if t ∈ C.

For t ∈ [0, 1] and n ∈ N0 let kn(t) be defined by (39). Similarly as in two pre-
vious examples, for t ∈ In0,k, c ∈

(

0, amn0

)

, n0 ∈ N0, k ∈ {0, 1, 2, . . . , 2n0 − 1},
we have the following estimate

+∞
∑

n=n0+1

kn(t)−1
∑

k=0

2
∑

l∈N0

max (amn+l − c, 0) =

+∞
∑

n=n0+1

2kn(t)
∑

l∈N0

max (amn+l − c, 0)

= 2
+∞
∑

n=n0+1

2nζ2t
∑

l∈N0

max (amn+l − c, 0) ≤ TVc
(

x3, [0, t]
)

≤
∑

n∈N0

kn(t)
∑

k=0

2
∑

l∈N0

max (amn+l − c, 0) + 1

=
∑

n∈N0

2(kn(t) + 1)
∑

l∈N0

max (amn+l − c, 0) + 1 ≤ 2

n0
∑

n=0

2n+1
∑

l∈N0

max (amn+l − c, 0)

+ 2

+∞
∑

n=n0+1

∑

l∈N0

(max (amn+l − c, 0) + 1) + 2

+∞
∑

n=n0+1

2nζ2t
∑

l∈N0

max (amn+l − c, 0) + 1.

(46)

Similarly, as in Example 2, we prove that defining

ϕ(c) :=
1

1 + TVc(x3, [0, 1])
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we get that
lim
c→0+

ϕ(c)TVc
(

x3, [0, t]
)

= ζ2t .

In this case however, by Theorem 2.2, for any continuous g : R → R we have

ϕ(c)

∫

R

ny,c
(

x3, [0, t]
)

g(y)dy →

∫

(0,t]

g(x3s−)dζ
2
s =

∫

C∩(0,t]

g(x3s−)dζ
2
s =

∫

C∩(0,t]

g(x3s)dζ
2
s

=

∫

C∩(0,t]

g
(

ζ2s
)

dζ2s =

∫

(0,t]

g
(

ζ2s
)

dζ2s =

∫

[0,ζ2t ]

g(s)ds.

(47)

Example 4. If p ∈ N \ {1}, setting in Example 2

bn = 2−⌊n/p⌋,

we get that the pth variation of x2 along the sequence of Lebesgue partitions

π(γ) := (π (bn, γbn))
+∞
n=1, which we will denote by

[

x2
](p),π(γ)

t
and which is

defined as the limit

[

x2
](p),π(γ)

t
:= lim

n→+∞
V bn,γbnp

(

x2, [0, t]
)

,

where V bn,γbnp

(

x2, [0, t]
)

:= V bn,γbnψ

(

x2, [0, t]
)

for ψ(c) = cp (recall V c,γcψ defined
in Subsection 3.3), exists and is equal to

[

x2
](p),π(γ)

t
=

{

2
1−2−(p−1) ζ

2
t if γ ∈ (0, 1),

2(2p−1)
1−2−(p−1) ζ

2
t if γ = 0,

(48)

where ζ2 is the Cantor function defined in Example 2. As a consequence of (48)
and (21) we obtain

lim
n→+∞

bp−1
n TVbn

(

x2, [0, t]
)

=
2

1− 2−(p−1)
ζ2t , t ≥ 0.

To prove (48), first notice that on each interval Īn,k, n ∈ N0, k ∈ {0, 1, 2, . . . , 2n − 1}

and N ∈ N0, N ≥ n, there are exactly 2⌊ bn−γbNbN
⌋ times from the partition

π (bN , γbN) and we have

2⌊
bn − γbN

bN
⌋ = 2⌊

2⌊
N
p ⌋

2⌊
n
p ⌋

−γ⌋ =















2
(

2⌊
N
p ⌋−⌊n

p ⌋
)

if γ = 0 and N ≥ p⌊np ⌋

2
(

2⌊
N
p ⌋−⌊n

p ⌋ − 1
)

if γ ∈ (0, 1) and N ≥ p⌊np ⌋

0 otherwise

.

This, for t ∈ In0,k, n0 ∈ N and γ ∈ (0, 1) gives the following estimates

V bN ,γbNp

(

x2, [0, t]
)

≥ bpN

p⌊N/p⌋+p−1
∑

n=p⌊n0/p⌋+p

2kn(t)
(

2⌊
N
p ⌋−⌊n

p ⌋ − 1
)

(49)
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and

V bN ,γbNp

(

x2, [0, t]
)

≤ bpN

p⌊n0/p⌋+p−1
∑

n=0

22n0+2
(

2⌊
N
p ⌋−⌊n

p ⌋
)

+bpN

p⌊N/p⌋+p−1
∑

n=p⌊n0/p⌋+p

2kn(t)
(

2⌊
N
p ⌋−⌊n

p ⌋ − 1
)

,

(50)
where kn(t) is defined in (39). Using (41) and the fact that for t ∈ In0,k

ζ2t =
1

2n0+1
kn0+1(t) =

1

2n0+2
kn0+2(t) =

1

2n0+3
kn0+3(t) = . . .

we calculate

bpN

p⌊N/p⌋+p−1
∑

n=p⌊n0/p⌋+p

2kn(t)2
⌊N

p ⌋−⌊n
p ⌋ = 2−p⌊

N
p ⌋

p⌊N/p⌋+p−1
∑

n=p⌊n0/p⌋+p

2 · 2nζ2t

(

2⌊
N
p ⌋−⌊n

p ⌋
)

= 2ζ2t 2
−(p−1)⌊N

p ⌋

p⌊N/p⌋+p−1
∑

n=p

2n−⌊n
p ⌋ −A (n0) = 2ζ2t 2

−(p−1)⌊N
p ⌋
(

1 + 2 + . . .+ 2p−1
)

⌊N
p ⌋
∑

m=1

2p·m−m −A (n0)

= 2ζ2t 2
−(p−1)⌊N

p ⌋ (2p − 1) 2p−1 2
(p−1)⌊N

p ⌋ − 1

2p−1 − 1
−A (n0) = 2ζ2t

(2p − 1) 2p−1

2p−1 − 1

(

1− 2−(p−1)⌊N
p ⌋
)

−A (n0) ,

(51)

where

A (n0) = 2ζ2t 2
−(p−1)⌊N

p ⌋

p⌊n0/p⌋+p−1
∑

n=p

2n−⌊n
p ⌋.

We also have

bpN

p⌊N/p⌋+p−1
∑

n=p⌊n0/2⌋+p

2kn(t) = 2−p⌊
N
p ⌋

p⌊N/p⌋+p−1
∑

n=p⌊n0/2⌋+p

2 · 2nζ2t

= 2ζ2t 2
−p⌊N

p ⌋
(

2p⌊
N
p ⌋+p − 2p⌊

n0
p ⌋+p

)

= 2ζ2t

(

2p − 2p⌊
n0
p ⌋+p−p⌊N

p ⌋
)

. (52)

Finally, using (49)-(52) and noticing that

bpN

p⌊n0/p⌋+p−1
∑

n=0

22n0+2
(

2⌊
N
p ⌋−⌊n

p ⌋
)

= 2−(p−1)⌊N
p ⌋

p⌊n0/p⌋+p−1
∑

n=0

22n0+2−⌊n
p ⌋

we obtain

lim
N→+∞

V bN ,γbNp

(

x2, [0, t]
)

= 2ζ2t
(2p − 1) 2p−1

2p−1 − 1
− 2ζ2t 2

p =
2

1− 2−(p−1)
ζ2t .

Similarly, we conclude that if γ = 0 then

lim
N→+∞

V bN ,0p

(

x2, [0, t]
)

=
2 (2p − 1)

1− 2−(p−1)
ζ2t .
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This gives (48).
The same p-th variation equal the Cantor function (up to a multiplicative

constant) is obtained by Kim in [Kim22, Example 2.7] for p ∈ 2N who gener-
alized Example 3.6 from Davis et al. [DOS18] for quadratic variation (p = 2).
Both examples were inspired by a remark on p. 194 in [Ber87], but the sequence
of Lebesgue partitions used in [Kim22, Example 2.7] and [DOS18, Example 3.6]
is more complicated (different for different Ikn, n = 0, 1, . . .) than ours.

4 Truncated variation and local times of self-similar

processes with stationary increments

Let us start with recalling that a process Xt, t ∈ [0,+∞), is called self-similar
with index β > 0 if for any A > 0

(

A−βXAt, t ∈ [0,+∞)
)

=d (Xt, t ∈ [0,+∞)) , (53)

where =d denotes the equality of distributions.
A stochastic process Xt, t ∈ [0,+∞), has stationary increments if for any

0 ≤ t1 < t2 . . . < tn and any h > 0 we have

(Xt2 −Xt1 , Xt3 −Xt2 , . . . , Xtn −Xtn−1)

=d (Xt2+h −Xt1+h, Xt3+h −Xt2+h, . . . , Xtn+h −Xtn−1+h).

Proof of Theorem 2.5: By the definition of truncated variation (2.1) and
(53) for any c > 0 we get

c1/β−1TVc(X, [0, t]) =d c1/β−1TVc(cXc−1/β ·, [0, t]) = c1/βTV1(Xc−1/β·, [0, t]) = c1/βTV1(X, [0, c−1/βt]),

where the last two equalities hold on the process level. We define the family
{η(n,m)}m>n≥0 of random variables

η(n,m) := TV1(X, [n,m]) .

The truncated variation depends only on the increments, hence

(η(k, 2k), η(2k, 3k), . . .) =d (η(0, k), η(k, 2k), . . .) , k ∈ N;

(η(k, k + 1), η(k, k + 2), . . .) =d (η(0, 1), η(0, 2), . . .) , k ∈ N.

By superadditivity (14) of the truncated variation we have

η(0, n) ≥ η(0,m) + η(m,n).

Recalling (9) we see that the double-indexed sequence (η(n,m))0≤n<m satisfies
assumptions of Kingman’s Subadditive Ergodic Theorem in the version from
[Kal01, Theorem 10.22], and we obtain

lim
n→+∞

η(0, n)

n
= Z a.s.,
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where Z ∈ (−∞,+∞] is a random variable measurable with respect to the
invariant σ-field, which, by the ergodicity assumption, is trivial. Thus Z is a.s.
a constant, Z = C ∈ [0,+∞] a.s. Further, from (15) we know that

η(0, n) ≤
n−1
∑

i=0

η(i, i+ 1) + n− 1,

hence we get C < +∞.
Thus we got the a.s. convergence of c1/βTV1(X, [0, c−1/βt]) to a constant.

This yields the convergence in probability of c1/β−1TVc(X, [0, t]) to the same
constant since it has the same distribution as c1/βTV1(X, [0, c−1/βt]). �

Corollary 4.1 Under the assumptions of Theorem 2.5, there exists a sequence
of positive reals (cn), n ∈ N, such that cn → 0+ as n→ +∞, and a measurable
set ΩX ⊂ Ω such that P (ΩX) = 1 and for each ω ∈ ΩX and each t ∈ [0,+∞)

c1/β−1
n TVcn(X(ω), [0, t]) → C · t as n→ +∞,

where C is the same as in Remark 2.6.

Proof: Let (rn), n ∈ N, denote the sequence of all positive rational numbers.
By Theorem 2.5 there exists a sequence (c1,n) such that c1,n → 0+ as n→ +∞
and a measurable set Ω1 ⊂ Ω such that P (Ω1) = 1 and for each ω ∈ Ω1

c
1/β−1
1,n TVc1,n(X(ω), [0, r1]) → C · r1.

Next, there exists a subsequence (c2,n) of (c1,n) and a measurable set Ω2 ⊂ Ω
such that P (Ω2) = 1 and for each ω ∈ Ω2

c
1/β−1
2,n TVc2,n(X(ω), [0, r2]) → C · r2.

By the diagonal procedure, taking cn := cn,n and ΩX :=
⋂

nΩn we obtain a
sequence and a measurable set ΩX ⊂ Ω such that P (ΩX) = 1 and for each
ω ∈ ΩX

c1/β−1
n TVcn(X(ω), [0, t]) → C · t for each rational t ∈ [0,+∞).

Now the convergence for all t ∈ [0,+∞) follows from the fact that t 7→ TVc(x, [0, t])
is non-decreasing. �

Using Theorem 2.2, Remark 3.9, and Corollary 4.1 we will prove Corollary
2.7.
Proof of Corollary 2.7: By Corollary 4.1 there exists a sequence (cn), n ∈ N,
such that cn → 0+ as n → +∞ and a measurable set ΩX ⊂ Ω such that
P (ΩX) = 1 and for each ω ∈ ΩX and each t ∈ [0,+∞)

c1/β−1
n TVcn(X(ω), [0, t]) → C · t as n→ +∞, (54)
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where C is the same as in Theorem 2.5 and Remark 2.6. Let g : R → R be a
continuous function and ω ∈ ΩX . Using (54), Theorem 2.2 and Remark 3.9 we
have that

c1/β−1
n

∫

R

nz,cn(X(ω), [0, t]) g(z)dz → C

∫

(0,t]

g(Xu−(ω))du = C

∫

(0,t]

g(Xu(ω))du.

(55)

On the other hand, using the occupational times formula, we have

∫

(0,t]

g(Xu(ω))du =

∫

R

g(y)Lyt (ω)dy. (56)

Comparing (55) and (56) we obtain that

c1/β−1
n

∫

R

nz,cn(X(ω), [0, t]) g(z)dz → C

∫

R

g(y)Lyt (ω)dy,

which yields the claimed weak convergence. �

By now we obtained almost sure weak convergence of the measures

c1/β−1
n ny,cn(X(ω), [0, t])dy

for some unidentified sequence (cn)n∈N
. To formulate the next result let us

introduce the notion of weak, locally uniform convergence in probability.

Definition 4.2 Let (Ω,F ,P) be a probability space and let µct , t ≥ 0, c ≥ 0, be
a family of finite, random measures on (R,B(R)). We will say that the random
measures µct tend weakly locally uniformly in probability as c → 0+ to the
random measures µ0

t , t ≥ 0, if for any continuous and bounded g : R → R and
any T ≥ 0 the supremum

Dc
T (ω) := sup

t∈[0,T ]

∣

∣

∣

∣

∫

R

gdµct(ω)−

∫

R

gdµ0
t (ω)

∣

∣

∣

∣

is measurable relative to F and B(R), thus is a random variable, and Dc
T tend

in probability P to 0 as c→ 0+.

Now we are ready to state the next result as follows.

Corollary 4.3 Assume that a real process Xt, t ∈ [0,+∞), satisfies assump-
tions of Theorem 2.5 and possesses a local time L (in the sense of Definition 3.2)
relative to the Lebesgue measure dy on R and the constant mapping Ξ(ω) ≡ du.
Then the measures

c1/β−1ny,c(X(ω), [0, t])dy, t ≥ 0,

tend weakly locally uniformly in probability as c→ 0+ to the measures C ·Lyt dy,
where C is the same as in Remark 2.6.
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Proof: Let g : R → R be a continuous, bounded function, let T ≥ 0 and let us
consider any sequence of positive reals (cn), n ∈ N, converging to 0. We need
to prove that

Dn
T := sup

t∈[0,T ]

∣

∣

∣

∣

c1/β−1
n

∫

R

ny,cn(X(ω), [0, t]) g(y)dy −

∫

R

g(y)Lyt (ω)dy

∣

∣

∣

∣

, n ∈ N,

are random variables which tend in probability to 0 as n→ +∞.
The measurability of Dn

T follows from the càdlàg property of X .
To prove the convergence in probability first notice that by the occupation

times formula and the fact that there are only countable many jumps,

∫

R

g(y)Lyt (ω)dy =

∫ t

0

g (Xs(ω)) ds =

∫ t

0

g (Xs−(ω)) ds.

We will use the well known subsequence criterion, see [Kal01, Lemma 4.2]:
Dn
T tends in probability to 0 iff every subsequence of N, (dn)n∈N

, has further

subsequence
(

dnq

)

, q ∈ N, such that D
dnq

T tends a.s. to 0. Indeed, let (dn)n∈N

be a subsequence of N. Using the same diagonal procedure as in the proof of
Corollary 4.1 we obtain a further subsequence

(

dnq

)

, q ∈ N, and a measurable

set Ω̃ ⊂ Ω such that P

(

Ω̃
)

= 1 and for each t ∈ [0,+∞) and ω ∈ Ω̃

c
1/β−1
dnq

TV
cdnq (X(ω), [0, t]) → C · t.

By Theorem 2.2, Remark 3.9 and the fact that the linear function [0,+∞) ∋

t 7→ C · t is continuous, we get that D
dnq

T tends a.s. to 0 as q → +∞.
�

5 Examples and related results

In this section, whenever we refer to local time (without further elaboration) of
a stochastic process, we mean local time in the sense of Definition 3.2 relative
to the Lebesgue measure dy on R and the constant mapping Ξ(ω) ≡ du, where
du is the Lebesgue measure on [0,+∞).

5.1 Fractional Brownian motions

A standard example of a self-similar process with stationary increments where
Corollaries 2.7 and 4.3 may be applied is fractional Brownian motion. The
fractional Brownian motion BHt , t ≥ 0, with the Hurst parameter H ∈ (0, 1),
is a centred Gaussian process which is self-similar (with index β = H) and has
stationary increments. More precisely,

BHt −BHs ∼ N
(

0, const.|t− s|2H
)

for s, t ≥ 0.

Last, but not least – BH possesses local time, see [Ber73].
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Fact 5.1 Let BHt , t ≥ 0, be a fractional Brownian motion with the Hurst param-
eter H ∈ (0, 1) and L its local time. There exists a sequence (cn), n ∈ N, such
that cn → 0+ as n → +∞ and a measurable set ΩH ⊂ Ω such that P (ΩH) = 1
and for each ω ∈ ΩH and each t ∈ [0,+∞)

c1/H−1
n ny,cn

(

BH(ω), [0, t]
)

dy →weakly C · Lyt (ω)dy as n→ +∞, (57)

where C is the same as in Remark 2.6.
We also have that the measures

c1/H−1ny,c
(

BH(ω), [0, t]
)

dy, t ≥ 0,

tend weakly locally uniformly in probability as c→ 0+ to the measures C ·Lyt dy.

Proof: By Corollaries 2.7 and 4.3 it is sufficient to check the assumptions of
Theorem 2.5 and the fact if BH possesses a local time L relative to the Lebesgue
measure dy on R and the constant mapping Ξ(ω) ≡ du.

Ergodicity of the sequence

(

TV1
(

BH , [0, k]
)

,TV1
(

BH , [k, 2k]
)

,TV1
(

BH , [2k, 3k]
)

, . . .
)

follows from the mixing property of the increments of BH , which may be verified
using the autocorrelation function of the increments, see [Itô44]. More precisely,
the quantities TV1

(

BH , [lk, (l+ 1)k]
)

, l ∈ N0, may be approximated by func-
tions of the increments BHlk+jk/N −BHlk+(j−1)k/N , j = 1, 2, . . . , N , for sufficiently

large (but fixed)N ∈ N. But for l, L ∈ N0,
{

BHlk+ik/N −BHlk+(i−1)k/N , i = 1, 2, . . . , N
}

and
{

BHLk+jk/N −BHLk+(j−1)k/N , j = 1, 2, . . . , N
}

become independent when l

is fixed and L → +∞ since it may be verified by a direct calculation that
then the correlation of BHlk+ik/N −BHlk+(i−1)k/N and BHLk+jk/N −BHLk+(j−1)k/N ,
i, j = 1, 2, . . . , N , tends to 0.

The finiteness of ETVc
(

BH , [0, t]
)

for any c > 0 follows easily from the tail

estimates of TVc
(

BH , [0, t]
)

given in [BŁ15, Corollary 3]. �

It is already mentioned in the Introduction, that a much stronger result
for H ∈ (0, 1/2) was proven in [BKR09, DŁMP23]. It states (see [DŁMP23,
Theorem 1.3 or Theorem 1.4]) that for each H ∈ (0, 1/2) there exists Ω̃H ⊂ Ω

such that P

(

Ω̃H

)

= 1 and for each ω ∈ Ω̃H and each t ∈ [0,+∞)

lim
c→0+

c1/H−1ny,c
(

BH(ω), [0, t]
)

= C · Lyt (ω).

The analogous result for H ∈ (1/2, 1) is, as far as we know, not known, however,
using [DŁMP23, Theorem 1.1] and Theorem 2.2 we can strengthen (57) and
obtain the following fact.

Fact 5.2 Let BHt , t ≥ 0, be a fractional Brownian motion with the Hurst param-
eter H ∈ (0, 1). The convergence (57) holds with probability 1 for any sequence
(cn), n ∈ N, such that cn > 0, n ∈ N, and limn→+∞ cn = 0.
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Proof: Indeed, by [DŁMP23, Theorem 1.1] and relation (21) we get that

lim
n→+∞

n−η(1/H−1)TVn−η(

BH , [0, t]
)

= C · t a.s.

where η is some positive real. But this yields a similar convergence for any
sequence (cn), n ∈ N, such that cn > 0, n ∈ N, and limn→+∞ cn = 0 be-

cause for cn < 1 we have the estimates ⌊1/c
1/η
n ⌋−η ≥ cn, ⌈1/c

1/η
n ⌉−η ≤ cn

thus TV⌊1/c1/ηn ⌋−η(

BH , [0, t]
)

≤ TVcn
(

BH , [0, t]
)

, TV⌈1/c1/ηn ⌉−η(

BH , [0, t]
)

≥

TVcn
(

BH , [0, t]
)

and

(

⌈1/c
1/η
n ⌉

⌊1/c
1/η
n ⌋

)−η(1/H−1)

⌊1/c1/ηn ⌋−η(1/H−1)TV⌊1/c1/ηn ⌋−η(

BH , [0, t]
)

≤ c1/H−1
n TVcn

(

BH , [0, t]
)

≤

(

⌊1/c
1/η
n ⌋

⌈1/c
1/η
n ⌉

)−η(1/H−1)

⌈1/c1/ηn ⌉
−η(1/H−1)

TV⌈1/c1/ηn ⌉
−η
(

BH , [0, t]
)

.

Since

lim
n→+∞

⌊1/c
1/η
n ⌋

⌈1/c
1/η
n ⌉

= 1,

we get that
lim

cn→0+
c1/H−1
n TVcn

(

BH , [0, t]
)

= C · t a.s..

Now, applying Theorem 2.2 we have

c1/H−1
n ny,cn

(

BH(ω), [0, t]
)

dy →weakly C · Lyt (ω)dy as n→ +∞ a.s.

�

5.2 Rosenblatt processes with the Hurst parameter H ∈
(1/2, 1)

Rosenblatt processes are neither Markov processes nor semimartingales nor
Gaussian processes. They live in the second Wiener chaos, in contrast to Gaus-
sian processes (which belong to the first chaos). Similarly as fBms, they are
parametrized by the Hurst parameter H . The parameter H belongs to the
interval (1/2, 1). RHt , t ∈ [0,+∞), with the Hurst parameter H may be repre-
sented as

RHt = const.

∫

R

∫

R

(
∫ t

0

(s− u1)
− 2−H

2
+ (s− u2)

− 2−H
2 ds

+

)

dBu1dBu2 ,

where B is a standard Brownian motion. RH is self-similar with index H , has
stationary increments, a.s. continuous paths and has the same autocorrelation
function as a fBm with the same Hurst index, see [Taq11]. Rosenblatt processes
possess local time, see [KNSV21].
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Fact 5.3 Let RHt , t ≥ 0, be a Rosenblatt process with the Hurst parameter
H ∈ (1/2, 1) and L its local time. There exists a sequence (cn), n ∈ N, such
that cn → 0+ as n → +∞ and a measurable set ΩH ⊂ Ω such that P (ΩH) = 1
and for each ω ∈ ΩH and each t ∈ [0,+∞)

c1/H−1
n ny,cn

(

RH(ω), [0, t]
)

dy →weakly C · Lyt (ω)dy as n→ +∞,

where C is the same as in Remark 2.6.
We also have that the measures

c1/H−1ny,c
(

RH(ω), [0, t]
)

dy, t ≥ 0,

tend weakly locally uniformly in probability as c→ 0+ to the measures C ·Lyt dy.

Proof: Rosenblatt processes have all properties assumed in Theorem 2.5.
Ergodicity may be proven in a similar way as for fBms, using the fact that

the finite-dimensional distributions of the increments become independent after
large shifts, see also [Kis22].

Finiteness of ETVc
(

RH , [0, t]
)

for any c > 0 follows easily from [BŁ15, Corol-
lary 2] and tail estimates of the increments, see [KNSV21, Proposition 4.2] or
[Maj07].

Now we can use Corollaries 2.7 and 4.3. �

5.3 Strictly α-stable processes with α ∈ (1, 2]

Other examples of self-similar processes satisfying assumptions of Corollary 2.7
provide strictly α-stable processes Xα with α ∈ (1, 2]. They are self-similar with
index β = 1/α, see [Kal01, Chapt. 15], and possess local time, see a general
result of Hawkes in [Ber96, Chapt. V, Theorem 1].

Fact 5.4 Let Xα
t , t ≥ 0, be a strictly α-stable process with α ∈ (1, 2] and L its

local time. There exists a sequence (cn), n ∈ N, such that cn → 0+ as n→ +∞
and a measurable set Ωα ⊂ Ω such that P (Ωα) = 1 and for each ω ∈ Ωα and
each t ∈ [0,+∞)

cα−1
n ny,cn(Xα(ω), [0, t])dy →weakly C · Lyt (ω)dy as n→ +∞,

where C is the same as in Remark 2.6.
We also have that the measures

cα−1ny,c(Xα(ω), [0, t])dy, t ≥ 0,

tend weakly locally uniformly in probability as c→ 0+ to the measures C ·Lyt dy.

Proof: Ergodicity of the sequence
(

TV1(Xα, [0, k]) ,TV1(Xα, [k, 2k]) ,TV1(Xα, [2k, 3k]) , . . .
)

follows directly from the independence of the increments of Xα.
The finiteness of ETVc(Xα, [0, t]) for any c > 0 is proven in [BŁM22] for the

case α ∈ (1, 2) and in [BŁ15] for the case α = 2.
Now the fact follows from Corollaries 2.7 and 4.3. �
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Remark 5.5 Notice that the normalization cα−1
n of the numbers of crossings

the intervals (y − cn/2, cn/2) used to obtain the local time Lyt is the same as the
normalization for the number of excursions of Xα which start from y and hit
the set (−∞,−cn] ∪ [cn,+∞), calculated in [FT83, Example 6.3]. The proper
normalization of the number of downcrossings from hitting y + c/2 to hitting
y − c/2 needed to obtain the local time of more general Lévy processes is given
in [Get76].

Compare the just obtained convergence of

cα−1
n nz,cn(Xα, [0, t])

with a general result for càdlàg semimartingales obtained in [ŁOPS21, Theorem
3.4], from which it follows that

cnn
z,cn(Xα, [0, t])

a.s. in L
1

−−−−−−→ Lzt ,

where Lzt is a semimartingale local time, that is it satisfies the relation

∫ t

0

1Γ(X
α
u (ω))d[X

α]contu =

∫

Γ

Lyt (ω)dy, Γ ∈ B(R),

where [Xα]cont denotes the continuous part of the quadratic variation of Xα.
Since [Xα]cont ≡ 0 for α ∈ (1, 2) and [X2]contu ≡ const.u, these results are not
in contradiction.

5.4 Strictly 1-stable process

If X is the strictly 1-stable process (the Cauchy process) then the thesis of
Theorem 2.5 is not true since it is a self-similar process with index β = 1 and
∫

R
ny,cn

(

X1(ω), [0, t]
)

dy tends to +∞ a.s. as cn → 0+, since the trajectories of
the Cauchy process have a.s. infinite total variation. Let us note that all the as-
sumptions of Theorem 2.5 are satisfied except the finiteness of ETVc

(

X1, [0, t]
)

for some c > 0. Let us also note that if X is strictly 1-stable and symmetric
then X has no local time, see [Ber96, Chapt. V, Theorem 1].

However, it is possible to prove (Piotr Miłoś, personal communication) that
for almost all trajectories x of X1 Theorem 2.2 holds with the normalization
ϕ(c) = 1/ln(1/c) for c ≈ 0 and ζt = const.t. The same normalization (in order
to obtain the local time at the level y) needs to be applied for the number
of excursions which start from y and hit the set (−∞,−c] ∪ [c,+∞) of the
asymmetric Cauchy process, see [FT83, Example 6.4].

5.5 Deterministic paths from Examples 1, 2 and 4 of Sect.

3

5.5.1 Deterministic path from Example 1 of Sect. 3

Naturally, the function x1 has no local time in the sense of Definition 3.1 relative
to the measure dζ1 and the Lebesgue measure dy on R since dζ1 is the Dirac
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delta, dζ1 = δ0, and is not absolutely continuous with respect to the Lebesgue
measure dy.

5.5.2 Deterministic path from Examples 2 and 4 of Sect. 3

Similarly, the function x2 has no local time in the sense of Definition 3.1 relative
to the measure dζ2 and the Lebesgue measure dy on R. If it was not the case,
then for gε : R → [0, 1] such that gε is continuous, gε(0) = 1 and gε(y) = 0 for
y ∈ R \ (−ε, ε) and for some Lebesgue measurable function L1 : R → [0,+∞)
we would have

1 =

∫

C

1dζ2s =

∫

C

gε (0)dζ2s =

∫

C

gε
(

x2s
)

dζ2s =

∫

[0,1]

gε
(

x2s
)

dζ2s =

∫

R

gε(y)L
y
1dy →ε→0 0.

Let F belong to the space Cp(R,R) (that is F : R → R and has continuous
pth derivative), p ∈ 2N, and let π(γ) be the sequence of Lebesgue partition
defined in Example 4. Then the corresponding change of variable formula

F
(

x2t
)

− F
(

x20
)

=

∫ t

0

F ′
(

x2s
)

dx2s +
1

p!

∫ t

0

F (p)
(

x2s
)

d
[

x2
](p),π(γ)

s

of Cont and Perkowski holds (see [CP19], [Kim22]), but the corresponding local
time L1 : R → [0,+∞) of x2 of order p satisfying

∫ 1

0

1Γ

(

x2s
)

d
[

x2
](p),π(γ)

s
=

1

p!

∫

Γ

Ly1dy, Γ ∈ B(R), (58)

does not exist. The proof is the same as in [Kim22, Example 2.7] and follows

from the fact that the measure d
[

x2
](p),π(γ)

= const.ζ2 does not charge the
intervals In,k, n ∈ N0, k = 0, 1, 2, . . . , 2n− 1, defined in Example 2, thus for any
L1 satisfying (58) we would have

∫

[b,+∞) L
y
1dy = 0 for any b > 0.

5.6 The deterministic path x3 from Example 3 of Sect. 3

In this case, from (47) it follows that the function x3 has local time in the sense
of Definition 3.1 relative to the measure dζ2 and the Lebesgue measure dy on
R. This local time is equal

Lyt = 1[0,ζ2t ]
(y).

Additionally, let us notice that this example also shows that the weak conver-
gence of the measures ϕ(c)ny,c

(

x3, [0, t]
)

dy to Lyt dy, stemming from Theorem
2.2 and the existence of the local time, can not be replaced by the weak conver-
gence of ϕ(c)ny,c

(

x3, [0, 1]
)

to Ly1 = 1[0,1](y) in L
1(R, dy), that is we have the

following fact.

Fact 5.6 The functions ϕ(c)n·,c
(

x3, [0, 1]
)

do not tend in L
1(R, dy) to the func-

tion L1 = 1[0,1](·) in L
1(R, dy) as c→ 0+.
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Proof: If it was not the case, for any Borel measurable and essentially bounded
function g : R → R we would have

lim
c→0+

ϕ(c)

∫

R

ny,c
(

x3, [0, 1]
)

g(y)dy =

∫

R

1[0,1](y)g(y)dy =

∫ 1

0

g(y)dy.

From (45) it follows that

B =
⋃

n∈N0

2n−1
⋃

k=0

x3 (In,k)

has the Lebesgue measure no greater than

∑

n∈N0

2n−1
∑

k=0

amn =
∑

n∈N0

2namn < 1.

Further, let us notice that for any y ∈ [0, 1] \ B and any c > 0 we have
ny,c

(

x3, [0, 1]
)

= 1 (the function x3 does not decrease below the value y after
attaining it). Thus, taking g = 1[0,1]\B we get

lim
c→0+

ϕ(c)

∫

R

ny,c
(

x3, [0, 1]
)

g(y)dy = lim
c→0+

ϕ(c)

∫

R

1[0,1]\B(y)dy = lim
c→0+

ϕ(c)

∫

[0,1]\B

1dy = 0

but on the other hand, if the claimed weak convergence in L
1(R, dy) was true,

we would have

lim
c→0+

ϕ(c)

∫

R

ny,c
(

x3, [0, 1]
)

g(y)dy =

∫ 1

0

1[0,1]\B(y)dy ≥ 1−
∑

n∈N0

2namn > 0.

�
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