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Abstract

Predicting unknown drug-drug interactions (DDIs) is crucial
for improving medication safety. Previous efforts in DDI pre-
diction have typically focused on binary classification or pre-
dicting DDI categories, with the absence of explanatory in-
sights that could enhance trust in these predictions. In this
work, we propose to generate natural language explanations
for DDI predictions, enabling the model to reveal the un-
derlying pharmacodynamics and pharmacokinetics mecha-
nisms simultaneously as making the prediction. To do this,
we have collected DDI explanations from DDInter and Drug-
Bank and developed various models for extensive experi-
ments and analysis. Our models can provide accurate expla-
nations for unknown DDIs between known drugs. This paper
contributes new tools to the field of DDI prediction and lays
a solid foundation for further research on generating explana-
tions for DDI predictions.1

Introduction
Drug-drug interaction (DDI) refers to the alteration of the ef-
fects of one or more drugs when drugs are taken simultane-
ously (Zhang et al. 2023). Such changes may lead to loss of
therapeutic effect or occurrence of toxicity, threatening pa-
tient safety (Zhang et al. 2023). With the increasing number
of approved drugs in recent years, the likelihood of interac-
tions between drugs has also increased (Khori, Semnani, and
Roshandel 2011; Han et al. 2022). Although wet lab experi-
ments are available for validating DDIs, they are hindered by
strict experimental conditions and high costs (Safdari et al.
2016), making it unfeasible to explore all potential inter-
action combinations. Therefore, computational methods for
predicting DDIs have been extensively researched, and nu-
merous models have demonstrated strong predictive capa-
bilities. However, as predictive capabilities advance, mod-
els tend to become more complex and opaque, obstructing
users’ understanding of the predicted results (Vo et al. 2022).

Specifically, the majority of previous methods have fo-
cused only on binary classification, i.e., predicting whether
there is an interaction between two drugs (Figure 1(b)), yet
overlooking the mechanisms and outcomes of DDIs (Zhang
et al. 2023). To help users better grasp DDI knowledge
from predictions, some studies have proposed DDI-type pre-
diction (Ryu, Kim, and Lee 2018; Deng et al. 2020; Lin

1Code and data will be made publicly available.

Input：
SMILES of drugs

Abemaciclib Apalutamide

DDI Prediction:
Positive/Negative

DDI Type 
Prediction:

DDI description from DrugBank: 
The serum concentration of Abemaciclib can be decreased when it is combined 
with Apalutamide
Extract:   
(DrugA: Abemaciclib , DrugB: Apalutamide, Mechanism: Serum concentration, 
Action: Decrease)

Summarised DDI type (1 of the 65):   
The serum concentration of drug A can be decreased when combined with drug B

DDI 
Explanation 
Generation:

Coadministration with potent inducers of CYP450 3A4 may significantly 
decrease the plasma concentrations of abemaciclib and its 
pharmacologically active metabolites, all of which are substrates of the 
isoenzyme.

(a) (b)

(c)

(d)

Figure 1: Examples of different DDI prediction tasks. (a)
Model inputs, i.e., SMILES representations of the drug
pairs; (b) Traditional DDI prediction: binary classification
task; (c) DDI-type prediction: multiple classification task;
(d) DDI explanation generation: our proposed task, formu-
lated as text generation. The underlined content represents
the annotations involved in DDI type prediction, while the
italicized text denotes unique content provided by DDInter’s
explanations.

et al. 2022), which is defined as a multi-classification prob-
lem that categorises DDIs into various subtypes accord-
ing to their effects. For example, Deng et al. (2020) used
NLP techniques to extract quadruples (drugA, drugB,
mechanism, action) from DDI descriptions collected
from DrugBank, where ‘mechanism’ refers to the drugs’
effects on metabolism, serum concentration, therapeutic ef-
ficacy, etc., and ‘action’ indicates an increase or decrease.
They summarised DDIs into 65 types based on the extracted
quadruples used for classification (Figure 1(c)).

While DDI-type prediction reveals the outcomes of DDI
events, the granularity is coarse, lacking attention to the un-
derlying causes of DDIs. As a valuable resource, Xiong et al.
(2022) constructed the DDInter database, gathering infor-
mation on 1.8k approved drugs and 0.24M associated DDIs,
along with detailed explanations. The explanations were col-
lected from scientific literature in PubMed and medication
guides of drugs, and reviewed by a clinical pharmacist team.
Compared to DDI types defined by previous research, the
DDI explanations provided in DDInter are more informa-
tive, encompassing not only the consequences of DDIs but
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also the cause mechanisms contributing to their occurrence,
as illustrated in Figure 1(d).

In this work, we propose a novel task of generating natural
language explanations for DDI predictions. Our goals are :
1) to explore methods that generate explanations of the un-
derlying pharmacodynamic or pharmacokinetic mechanisms
when predicting DDIs. These explanations could help re-
searchers evaluate the plausibility of the model’s predictions
based on their expertise; 2) to investigate how the explana-
tion generation process influences the prediction task.

For this task, we collected long and short explanations of
DDIs from DDInter and DrugBank, respectively. We con-
ducted extensive experiments in both transductive and in-
ductive settings to meet the needs of application scenarios.
We propose and evaluate the performance of the ExDDI
family methods for DDI explanation generation, which in-
cludes three different fine-tuning paradigms—namely, seq-
to-seq, multi-task training, and multi-task training with
staged inference —along with a retrieval-based unsuper-
vised model and an LLM-based (i.e., ChatGPT) in-context
demonstration prompting model.

Our contributions are:
• To the best of our knowledge, we are the first to ex-

plore the DDI explanation generation task, which is
crucial for trustworthy AI-driven drug safety research.
We created the ExDDI model family for this task and
carried out a comprehensive evaluation, offering tools
and baselines for future studies.

• Our experiments reveal that top-performed fine-tuning
methods can effectively capture molecular similari-
ties and generate accurate explanations in the trans-
ductive setting. However, their ability to generalise
to unseen drugs during training is limited, likely due
to the constraints of the linearised representation of
SMILES. Fingerprint similarity-based retrieval meth-
ods can match the performance of fine-tuning ap-
proaches when both query drugs are unseen, even
though they perform less effectively in settings that re-
quire less generalisation. On the other hand, general
LLMs exhibit very limited capability in DDI prediction
when given molecular representations of drugs.

• Additionally, we demonstrate that models trained on
DDInter outperform those trained on DrugBank in pre-
diction tasks, suggesting that rich, detailed explana-
tions not only enhance human understanding but also
improve model prediction capabilities. Our experimen-
tal analysis provides valuable insights for advancing fu-
ture DDI-related research.

Related Work
DDI Prediction and Interpretability Many efforts have
been dedicated to DDI prediction over the years. Some
of them are based on similarity measurements, which are
grounded on the assumption that similar drugs may possess
similar biological activity. Various similarity matrices - tar-
geting molecule structure, side effect, protein targets, etc.
- can be used for direct matching (Vilar et al. 2012; Fer-
dousi, Safdari, and Omidi 2017) or as features to train ma-

chine learning classifiers (Gottlieb et al. 2012; Cheng and
Zhao 2014; Sridhar, Fakhraei, and Getoor 2016) and neural
networks (Rohani and Eslahchi 2019; Lee, Park, and Ahn
2019; Zhang, Lu, and Zang 2022). Other approaches involve
matrix decomposition of known DDI matrices combined
with multiple relation matrices to predict unknown DDIs
(Zhang et al. 2018; Rohani, Eslahchi, and Katanforoush
2020). Additionally, recent advancements have incorporated
knowledge graphs (Asada, Miwa, and Sasaki 2023; Ren
et al. 2022) and graph neural networks for learning single
or paired molecular structures (Baitai et al. 2023; Li et al.
2023b; Nyamabo et al. 2022) to enhance prediction accu-
racy.

In recent years, the transparency of DDI prediction mod-
els has gained significant attention. Some studies have em-
ployed matrix factorization (Zhu et al. 2022) or attention
mechanisms (Ma and Lei 2023; Li et al. 2023b) to iden-
tify representative features or substructures in DDI inter-
actions, offering valuable insights into the underlying pre-
diction mechanisms. However, generating natural language
explanations that focus on elucidating the pharmacological
principles of DDIs offers another promising direction for
further exploration. Additionally, exploring whether intro-
ducing supervision signals from these explanations could
enhance the prediction task itself is an intriguing question.
Furthermore, natural language explanations are more user-
friendly for human understanding and could be integrated
with substructure-highlighting methods in future work.

Natural Language Explanation Generation Natural lan-
guage explanation generation aims to create free-text expla-
nations for model predictions to help users better understand
model behaviour and make decisions. Previous work had ex-
plored various training paradigms over prediction and expla-
nation generation, which were categorised into four types by
Hase et al. (2020) based on whether the model is provided
with labels (RA) or not (RE) during the generation of ex-
planations and whether the generated explanations are used
as part of the input for predicting (ST) or not (MT). Specifi-
cally, the ST-RE paradigm in the first stage trains the model
to generate explanations based on the input text and, in the
second stage, learns to predict labels based on explanations
generated in the first stage (Rajani et al. 2019). The ST-RA
paradigm first learns to produce explanations based on la-
bels and input, then generates an explanation for each label
in the second stage and trains the model to make predic-
tions based on all explanations (Hase et al. 2020). The MT-
RE paradigm refers to jointly training the model to generate
both labels and explanations simultaneously (Narang et al.
2020; Yordanov et al. 2022). The MT-RA paradigm not only
jointly trains the prediction and explanation generation, but
also provides labels during the explanation generation pro-
cess (Camburu et al. 2018; Li et al. 2023a). This is achieved
by feeding the gold label to train the explanation genera-
tion model and using the label predicted by the model for
inference. For the DDI explanation generation task, expla-
nations for negative cases are naturally absent. We use arti-
ficially constructed explanations for negative cases to train
the model, but the relationship between such explanations
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Figure 2: Illustration of the fine-tuning methods. 1⃝ the learning objective of the ExDDI-S2S model; 2⃝ the learning objective
of the ExDDI-MT model; 3⃝ the inference step of the ExDDI-MTS model.

and predictions is almost lexically distinguishable. There-
fore, the ST paradigm is relatively less meaningful for our
task. Our finetuning methods explore variants of MT-RE and
MT-RA paradigms.

In recent years, inspired by the astonishing reasoning ca-
pabilities of LLMs, people have also explored generating
explanations by prompting LLMs with different strategies
(Wei et al. 2022; Lampinen et al. 2022; Wiegreffe et al.
2022). However, in our interactions with general LLMs,
such as ChatGPT (OpenAI 2022), we find that while they
can make reasonably sound judgments and explanations
about whether known drugs have a DDI (Al-Ashwal et al.
2023), they often express incapability when asked with
chemical molecular structures (e.g., with SMILES represen-
tation). Therefore, to compare the LLM performance with
other methods proposed in this work, we prompt LLMs with
in-context demonstrations of several similar drug pairs.

Method

Task Formulation Given a drug pair (d1, d2),
one of our objectives is to predict DDI label
l ∈ {“positive”, “negative”}, denoting the presence
or absence of interactions between these drugs when
administered together. Additionally, we aim to generate
a textual explanation, s, elucidating the rationale behind
the existence or non-existence of DDIs. For positive
instances, we rely on DDI descriptions sourced from
DDInter (Xiong et al. 2022) or DrugBank as the target
explanation, while for negative instances lacking natural
language explanations, we formulate target explana-
tions using a predefined template: s = ‘<DRUG1 DEF>.
<DRUG2 DEF>. There were no known direct
interactions reported between them.’,
where <DRUG1 DEF> and <DRUG2 DEF> represent the
drug descriptions retrieved from the DDInter database for
d1 and d2 respectively.

We explored three setups: fine-tuning methods with dif-
ferent paradigms, retrieval-based methods, and LLM-based
in-context demonstration prompting methods on this task.

Fine-tuning Methods
For the fine-tuning methods, we constructed a Seq-to-Seq
model (ExDDI-S2S), a Multi-Task training model with an
additional classifier (ExDDI-MT) and a Multi-Task training
model with Staged generation constrained by the classifier’s
prediction (ExDDI-MTS). We use MolT5 (Edwards et al.
2022) as the backbone encoder-decoder for these models as
it has been pre-trained on molecule-text translation tasks that
establish a connection that maps molecular features and nat-
ural language representations into a shared space, thereby
enhancing the model’s generalisability. Figure 2 shows the
overall structure of the fine-tuning methods.

ExDDI-S2S For each query drug pair (d1, d2), we con-
struct the model’s input x as ‘DRUG1 <SMILES1>;
DRUG2 <SMILES2>’, where <SMILES1> and
<SMILES2> correspond to the SMILES representa-
tions of d1 and d2, respectively. For the target output, we
first replace mentions of drug names in the target expla-
nations with ‘DRUG1’ and ‘DRUG2’ through regularised
expression matching, and then construct the generation
target sequence y = ‘<s> <LABEL> Explanation:
<EXP> </s>’, where <LABEL> represents ‘positive’ or
‘negative’ and <EXP> is the preprocessed explanation text.
Then the model is trained by the following text generation
loss:

Lgen = −
N∑
i=1

T∑
t=1

log p(y
(i)
t |x(i),y

(i)
<t,Θ), (1)

where N represents the size of the training set, T denotes the
length of the target sequence, and Θ signifies the parameters
of the encoder and decoder.

ExDDI-MT Simultaneously generating prediction labels
during the target sequence generation process could poten-
tially divert the model’s attention from learning the classifi-
cation task effectively. Hence, we attempt to introduce an ex-
tra classification module for multi-task training. The design
of the classification module is inspired by Nyamabo et al.
(2022), where a linear transformation matrix M is learned



to map the representations corresponding to d1 and d2 pair-
wise to a real-valued score, and the scores obtained for all
pairs of representations are summed to make the prediction.

Specifically, suppose the encoder representations for the
input corresponding to d1 and d2 are denoted as Ha =
{ha

1 ,h
a
2 , ...,h

a
i ...} and Hb = {hb

1,h
b
2, ...,h

b
j ...}, respec-

tively. Our objective is to learn the weights of M to predict
the DDI label, with M having a dimension of (768 × 768)
in our implementation:

l̂ = Sigmoid(
∑
ij

ha
iM(hb

j)
⊤). (2)

The classifier is then optimised by the binary cross-entropy
loss, which is defined as:

Lpred = − 1

N

N∑
i=1

[li log(l̂i) + (1− li) log(1− l̂i)]. (3)

The ExDDI-MT paradigm then jointly optimises the genera-
tion loss and classifier prediction loss. Thus, the overall loss
function is:

LMT = Lgen + Lpred (4)

ExDDI-MTS Inspired by Camburu et al. (2018), we are
interested in exploring whether using the predictions of the
multi-task trained classifier, which may have better classifi-
cation performance than the decoder, as an additional con-
straint for decoding can improve the quality of explanation
generation.

As shown in Figure 2, during the inference stage, we first
utilise the fine-tuned encoder and classifier weights M from
ExDDI-MT to predict l̂. If l̂ is 1, then the decoding prefix
Pr is set to “<s> positive”; otherwise, it is set to “<s>
negative”. The prefix is prepended during decoding be-
fore generating the explanation, specifically:

y = Decoder(Pr;x; Θ) (5)

Retrieval-based Method
For the retrieval-based method (ExDDI-RV), we retrieve the
most similar drug pair in the training set to the query drugs,
then use the DDI label and explanation of the retrieved case
as the response to the query. This is based on the assump-
tion that similar drugs often share similar pharmacological
properties, and indeed, in the data we have collected, a large
number of DDIs share the same explanation.

We retrieve the nearest drug pairs based on the similar-
ity of the drugs’ chemical molecular structures. Initially, we
retrieve the top-K (K = 50) most similar drugs for each
query drug from the training set’s drug list. The similar-
ity score between two drugs is calculated by the Tanimoto
coefficient (also known as Jaccard similarity) of their fin-
gerprints, which are binary vectors indicating the presence
or absence of specific chemical substructures. We employ
RDKit to extract MACCS keys (Durant et al. 2002) as the
fingerprints. Subsequently, we pair the top-K nearest neigh-
bours of the two drugs, resulting in K2 candidate drug pairs.
Each candidate drug pair’s similarity score is computed as
the product of the similarity scores for each retrieved drug

and its corresponding query drug. Following this, we filter
out drug pairs that do not exist in the training set and re-rank
the remaining pairs. Ultimately, the top drug pair is obtained
as the retrieval result, and its label and explanation are used
as the response.

LLM-based In-Context Prompting
To assess the capabilities of general LLMs in predicting
and generating explanations for DDIs based on molecular
representations, we constructed an in-context demonstration
prompting (ExDDI-IC) method. Based on the retrieval pro-
cess described in the previous subsection, we retrieve the
five most similar drug pairs for each test case. We then use
their input, i.e., the SMILES representations, and the DDI la-
bel and explanation, as demonstrations to prompt ChatGPT
to generate responses. The instructions used to prompt Chat-
GPT is shown in Appendix A.

Experiments
Experimental Setup
For hyper-parameter selection and training details, please re-
fer to Appendix B.

Datasets We evaluate the model performance based on
two databases: DDInter (Xiong et al. 2022) and DrugBank
(v5.1.10). DrugBank is a widely used resource for training
and evaluating DDI prediction models, but it only provides
brief DDI explanations for open download. On the other
hand, DDInter offers more extensive and detailed expla-
nations involving pharmacodynamics and pharmacokinetics
principles. The selection of these two datasets is motivated
by their coverage of explanations with varying lengths, en-
abling us to gain insights into the model’s performance when
generating explanations of different complexities. We col-
lected data on drug SMILES representations, drug descrip-
tions, annotations of DDIs and relevant explanations to con-
struct the datasets. The detailed description and statistics of
the data are reported in Appendix C.

Settings for Model Generalisation Evaluation To exam-
ine the model’s generalisation ability to new drugs, we fol-
lowed previous work (Nyamabo et al. 2022; Li et al. 2023b)
to evaluate the model under both transductive and inductive
settings. For transductive setting, we evaluate the models’
performance on unknown DDI pairs, allowing drugs from
the training set to also appear in the test set. We randomly
divided all positive and negative samples into training/vali-
dation/test sets with a ratio of 0.7/0.1/0.2. For inductive set-
ting, we evaluate the model’s performance not only on un-
known DDIs but also on unknown drugs. Specifically, the
test set is split into inductive S1 and inductive S2 subsets ac-
cording to whether both drugs are unavailable in the training
set or only one drug is unavailable in the training set. We first
divided drugs into three sets, M1, M2, and M3, with propor-
tions of 0.75/0.05/0.2. Then, the training set consists of DDI
samples where both drugs in the queried drug pair are from
M1; The validation set includes samples where both drugs
are from M2, or one is from M2 and the other is from M1;
The inductive S1 test set contains samples where both drugs



DrugBank

Transductive Inductive Test S2 Inductive Test S1

BLEU ROUGE-1 ROUGE-2 ROUGE-L BLEU ROUGE-1 ROUGE-2 ROUGE-L BLEU ROUGE-1 ROUGE-2 ROUGE-L

ExDDI-IC 0.1187 0.2870 0.1192 0.2257 0.1174 0.2891 0.1161 0.2268 0.0674 0.2678 0.0808 0.2006
ExDDI-RV 0.5037 0.6780 0.5492 0.6250 0.4555 0.6261 0.4866 0.5717 0.2069 0.4557 0.2708 0.3906
ExDDI-S2S 0.9352 0.9410 0.9109 0.9321 0.5209 0.6470 0.5321 0.6179 0.2197 0.4451 0.2704 0.3915
ExDDI-MT 0.9447 0.9419 0.9076 0.9319 0.5157 0.6519 0.5344 0.6218 0.2071 0.4448 0.2701 0.3903
ExDDI-MTS 0.9441 0.9421 0.9073 0.9319 0.5301 0.6590 0.5390 0.6281 0.2145 0.4578 0.2791 0.4023

DDInter

Transductive Inductive Test S2 Inductive Test S1

BLEU ROUGE-1 ROUGE-2 ROUGE-L BLEU ROUGE-1 ROUGE-2 ROUGE-L BLEU ROUGE-1 ROUGE-2 ROUGE-L

ExDDI-IC 0.1367 0.2773 0.1301 0.2182 0.1257 0.2687 0.1184 0.2097 0.0657 0.2351 0.0715 0.1719
ExDDI-RV 0.5701 0.6456 0.5612 0.6080 0.4934 0.5780 0.4825 0.5376 0.2500 0.3825 0.2462 0.3305
ExDDI-S2S 0.9392 0.9489 0.9371 0.9443 0.5261 0.6106 0.5249 0.5868 0.2403 0.3877 0.2481 0.3412
ExDDI-MT 0.9383 0.9477 0.9352 0.9428 0.5161 0.6041 0.5160 0.5791 0.2309 0.3787 0.2365 0.3304
ExDDI-MTS 0.9384 0.9474 0.9350 0.9425 0.5172 0.6035 0.5151 0.5783 0.2309 0.3778 0.2353 0.3294

Table 1: Explanation generation results. Mean values over 5-fold cross-validation are presented for all models except ExDDI-
IC, which was run only once due to the high cost of API calls and its low performance. The best results for each dataset are
highlighted in bold. A complete table with standard deviations is provided in Appendix D to save page space.

in the drug pair are from M3, and the inductive S2 test set
contains samples where one drug is from M1 and the other
is from M3. We conduct 5-fold cross-validation for all set-
tings.

Settings for Prediction Evaluation Although our pri-
mary objective of this work is to study methods for generat-
ing explanations for DDI prediction, we are also interested
in exploring how the generation of explanations impacts the
DDI prediction tasks.

Therefore, for binary prediction, we introduce an abla-
tion study to investigate the model’s prediction performance
without generating explanations, where we remove the gen-
eration loss in Eq. 4 and train the model for binary classi-
fication prediction only. We also use the results reported by
Nyamabo et al. (2022) (GMPNN-CS) and Li et al. (2023b)
(DSN-DDI) as additional baselines for comparison.

For DDI-type prediction, since our model does not di-
rectly learn from multi-class tasks, we estimate its perfor-
mance by mapping the generated explanations to mecha-
nism categories. Specifically, for the DrugBank data, we
processed the model-generated explanations using scripts
from Xiong et al. (2022)’s work and mapped the extracted
quadruples to known categories. For the DDInter data, we
first mapped the model-generated explanations to prepro-
cessed DDInter explanation templates based on the near-
est Levenshtein distance, and then corresponded the gener-
ated explanations to DrugBank explanation categories based
on the statistical relationship between DDInter explanation
templates and DrugBank explanation categories. This aims
to enable comparison of the results across both datasets. We
report DDI-type prediction results reported by Yan et al.
(2021) (NMDADNN) and Xiong et al. (2022) (DDIMDL)
for reference. However, it’s worth noting that although the
data sources are all DrugBank, there are differences between
our constructed data and theirs, which may lead to discrep-
ancies in explanation categories. As a result, the DDI type
categories covered by the data used by Yan et al. (2021) and

Xiong et al. (2022) are 65, while the number of DDI type
categories extracted using the same method on our data is
257. Additionally, NMDADNN and DDIMDL utilised addi-
tional information, such as drug targets and enzymes, in their
inputs. However, considering the context of predicting DDIs
for new drugs, where such knowledge might be unknown,
our method utilises the chemical molecular representations
of drugs as inputs only. In light of these factors, our model
faces greater challenges in multi-classification tasks, which
should be considered when comparing models.

Evaluation Metrics We evaluate DDI explanation gener-
ation using metrics including BLEU, ROUGE-1, ROUGE-2,
and ROUGE-L scores. To assess the models’ classification
performance, we present accuracy and F1 scores in Figure
3 and Figure 4, while full numerical values, including pre-
cision and recall scores, are provided in the Appendix D.
For multi-class classification, we employ macro-averaging
for precision, recall, and F1 scores.

Main Result: Explanation Generation
Table A2 presents the evaluation results of the models in
explanation generation. The results show that 1) For all
methods except ExDDI-IC, performance in the transduc-
tive setting is significantly better than in the inductive S2
setting, which in turn outperforms the inductive S1 setting.
This highlights that existing models face substantial chal-
lenges when dealing with unseen molecules. ExDDI-IC per-
forms poorly in all three settings, indicating that general
LLMs still struggle to handle molecular representations ef-
fectively. 2) In the transductive setting, fine-tuning methods
demonstrate a clear advantage over the other two categories,
achieving promising results with scores exceeding 0.9. How-
ever, in the inductive S2 setting, the advantage of fine-tuning
methods over retrieval methods is greatly reduced. In the
inductive S1 setting, their performance is nearly equiva-
lent to that of retrieval methods. This suggests that fine-
tuning methods can effectively learn the similarity between



Figure 3: Binary classification results. Green and red dashed lines indicate results from the GMPNN-CS and DSN-DDI papers,
respectively. Gold and orange bars represent models trained with DrugBank or DDInter explanations. Mean values over 5-fold
cross-validation are shown for all models except ExDDI-IC. The error bars represent the standard deviation. Detailed numbers
with precision and recall scores are available in the Appendix D.

drug molecules, but their generalisation ability to unseen
molecules is still relatively poor. 3) There are no statisti-
cally significant differences in scores across the three fine-
tuning paradigms. Even the simplest seq-to-seq scheme can
produce competitive results. However, the standard devia-
tion of results from multi-task training is relatively smaller
(as reported in Appendix D), suggesting that they may offer
greater stability. 4) Although the explanations in the DDIn-
ter data are richer and longer than those in DrugBank, there
is no significant difference between their evaluation scores,
indicating that text length is not the primary challenge in
generating DDI explanations.

Prediction Performance of ExDDI Models
Binary Classification Figure 3 presents the performance
of different models in the DDI binary prediction task.
The results suggest that: 1) For all fine-tuning methods,
the prediction results of models trained on DDInter data
outperform those trained on DrugBank across all settings
(p < 0.05, paired t-test), and the standard deviations of
the scores are also smaller. This indicates that training mod-
els to generate more detailed DDI explanations can indeed
be beneficial for the prediction task. As for ExDDI-IC, in
most cases, the prediction performance is actually better
when DrugBank explanations are provided as demonstra-
tions compared to DDInter demonstrations. This may reveal
the limited reasoning ability of general LLMs when deal-
ing with complex explanations in the DDI task. 2) Com-
pared to the Pred model trained without generation loss,
i.e., by removing the decoder in Figure 2, the ExDDI-MT
and ExDDI-MTS models trained on DDInter data generally
perform better. However, the models trained on DrugBank
data sometimes perform worse than the Pred model, indi-
cating that overly brief explanations may not contribute to
the prediction task. The ExDDI-S2S model, when trained
on DrugBank data, may suffer more performance loss and

exhibit greater fluctuations, suggesting that introducing a
component-aware interaction module in multi-task training
is beneficial. 3) Compared to previous state-of-the-art meth-
ods, our top-performing model is generally on par. Specif-
ically, all our fine-tuning methods perform well in both the
transductive setting and the inductive S2 setting, but they
slightly underperform compared to DSN-DDI in the more
demanding inductive S1 setting. This drop in performance
suggests that, compared to prediction methods based on
graph neural networks that learn 2D molecular features, us-
ing linear SMILES representation exhibits relatively poorer
generalisation when dealing with unknown drugs, despite
the potential benefits of supervision signals from explana-
tions. However, it is important to note that effectively map-
ping 2D molecular representations learned through graph
structures into a shared space with language representations
to generate well-generalised explanations has not been thor-
oughly explored yet, making it a promising research direc-
tion for future work.

Multiple Classification Figure 4 shows the results of the
model’s DDI-type prediction. The results reveal that: 1) Re-
trieval and fine-tuning methods based on DDInter explana-
tions continue to outperform models based on DrugBank
in DDI-type prediction (p < 0.05, paired t-test), further
demonstrating the value of more detailed explanations in en-
hancing prediction accuracy. In addition, the performance
gap between ExDDI-IC, when using DDInter demonstra-
tions versus DrugBank demonstrations, is more significant.
This suggests that ChatGPT faces greater challenges in rea-
soning through complex explanations, particularly for more
demanding tasks. 2) Fine-tuning methods perform better
than retrieval methods in both the transductive setting and
the inductive S2 setting. However, in the inductive S1 set-
ting, their performance degrades to a level similar to that of
retrieval methods, with the F1 score potentially even lower.
Among the fine-tuning methods, ExDDI-S2S shows a slight



Figure 4: Multiple classification results. Green and red dashed lines indicate results from the DDIMDL and NMDADNN papers,
respectively. Gold and orange bars represent models trained with DrugBank or DDInter explanations. Mean values over 5-fold
cross-validation are shown for all models except ExDDI-IC. The error bars represent the standard deviation. Detailed numbers
with precision and recall scores are available in the Appendix D.

edge in terms of mean values, albeit with a larger standard
deviation in most cases. These results are consistent with our
analysis of the explanation generation outcomes and sug-
gest a degree of interdependence between the two tasks.
3) Numerically, our method does not always achieve higher
scores in the multi-classification task compared to previ-
ous methods. However, this may be due to our data encom-
passing a broader range of DDI-type labels when applying
the same pre-processing script. Furthermore, the DDIMDL
and NMDADNN methods utilise additional information be-
yond molecular expressions, such as target and enzyme data,
which complicates direct comparisons.

Qualitative Analysis
To evaluate the quality of the model-generated explanations
from multiple perspectives, we manually evaluated 20 data
points from one fold of each setting in the DDInter dataset.
The examples and results are detailed in Appendix E.

In summary, in the transductive setting, the fine-tuning
models not only achieve good prediction results, but also
generate explanations that are largely consistent with the
annotations. The retrieval model, while generally accurate
in its predictions, occasionally produces explanations that
diverge from the annotations but remain relevant. The in-
context prompting model, however, shows poor prediction
outcomes and generates less relevant explanations.

In the inductive S2 setting, both the fine-tuning and re-
trieval models exhibit an increased likelihood of not predict-
ing positive cases. According to their generated explanation,
this is attributed to the models only correctly learning the
characteristics of one of the drugs involved. Even among
correctly predicted positive cases, the number of explana-
tions that do not fully match the annotations increases, al-
though they still retain some degree of relevance. For neg-
ative case explanations, although most models predict cor-
rectly, they tend to generate descriptions that are accurate for

just one of drugs. Nevertheless, models trained with multi-
tasking are more likely to generate descriptions that are both
accurate and relevant for both drugs. Unlike in the transduc-
tive setting, the ExDDI-IC model shows a slight improve-
ment in correct predictions, and for false positive predic-
tions, a significant proportion remains relevant to the actual
drug interactions, whereas false negative cases often fail to
provide any useful information.

In the inductive S1 setting, the proportion of irrelevant ex-
planations generated by the models is higher. Here, when
predictions are correct, explanations generated by seq-to-seq
models are more relevant than those from multi-task models,
which is the opposite of what is observed in the inductive
S2 setting. When predictions are incorrect, nearly all models
fail to generate relevant explanations or only generate expla-
nations related to one of the drugs.

Conclusion
This work introduces the task of generating natural language
explanations for DDI predictions, advancing DDI computa-
tional methods towards a more trustworthy AI direction. We
developed the ExDDI family of models for this task and con-
ducted a thorough evaluation, providing tools and baselines
for future research. The experimental results reveal that the
top-performing methods can effectively predict and explain
new DDI relationships for known drugs, but their ability to
predict and explain DDIs involving new drugs still requires
significant improvement. Additionally, our experiments in-
dicate that training models to generate more detailed DDI
explanations can enhance the prediction task itself. We be-
lieve that generalising to molecular structures unseen dur-
ing training is a significant challenge for current DDI pre-
diction and explanation generation models. Future research
should consider incorporating the graph structure of chemi-
cal molecules and utilising multi-dimensional similarity in-
formation to learn more informative drug representations.
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Appendix A: Prompts for ExDDI-IC
We used the following instructions along with demonstra-
tions to prompt ChatGPT to generate the DDI label and ex-
planations for a query drug pair: “Analyze whether there ex-
ists a drug-drug interaction between the query molecules,
and explain the reasons. Several examples have been given
for reference, and you should consider the similarity of the
molecular structures between the given examples and the
query molecules. First, answer Yes/No, and then explain the
reasons.”.

Appendix B: Implementation Details
For the fine-tuning models, we employed the MolT5-base
(Edwards et al. 2022) model, which has 220 million param-
eters, as the backbone. For the in-context prompting method,
we utilised GPT-3.5 (turbo-0125).

For the training of fine-tuning models, we set the batch
size to 64. We empirically selected the learning rate from
options {5e-3, 5e-4, 5e-5} and consistently applied a rate of
5e-4 across all experiments. We employed a warmup ratio of
0.06 with a linear learning rate scheduler. The models were
trained for 50 epochs, and training was early-stopped if the
evaluation metric showed no improvement for 3 consecu-
tive epochs. For explanation generation, we leveraged beam
search with a beam size of 3.

We obey the licenses of all base models used. The training
and evaluation of each model were conducted on a separate
NVIDIA A100 80G GPU and we used bfloat16 to accelerate
the training process.

Appendix C: Dataset Details
We collected the information on drugs, including their
SMILES representations, drug descriptions, annotations of
DDIs and relevant explanations, from two databases: DDIn-
ter (Xiong et al. 2022) and DrugBank (v5.1.10). DDInter
contains a total of 1.8k FDA-approved drugs and 0.24M as-
sociated DDIs. Each DDI is annotated with a description that
explains the consequences of DDI effects and their pharma-
cokinetic or pharmacodynamic mechanisms, which are re-
ferred to as DDI explanations in our work. Due to similari-
ties between DDIs, DDI explanations may overlap; however,
the dataset still covers 5,560 distinct DDI mechanisms re-
ported by Xiong et al. (2022). DrugBank includes 4.4k drug
entries and 2.8M related DDIs. However, it only provides
a short description of the DDI mechanism for open down-
load, which mainly describes the effect. We used the script
provided by Deng et al. (2020) to extract mechanisms from
DrugBank DDI descriptions, resulting in a number of 257.
To ensure data consistency, we took the intersection of posi-
tive and negative samples from DDInter and DrugBank and
randomly sampled an equal number of negative examples to
the positive ones when constructing the dataset. Table A1
shows the statistics information of the dataset.

Appendix D: More Experimental Results
In this section, we present tables with more detailed exper-
imental results. Table A2 presents the explanation genera-
tion results, including standard deviation values from 5-fold

Instances Drugs DDI Mechanisms
(DrugBank)

DDI Mechanisms
(DDInter)

Transductive Setting
Training 157,047 1,363 239 4,544
Validation 22,435 1,363 162 2,178
Test 44,870 1,363 188 2,890

Inductive Setting
Training 121,751 1,022 213 3,481
Validation 17,624 1,090 133 1,634
Test S1 8,786 272 96 720
Test S2 65,981 1,295 197 3,070

Table A1: Statistics of data splits. The number of instances
includes both positive and negative cases. All values are av-
eraged across 5 folds.

cross-validation. Table A3 and Table A4 show the models’
accuracy, F1 score, precision, recall scores, and standard de-
viation values for binary and multi-class predictions, respec-
tively.

Appendix E: Human Evaluation Details
We sampled 20 cases each from the transductive, inductive
S1, and inductive S2 test sets of the DDInter data and manu-
ally examined the explanations generated by the five models.

Specifically, for true positive (TP) and false positive (FP)
predictions, we categorised the generated explanations into
the following types:
• +: The generated explanation semantically aligns with

the gold standard explanation (applicable only to TPs).
• ∼: The generated explanation, while not an exact match

to the gold standard, remains relevant. For FPs, this also
includes the case that the explanation highlights specific
properties of the drugs.

• −: The generated explanation is irrelevant to the gold
standard explanation and the drugs.

For true negative (TN) and false negative (FN) predic-
tions, where the models are expected to generate descrip-
tions for both drugs, we assess the relevance of generated
descriptions for each drug. The categories are as follows:
• ++: The generated descriptions for both drugs are se-

mantically consistent with the gold standards.
• + ∼: The generated description for one drug seman-

tically aligns with the gold standard drug description,
while the description for the other drug exhibits only par-
tial relevance to the gold standard.

• +−: The generated description for one drug is semanti-
cally consistent with the gold standard drug description,
while the description for the other drug is irrelevant to
the gold standard.

• ∼∼: The generated descriptions for both drugs are par-
tially relevant to the gold standards.

• ∼ −: One of the generated drug descriptions is partially
relevant to the gold standard, while the other is com-
pletely irrelevant.

• −−: The generated descriptions for both drugs are irrel-
evant to the gold standard descriptions.
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Tables A5-A7 present the results for each dataset and Ta-
ble A8 provides an example of annotation for each category.

Appendix F: Ethic Statement
Our development of the DDI explanation generation model
aims to aid researchers in identifying new DDIs. However,
practitioners should be aware that the model may sometimes
produce erroneous outputs and should use their professional
expertise to assess the reliability of the model-generated
content. It is important to note that the models and data pre-
sented in this work are not intended for use as medical ad-
vice.



TP FP TN FN

+ ∼ − Total ∼ − Total ++ + ∼ +− ∼∼ ∼ − −− Total ++ + ∼ +− ∼∼ ∼ − −− Total

ExDDI-IC 1 0 0 1 2 5 7 1 0 0 0 0 0 1 0 0 1 0 1 9 11
ExDDI-RV 6 4 1 11 0 1 1 2 1 3 0 0 1 7 0 1 0 0 0 0 1
ExDDI-S2S 11 0 1 12 0 0 0 8 0 0 0 0 0 8 0 0 0 0 0 0 0
ExDDI-MT 11 0 1 12 0 0 0 8 0 0 0 0 0 8 0 0 0 0 0 0 0
ExDDI-MTS 11 0 1 12 0 0 0 8 0 0 0 0 0 8 0 0 0 0 0 0 0

Table A5: Results of human evaluation on the DDInter transductive test set.

TP FP TN FN

+ ∼ − Total ∼ − Total ++ + ∼ +− ∼∼ ∼ − −− Total ++ + ∼ +− ∼∼ ∼ − −− Total

ExDDI-IC 0 2 1 3 6 3 9 2 0 1 0 0 1 4 0 0 0 0 0 4 4
ExDDI-RV 2 2 2 6 0 1 1 0 3 7 0 0 1 11 0 0 2 0 0 0 2
ExDDI-S2S 2 3 0 5 0 0 0 0 2 10 0 0 0 12 0 0 3 0 0 0 3
ExDDI-MT 2 3 0 5 0 0 0 2 3 7 0 0 0 12 0 0 3 0 0 0 3
ExDDI-MTS 2 3 1 6 0 0 0 2 3 7 0 0 0 12 0 0 2 0 0 0 2

Table A6: Results of human evaluation on the DDInter inductive test S2 set.

TP FP TN FN

+ ∼ − Total ∼ − Total ++ + ∼ +− ∼∼ ∼ − −− Total ++ + ∼ +− ∼∼ ∼ − −− Total

ExDDI-IC 0 0 2 2 7 1 8 1 0 0 0 0 2 3 0 1 1 1 2 2 7
ExDDI-RV 2 1 1 4 0 2 2 1 1 0 1 4 2 9 0 0 3 0 0 2 5
ExDDI-S2S 3 2 0 5 0 1 1 0 0 1 4 3 2 10 0 0 0 0 1 3 4
ExDDI-MT 1 1 1 3 0 3 3 0 0 0 3 2 3 8 0 0 1 0 3 2 6
ExDDI-MTS 1 1 3 5 0 3 3 0 0 0 3 2 3 8 0 0 1 0 2 1 4

Table A7: Results of human evaluation on the DDInter inductive test S1 set.



TP

+ Drugs: Perflutren; Nilotinib
Gold Explanation: DRUG1 lipid microsphere suspension (Definity)has been reported to cause prolonga-
tion of the QT interval. Theoretically, coadministration with other agents that can prolong the QT interval
may result in additive effects and increased risk of ventricular arrhythmias including torsade de pointes and
sudden death.
Model Explanation: DRUG2 can cause prolongation of the QT interval. Theoretically, coadministration
with other agents that can prolong the QT interval may result in additive effects and increased risk of ven-
tricular arrhythmias including torsade de pointes and sudden death.
Model: ExDDI-S2S (Inductive S1)

∼ Drugs: Imatinib; Retapamulin
Gold Explanation: Coadministration with inhibitors of CYP450 3A4 may increase the plasma concentra-
tions of DRUG2, which is primarily metabolized by the isoenzyme. However, dosage adjustments are not
necessary due to the low systemic exposure to DRUG2 following topical application.
Model Explanation: When administered orally, DRUG2 may increase the plasma concentrations of drugs
that are primarily metabolized by CYP450 3A4. Based on interaction with midazolam, a sensitive CYP450
3A4 substrate, DRUG2 may be a moderate CYP450 3A4 inhibitor. When oral midazolam was administered
concomitantly with and at 2 or 4 hours after administration of DRUG2 tablets, mean midazolam peak plasma
concentration (Cmax) and systemic exposure (AUC) increased by approximately 100% and 200%, respec-
tively.
Model: ExDDI-S2S (Inductive S1)

− Drugs: Diazoxide; Ertugliflozin
Gold Explanation: Sodium-glucose co-transporter 2 (SGLT-2) inhibitors may potentiate the hypotensive
effects of diuretics and other antihypertensive agents or vasodilators. Inhibition of glucose and sodium co-
transport produces mild diuresis and transient natriuresis, resulting in intravascular volume contraction. Vol-
ume depletion-related adverse reactions including hypotension, postural dizziness, orthostatic hypotension,
syncope, and dehydration can occur after initiating treatment with SGLT-2 inhibitors, and the risk may be
increased with concomitant use of other agents that can lower blood pressure.
Model Explanation: The efficacy of insulin and other antidiabetic agents may be diminished by certain
drugs, including atypical antipsychotics, corticosteroids, diuretics, estrogens, gonadotropin-releasing hor-
mone agonists, human growth hormone, phenothiazines, progestins, protease inhibitors, sympathomimetic
amines, thyroid hormones, L-asparaginase, alpelisib, copanlisib, danazol, diazoxide, isoniazid, megestrol,
omacetaxine, phenytoin, tagraxofusp, temsirolimus, as well as pharmacologic dosages of nicotinic acid and
adrenocorticotropic agents. These drugs may interfere with blood glucose control because they can cause hy-
perglycemia, glucose intolerance, new-onset diabetes mellitus, and/or exacerbation of preexisting diabetes.
Model: ExDDI-MT (Inductive S1)

FP

∼ Drugs: Daunorubicin; Zinc sulfate
Gold Explanation: A very toxic anthracycline aminoglycoside antineoplastic isolated from Streptomyces
peucetius and others, used in treatment of leukemia and other neoplasms. DRUG2 is a drug used to replenish
low levels of zinc or prevent zinc deficiency, or to test for zinc deficiency. There were no known direct
interactions reported between them.
Model Explanation: DRUG1 is a medication used to treat various cancers and Kaposi’s Sarcoma. DRUG2 is
a zinc supplement used to prevent or treat zinc deficiency. There is a potential drug-drug interaction between
these two molecules as zinc supplements may decrease the absorption of certain medications, potentially
reducing the effectiveness of DRUG1. It is advisable to separate the administration of these two drugs by a
few hours to minimize any potential interaction.
Model: ExDDI-IC (Inductive S1)



− Drugs: Artesunate; Dabrafenib
Gold Explanation: DRUG1 is DRUG1 is an artemesinin derivative indicated for the initial treatment of se-
vere malaria. DRUG2 is a kinase inhibitor used to treat patients with specific types of melanoma, non-small
cell lung cancer, and thyroid cancer. There were no known direct interactions reported between them.
Model Explanation: TCoadministration with inhibitors of CYP450 3A4 may increase the plasma concen-
trations of DRUG1 and lumefantrine, both of which are primarily metabolized by the isoenzyme. Coadmin-
istration with DRUG1 may decrease the plasma concentrations of CYP450 3A4 substrates such as protease
inhibitors, macrolide antibiotics, and azole antifungal agents.
Model: ExDDI-MTS (Inductive S1)

TN

++ Drugs: Phenelzine; Regadenoson
Gold Explanation: DRUG1 is a monoamine oxidase inhibitor used to treat atypical, nonendogenous, or
neurotic depression. DRUG2 is a coronary vasodilator used in radionuclide myocardial perfusion imaging
(MPI). There were no known direct interactions reported between them.
Model Explanation: DRUG1 is a monoamine oxidase inhibitor used to treat major depressive disorder.
DRUG2 is a coronary vasodilator used in radionuclide myocardial perfusion imaging (MPI). There were no
known direct interactions reported between them.
Model: ExDDI-MTS (Inductive S2)

+ ∼ Drugs: Nilotinib; Vitamin A
Gold Explanation: DRUG1 is a kinase inhibitor used for the chronic phase treatment of Chronic Myeloid
Leukemia (CML) that is Philadelphia chromosome positive and for the treatment of CML that is resistant
to therapy containing imatinib. DRUG2 is a vitamin important for retinal function that is used clinically to
correct DRUG2 deficiency. There were no known direct interactions reported between them.
Model Explanation: DRUG1 is an antineoplastic kinase inhibitor used to treat chronic lymphocytic
leukemia (CLL), relapsed follicular B-cell non-Hodgkin lymphoma (FL), and relapsed small lymphocytic
lymphoma (SLL). DRUG2 is a vitamin important for retinal function that is used clinically to correct DRUG2
deficiency. There were no known direct interactions reported between them.
Model: ExDDI-RV (Inductive S2)

+− Drugs: Naloxegol; Sucralfate
Gold Explanation: DRUG1 is a peripherally-selective opioid antagonist used to treat opioid-induced con-
stipation (OIC) in adult patients with chronic non-cancer pain. DRUG2 is a gastro-duodenal protective agent
used in the treatment of gastric and duodenal ulcers and to prevent duodenal ulcer recurrence. There were
no known direct interactions reported between them.
Model Explanation: DRUG1 is a peripherally-selective opioid antagonist used to treat opioid-induced con-
stipation (OIC) in adult patients with chronic non-cancer pain. DRUG2 is a sulfated pentosyl polysaccharide
used to treat bladder pain and discomfort due to interstitial cystitis. There were no known direct interactions
reported between them.
Model: ExDDI-MTS (Inductive S2)

∼∼ Drugs: Cefepime; Isoprenaline
Gold Explanation: DRUG1 is a fourth-generation cephalosporin antibiotic used in the treatment of various
bacterial infections caused by susceptible bacteria, such as pneumonia, urinary tract infections, and skin
infections. DRUG2 is a catecholamine non-selective beta-adrenergic agonist typically used to treat brady-
cardia and heart block. There were no known direct interactions reported between them.
Model Explanation: DRUG1 is a third-generation cephalosporin antibiotic used to treat bacterial infections
of the respiratory and urinary tracts and of the skin and soft tissues. DRUG2 is a beta-2 adrenergic agonist
used as a bronchodilator and to prevent premature labor. There were no known direct interactions reported
between them.
Model: ExDDI-S2S (Inductive S1)



∼ − Drugs: Daunorubicin; Zinc sulfate
Gold Explanation: A very toxic anthracycline aminoglycoside antineoplastic isolated from Streptomyces
peucetius and others, used in treatment of leukemia and other neoplasms. DRUG2 is a drug used to replenish
low levels of zinc or prevent zinc deficiency, or to test for zinc deficiency. There were no known direct
interactions reported between them.
Model Explanation: DRUG1 is a medication used to treat various cancers and Kaposi’s Sarcoma. DRUG2
is a medication used to treat convulsions during pregnancy, nephritis in children, magnesium deficiency, and
tetany. There were no known direct interactions reported between them.
Model: ExDDI-S2S (Inductive S1)

−− Drugs: Phenelzine; Regadenoson
Gold Explanation: DRUG1 is a monoamine oxidase inhibitor used to treat atypical, nonendogenous, or
neurotic depression. DRUG2 is a coronary vasodilator used in radionuclide myocardial perfusion imaging
(MPI). There were no known direct interactions reported between them.
Model Explanation: DRUG1 is an ingredient of topical drugs for the relief of joint pain or muscle aches
and pains. DRUG2 is a purine nucleoside analog and antineoplastic agent used for the treatment of with
acute T-cell lymphoblastic leukemia and T-cell lymphoblastic lymphoma with inadequate clinical response
to prior chemotherapeutic treatments. There were no known direct interactions reported between them.
Model: ExDDI-RV (Inductive S2)

FN

+ ∼ Drugs: Methyldopa; Iron
Gold Explanation: INTERVAL: The oral bioavailability and pharmacologic effects of DRUG1 may be de-
creased during concurrent administration with DRUG2-containing products. The proposed mechanism is
chelation of DRUG1 by the DRUG2 cation, forming an insoluble complex that is poorly absorbed from the
gastrointestinal tract.
Model Explanation: DRUG1 is a non-selective beta-adrenergic antagonist used in the treatment of hyper-
tension, angina pectoris, and cardiac arrhythmias. DRUG2 is an essential mineral that is important for many
bodily functions, including the transport of oxygen in the blood. There were no known direct interactions
reported between them.
Model: ExDDI-IC (Inductive S1)

+− Drugs: Lofexidine; Relugolix
Gold Explanation: Long-term androgen deprivation therapy can prolong the QT interval. Theoretically,
coadministration with other agents that can prolong the QT interval may result in additive effects and in-
creased risk of ventricular arrhythmias including torsade de pointes and sudden death. In addition, the ex-
tent of drug-induced QT prolongation is dependent on the particular drug(s) involved and dosage(s) of the
drug(s).
Model Explanation: DRUG1 is an anthelmintic drug used to treat fascioliasis. DRUG2 is an oral GnRH
receptor antagonist for androgen deprivation therapy in the treatment of advanced prostate cancer. There
were no known direct interactions reported between them.
Model: ExDDI-S2S (Inductive S2)

∼∼ Drugs: Diazoxide; Ertugliflozin
Gold Explanation: Sodium-glucose co-transporter 2 (SGLT-2) inhibitors may potentiate the hypotensive
effects of diuretics and other antihypertensive agents or vasodilators. Inhibition of glucose and sodium co-
transport produces mild diuresis and transient natriuresis, resulting in intravascular volume contraction. Vol-
ume depletion-related adverse reactions including hypotension, postural dizziness, orthostatic hypotension,
syncope, and dehydration can occur after initiating treatment with SGLT-2 inhibitors, and the risk may be
increased with concomitant use of other agents that can lower blood pressure.
Model Explanation: There is no significant similarity in the molecular structures of Drug1 and Drug2 that
would suggest a drug-drug interaction. Drug1 is a sulfonamide derivative with a benzothiazole ring, while
Drug2 is a complex molecule containing a benzene ring and a sugar moiety. The functional groups and over-
all structures of the two drugs are quite different, indicating that they are unlikely to interact in a clinically
significant manner.
Model: ExDDI-IC (Inductive S1)



∼ − Drugs: Polythiazide; Selexipag
Gold Explanation: Coadministration of medicines targeting the prostacyclin pathway (e.g., prostacyclin
(PGI2), PGI2 analogs, or selective non-prostanoid prostacyclin IP receptor agonists) with diuretics, antihy-
pertensive agents, or other vasodilators may potentiate the hypotensive effects of these agents. The mecha-
nism involves the additive reduction in blood pressure due to the vasodilatory effects of PGI2, PGI2 analogs
or selective non-prostanoid prostacyclin IP receptor agonists on the prostacyclin pathway.
Model Explanation: DRUG1 is a sulfamyl diuretic used to treat edema in congestive heart failure, hepatic
and renal disease, and nephrotic syndrome. DRUG2 is a class III antiarrhythmic drug used for the mainte-
nance of normal sinus rhythm and cardioversion in cases of atrial fibrillation and atrial flutter. There were
no known direct interactions reported between them.
Model: ExDDI-MT (Inductive S1)

−− Drugs: Siponimod; Upadacitinib
Gold Explanation: Coadministration of DRUG1 with antineoplastic, immunosuppressive, or other immune-
modulating therapies may increase the risk of unintended additive immunosuppressive effects.
Model Explanation: There is no significant drug-drug interaction between Drug1 and Drug2 based on their
molecular structures. The two drugs have distinct chemical structures and mechanisms of action, which do
not suggest any potential interactions that would lead to adverse effects or altered pharmacokinetics.
Model: ExDDI-IC (Inductive S2)

Table A8: Examples of human evaluation. Drug names are provided in this table for readability, while models receive only
SMILES representations as input.


