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Abstract. A growing body of work in economics and computation focuses on
the trade-off between implementability and simplicity in mechanism design.
The goal is to develop a theory that not only allows to design an incentive struc-
ture easy to grasp for imperfectly rational agents, but also understand the en-
suing limitations on the class of mechanisms that enforce it. In this context,
OSP mechanisms have assumed a prominent role since they provably account
for the absence of contingent reasoning skills, a specific cognitive limitation.
For single-dimensional agents, it is known that OSP mechanisms need to use
certain greedy algorithms. In this work, we introduce a notion that interpo-
lates between OSP and SOSP, a more stringent notion where agents only plan a
subset of their own future moves. We provide an algorithmic characterization
of this novel class of mechanisms for single-dimensional domains and binary
allocation problems, that precisely measures the interplay between simplic-
ity and implementability. We further show how mechanisms based on reverse
greedy algorithms (a.k.a., deferred acceptance auctions) are algorithmically
more robust to imperfectly rationality than those adopting greedy algorithms.

1 Introduction

A set of agents need to determine an outcome that will affect each of them. In these
cases, a mechanism is designed to interact with the agents and compute an outcome
based on the decisions made during the interaction. In its more general form, the
mechanism can be modelled as an extensive-form game. To guarantee properties
on the quality of the solution computed (e.g., optimality for an objective function
of interest) mechanisms are required to provide incentives for the agents to behave
in a predictable and desirable way. For example, in dominant-strategy incentive-
compatible mechanisms, it is pointwise optimal for the agents to behave correctly
and truthfully report their private information to the mechanism. This property can
however be too weak for certain agents, as observed experimentally [7, 20]. In partic-
ular, different extensive-form implementations of the mechanism can lead to differ-
ent degrees of strategic confusion. Consider, for example, software agents that take
decisions during the execution of the mechanism. These agents could take actions
that are irrational from the economic point of view when they have been “badly” pro-
grammed, either because the programmer misunderstood the incentive structure in
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place or due to computational barriers preventing from comparing payoffs for each
strategy adopted by the other agents [26]. A less complex decision process would be
guaranteed by associating one outcome/payoff to each possible action taken by the
agent, since she would simply need to rank her own actions independently of the
behavior of the other agents. This is the idea behind obviously strategyproof (OSP)
mechanisms [23]. OSP is a stronger notion of incentive-compatibility that takes a
conservative view and requires honesty to be an obviously dominant strategy: the
worst payoff that can be achieved with it is not worse than the best possible payoff
obtained with a different strategy, where worst and best are chosen over the possible
strategies of the remaining agents.

OSP is shown to capture the incentives of a specific form of imperfect rational-
ity — absence of contingent reasoning skills. From the computational point of view,
OSP is known to be intimately linked with greedy algorithms for single-dimensional
agents: OSP is equivalent to certain well-defined combinations of greedy algorithms
that are suitably monotone in the agent’s private information [13, 18]. This algorith-
mic lens allows to focus on the quality of the solutions output by OSP mechanisms,
measured in terms of the approximation guarantee to a given objective function, and
conclude that these monotone greedy algorithms can perform well for some binary
allocation problems [13] but, in general, less well for richer solution spaces [18].

Does OSP encapsulate strategic simplicity in mechanism design? Let us consider
agents with limited foresight, who can only devise a plan for their next k moves (their
planning horizon) but cannot anticipate what they will do after that. It may not be
simple enough for agents to go beyond that horizon in their reasoning; in chess, for
example, if white can always win, any winning strategy is obviously dominant but
requires to look at many moves in the future meaning that the strategic choices in
chess are far from obvious [28]. Similarly, software agents may need more data to be
“retrained” and get a more granular picture of the scenarios that go beyond their k-
th future move and plan accordingly. What is simplicity in mechanism design for
these agents? OSP would result simple for agents with infinite planning horizons
(e.g., agents who need not retrain and have all the data available from the begin-
ning). A solution concept called Strong OSP (SOSP) has been recently introduced in
the literature to define simplicity for agents who cannot forecast any of their own
future moves [28] (e.g., those who need to retrain after each move). Can we interpo-
late between these two extremes? Is, in case, the class of implementable mechanisms
larger the longer the agents’ planning horizons?

Our Contribution. We introduce the notion of k-step OSP mechanisms to capture
the incentive compatibility of agents who decide their next move by only planning
for the subsequent k steps and leave the remaining moves undecided. Thus, OSP
corresponds to the case in which k = ∞ since, when determining their next move,
agents reason about all their subsequent actions in the extensive-form mechanism.
SOSP, on the contrary, corresponds to the case in which k = 0 in that no extra future
action is planned for in addition to the one under consideration. We fully character-
ize k-step OSP mechanisms as follows:
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Main Theorem 1 (informal). A mechanism is k-step OSP for single-parameter
agents and binary allocation problems if and only if each agent receives at most
k +2 “OSP queries”, the (k +2)-th (if any) being “payoff-neutral up to one type”.

In the informal statement above, “OSP query” means that the extensive-form mech-
anism must satisfy the ensuing OSP constraints, whereas “payoff-neutral up to one
type query” means that the payoff for the queried agent i is essentially determined
for all her moves but potentially one; this move corresponds to a single type of i for
which her outcome can still be undecided at that point. Whilst it is expected that
the queries must be OSP, it is surprising that there is clean connection between the
number of possible queries that each agent can be asked and her planning horizon,
with up to k + 1 “unrestricted” queries to each agent i and one closing query that
not only can affect the outcome that the other players will receive but also i ’s (albeit
very limitedly)3. Thus, our notion fully captures the trade-off between simplicity and
implementability. The more sophisticated the decision making of the agents is, the
more mechanisms are incentive compatible. In particular, our notion gives rise to a
fully nested class of mechanisms since every k-step OSP mechanism is also k ′-step
OSP for k ′ > k.

To prove this characterization, we develop the theoretical foundations to study
k-step OSP mechanisms. We prove that it is w.l.o.g. to focus on a certain family of
implementations and find a structural property of k-OSP constraints that limits the
class of queries that the mechanism can make. We subsequently give a version of
the Taxation Principle for k-OSP mechanisms by proving that from a certain point
of the extensive-form game, outcomes (and payments) need to be constant for the
agent being queried. Few additional structural properties are then proved to bound
the number of queries to k +2 and determine the power of the last query.

This result complements the results by Pycia and Troyan [28] for binary allo-
cation problems from two perspectives. Firstly, our characterization says that each
agent has two payoff relevant queries in an SOSP mechanism. Under an assump-
tion of rich domains, Pycia and Troyan [28] prove instead that agents only take one
payoff-relevant move in SOSP mechanisms. Thus, our result highlights that for gen-
eral single-dimensional type domains, there can be a second query which affects
the outcome of the queried agent in a very specific and limited way. Secondly, Py-
cia and Troyan [28] consider a notion of k-step dominance, which is very related to
ours, in that agents think about k future self moves when taking a decision. It turns
out that their definition is technically different, with consequences on the bound-
aries between simplicity and implementability. In [28], although agents take into ac-
count their subsequent k moves they do not commit to them but rather follow the
principle of “cross[ing] that bridge when you come to it” (i.e., make choices as they
arise) [30]. It is thus assumed that the agents optimistically complete the “honest”
path of play beyond their planning horizon when taking a decision. To some extent,
our notion formalizes the “look before you leap” (i.e., create a complete contingent
plan for the possible k future decisions one may have) model of decision making

3 This connection is neither an “innate” nor a straightforward property of k-step OSP mech-
anisms, since for larger outcome spaces there may be k-step OSP mechanisms with more
than k +2 queries.
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[30]. Agents take a pessimistic perspective by considering the worst possible way in
which they can complete their “honest” path of play beyond their planning hori-
zon. Consequently, our approach is more restrictive but more robust to decisions
made outside the agents’ planning horizons. (Please see Example 1 for an illustra-
tion of the differences between the two notions.) Importantly, within their modeling
of decision making, Pycia and Troyan [28] prove that one future move is enough for
1-step simple mechanisms, for which honesty is one-step dominant, to collapse to
OSP mechanisms. In fact, agents can at each step reconsider whether the plan that
was 1-step dominant at the previous decision point is still the right way to go; intu-
itively, this freedom allows the agents to reconstruct an obviously dominant strategy
step by step. Our notion instead draws a more fine grained boundary between the
mechanisms that can be implemented and the behavioral model of the agents inter-
acting with them.

Example 1 (Ascending price auctions). Consider an ascending auction for a single
good, where at each non-terminal information set, an agent is called to play and has
two actions, Stay In or Drop Out. The payoff of an agent i is equal to the agent’s val-
uation vi minus her payment if the agent is allocated the good and 0 otherwise. The
price for the good weakly increases along each path of play. The auction ends when
there is only one agent who has not dropped out; she wins the good and pays the
price associated to the last time she moved. We remark that the ascending auction is
OSP because the strategy of staying in as long as the current price is below the agent’s
valuation is obviously dominant, as shown in [23].

A one-step dominant strategy at information set I∗ is the following. If p(I∗), the
price at I∗, is not higher than vi , then Stay In and Drop Out at the subsequent infor-
mation set I along a path of play. If the price at I∗ is higher than vi , then Drop Out
at I∗ and the subsequent information set I . This is one-step dominant because in
both cases, the minimum from following the strategy is 0 (dropping out eventually)
which is not worse than other strategies at I∗ which can only guarantee a payoff of 0.
Importantly, in her decision process, agent i is ignoring future paths of play wherein
the agent will not drop out. However, player i must not necessarily drop out at I but
can still stay in if the price at I is not higher than vi . Agent i can thus eventually have
inconsistent plans (cf. Remark 1 in [28]). Moreover, there are paths where i could,
beyond her planning horizon, stay in even for prices higher than vi .

A 1-step obviously dominant strategy instead mimics the aforementioned obvi-
ously dominant strategy but limits it to a planning horizon of two moves. So the agent
would look at both p(I∗) and p(I ), prices at I∗ and I , and Stay In (Drop Out, resp.)
at I ′ ∈ {I∗, I } if p(I ′) ≤ vi (p(I ′) > vi , resp.). Incidentally, and differently from above,
our notion leads to consistent strategies since the decision of agent i at I will follow
the same recommendation dictated by the strategy at I∗. This strategy is 1-step obvi-
ously dominant only when the minimum payoff that can be reached by completing it
in any possible way would be better than a deviation. So, for example, if the type do-
main of agent i were $1, $2, $3, $4 and $5, and her type were $4 then, by following the
strategy, agent i would have stayed in for prices $2 and $3 (for her first two moves). To
evaluate the 1-step obvious dominance of the strategy, agent i would then take the
worst possible path of play that her future self could take, e.g., the decision to stay in
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for a price of $5 leading to a payoff of −1. The best possible payoff by deviating is 0
(e.g., dropping out).

To further explore the boundary between implementabilty and simplicity, we
study the extent to which the approximation guarantee of OSP deteriorates when fu-
ture self moves are not fully accounted for in decision making. We build on our first
theorem to characterize what social choice functions can be implemented by k-step
OSP mechanisms. Towards this end, we define a version of cycle monotonicity for
k-step OSP; as in the cases of SP and OSP (amongst others) cycle monotonicity is a
useful tool in that it allows to separate the allocation function (whose approximation
guarantee we want to bound) from the payment function. The construction of this
useful toolkit requires some further work to conveniently rewrite k-step OSP con-
straints. We are then able to algorithmically characterize k-step OSP mechanisms,
by relating the cycles of the OSP graph [12] with those of the k-step OSP graph we
define.

Main Theorem 2 (informal). There is a k-step OSP mechanism implementing
binary social choice function f if and only if f is two-way greedy with k-limitable
priority functions.

The algorithmic nature of OSP for binary allocation problems can be explained in
terms of two-way greedy algorithms [13]. These are algorithms that build the even-
tual solution by either greedily including agents with low cost (high valuation, resp.)
– termed forward greedy algorithm – or by greedily excluding agents that have a
high cost (low valuation, resp.) – termed reverse greedy algorithm – for minimiza-
tion (maximization, respectively) problems.4 These algorithms adopt adaptive pri-
ority functions (that is, priority functions that depend on the past choices made by
the algorithm) to define the greedy order in which agents have to be processed. The
restriction from OSP to k-step OSP limits the class of priority functions that can
adopted – it must be the case that each agent i is at the top of the priority list for
no more than k +2 times excluding the instances in which i is consecutively at the
top. These are k-limitable priority functions. Loosely speaking, this means that the
greedy algorithm must be ready to decide whether an agent is included or excluded
from the solution in no more than k +2 steps, thus clearly demarcating the algorith-
mic limitations that k-step OSP imposes.

We conclude this work by exploring the power of this class of algorithms. We fo-
cus here on p-systems, a class of problems for which it is known that greedy algo-
rithms can compute a solution with approximation at most p. To what extent can
this result be replicated for k-step OSP mechanisms? The size of the type domain of
the agents and the format of the greedy algorithm play a crucial role. Let d denote
half the size of the agents’ type domain (for simplicity of exposition assume that d is
an integer); we obtain the following tight result.

4 In general, different agents can face different directions; in specific circumstances, it is pos-
sible to move from one direction to the other even for single agents, cf. Section 5.
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Main Theorem 3 (informal). There is a p-approximate k-limitable reverse greedy
algorithm for p-systems whenever k ≥ d − 2. There is an instance of a 1-system
(i.e., a weighted matroid) for which no k-limitable two-way (forward, respec-
tively) greedy algorithm has bounded approximation for k < d − 2 (k < 2d − 3,
respectively).

We can then conclude that, in the worst case, there is no gradual degradation of
the performances of k-step OSP mechanisms; as the value of k decreases, there is
a stark dichotomy. Essentially, the two-way greedy algorithm needs to traverse the
domain of each agent to compute good solutions when the types in the domain are
sufficiently far apart, meaning that k must be large enough. It is conceivable to imag-
ine that were it possible to cluster the domain of the agents around k centres without
losing too much granularity, then better results would be possible. Interestingly, re-
verse greedy needs half the number of priority functions of forward greedy. It was
already known that forward greedy is less robust than reverse greedy to economic
desiderata (such as, individual rationality) of OSP mechanisms, due to the charac-
terization of OSP payments in [17]. Our result further shows that reverse greedy is
not only economically but also algorithmically more robust than forward greedy to
imperfect rationality.

Related Work. OSP mechanisms have been extensively studied in various contexts,
including stable matchings and single-peaked domains [6, 32, 5]; settings without
monetary transfers [27]; binary allocation and single-dimensional problems [13, 18];
and, combinatorial auctions and machine scheduling [21, 10]. Extensions and vari-
ants of OSP include monitoring and verification in OSP mechanisms [15, 14]; k-OSP,
interpolating between OSP and classical strategyproofness [16]; and, Non-Obviously
Manipulable (NOM) mechanisms [33, 3]. These studies have provided characteriza-
tions, impossibility results, and approximation bounds for various OSP mechanism
design problems.

2 Preliminaries

Let N be a set of n selfish agents and let S be a set of feasible outcomes. Each agent
i has a type ti ∈ Di , where Di is the domain of i . The type ti is assumed to be private
knowledge of agent i . We let ti (X ) ∈ R denote the cost of agent i with type ti for the
outcome X ∈ S . When costs are negative, it means that the agent has a profit from
the solution, called valuation.

We would like to run a mechanism in order to select an outcome and assign op-
portune payments. I.e., the mechanism implements a pair ( f , p), where f (termed
social choice function or, simply, algorithm) maps the actions taken by the agents to
a feasible solution in S , and p maps the actions taken by the agents to payments.
Note that payments need not be positive. Each selfish agent i is equipped with a
quasi-linear utility function ui : Di ×S → R: for ti ∈ Di and for an outcome X ∈ S

returned by a mechanism M , ui (ti , X ) is the utility that agent i has for the imple-
mentation of outcome X when her type is ti , i.e., ui (ti , X ) = pi − ti (X ). In this work
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we will focus on single-parameter settings, that is, the case in which the private in-
formation of each bidder i is a single real number ti and ti (X ) can be expressed as
ti wi (X ) for some publicly known function wi .

In order to implement ( f , p), we design a game Γ for the agents to play. Specif-
ically, Γ is an imperfect-information, extensive-form game with perfect recall, de-
fined in the standard way: H is a finite collection of partially ordered histories (i.e.,
sequences of moves). At every non-terminal history h ∈H , one agent i ∈ N is called
to play and has a finite set of actions A(h) from which to choose. At some history
h it may be also possible that the mechanism M plays by taking a random choice:
specifically, we denote with ω(h) the realization of the mechanism’s random choice
at history h, and with ω = (ω(h))h∈H : M plays at h the mechanism’s random choices
along the entire game. Each terminal history is associated with an outcome X ∈ S ,
and agents receive utility ui (ti , X ). We let h′ ⊆ h denote that h′ is a subhistory of h
(equivalently, h is a continuation history of h′), and write h′ ⊂ h when h′ ⊆ h but
h ̸= h′. When useful, we sometimes write h = (h′, a) to denote the history h that is
reached by starting at history h′ and following the action a ∈ A(h).

An information set I of agent i is a set of histories such that for any h,h′ ∈ I and
any subhistories h̃ ⊆ h and h̃′ ⊆ h′ at which i moves, at least one of the following
conditions holds: (i) there is a history h̃∗ ⊆ h̃ such that h̃∗ and h̃′ are in the same
information set, A(h̃∗) = A(h̃′), and i makes the same move at h̃∗ and h̃′; (ii) there
is a history h̃∗ ⊆ h̃′ such that h̃∗ and h̃ are in the same information set, A(h̃∗) =
A(h̃), and i makes the same move at h̃∗ and h̃. We denote by I (h) the information set
containing history h. Roughly speaking, an information set collects all the histories
that an agent is unable to distinguish.

A strategy for a player i in game Γ is a function Si that specifies an action at each
one of her information sets. When we want to refer to the strategies of different types
ti of agent i , we write Si (ti ) for the strategy followed by agent i of type ti ; in partic-
ular, Si (ti )(I ) denotes the action chosen by agent i with type ti at information set I .
We use S(t) = (Si (ti ))i∈N to denote the strategy profile for all of the agents when the
type profile is t = (ti )i∈N . An extensive-form mechanism is an extensive-form game
together with a profile of strategies S.

Given an agent i , an information set I is an earliest point of departure between
strategy Si and S′

i in game Γ if I is on the path of play under both Si and S′
i and

both strategies choose the same action at all earlier information sets, but choose a
different action at I . I.e., I is the earliest information set at which these two strategies
diverge. Note that for two strategies, there will in general be multiple earliest points
of departure.

For an agent i with preference ti , strategy Si k-step obviously dominates strat-
egy S′

i in game Γ if, starting at any earliest point of departure I between Si and S′
i ,

the outcome that maximize the utility of i among the ones reachable following S′
i at

I is weakly worse than the outcome that achieves the minimum utility among the
ones reachable by following Si at I , where worst (best, resp.) cases are determined by
considering any future play by other agents (including random choices of the mech-
anism) and any future play of agent i that coincides with strategy Si (S′

i , resp.) in
all information sets I ′ following I such that i plays at most k times between I (ex-
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cluded) and I ′ (included). In particular we simply say that Si obviously dominates
S′

i when k =∞, and that it strongly obviously dominates S′
i when k = 0. If a strategy

Si (k-step / strongly) obviously dominates all other S′
i , then we say that Si is (k-step

/ strongly) obviously dominant. If a mechanism implements f by guaranteeing that
each player has a (k-step / strongly) obviously dominant strategy, we say that it is
(k-step / strongly) obviously strategy-proof ((k-step / S) OSP).

Round-Table Mechanisms. Mackenzie [24] proved that for OSP mechanisms, it is
without loss of generality to consider mechanisms M with a specific format, named
round table mechanisms, defined as follows. M is defined by a triple ( f , p,T ) where,
as above, the pair ( f , p) determines the outcome of the mechanism, and T is a tree,
called implementation tree, such that:
– Every leaf ℓ is labeled with a possible outcome of the mechanism (X (ℓ), p(ℓ)),

where X (ℓ) ∈S and p(ℓ) ∈Rn ;
– Each internal node u in the implementation tree T defines the following:

• An agent i = i (u) to whom the mechanism makes some query. Each possible
answer to this query leads to a different child of u.

• A subdomain D(u) = (Di (u),D−i (u)) containing all types profiles that are com-
patible with u (or available at u), i.e., with all the answers to the queries from
the root down to node u. Specifically, the query at node u defines a partition
of the current domain of i , Di (u) into k ≥ 2 subdomains, one for each of the k
children of node u. Thus, the domain of each of these children will have, as for
the domain of i , the subdomain of Di (u) corresponding to a different answer of
i at u, and an unchanged domain for the other agents. We also say that action at
u signals the associated subdomain.

Observe that, according to the definition above, for every type profile b = (bi ∈ Di )i∈N

there is only one leaf ℓ = ℓ(b) such that b belongs to D (ℓ). Similarly, to each leaf ℓ
there is at least a profile b that belongs to D (ℓ). This allows as to simplify the nota-
tion: indeed, we can define M (b) = (X (ℓ), p(ℓ)) for ℓ= ℓ(b). Similarly, we can simply
write f (b) = ( f1(b), . . . , fn(b)) = X (ℓ) and p(b) = (p1(b), . . . , pn(b)) ∈ Rn = p(ℓ), and
ui (ti ,M (bi ,b−i )) = pi (bi ,b−i )− ti ( f (bi ,b−i )). For the single-parameter setting, con-
sidered in this work, we can further simplify the notation, by setting ti (X ) = ti fi (b)
when we want to express the cost of a single-parameter agent i of type ti for the out-
put of social choice function f when the actions taken by the agent lead to the leaf ℓ
associated with bid vector b.

Two type profiles b, b′ are said to diverge (or to be separated) at a node u of T if
this node has two children v, v ′ such that b ∈ D(v), whereas b′ ∈ D(v ′). For every such
node u, we say that i (u) is the divergent agent at u. We sometimes abuse notation and
we say that two types ti and bi of the agent i = i (u) diverge (are separated) at u.

A round-table mechanism M is OSP if for every agent i with real type ti , for every
vertex u such that i = i (u), for every b−i ,b′

−i (with b′
−i not necessarily different from

b−i ), and for every bi ∈ Di , with bi ̸= ti , such that (ti ,b−i ) and (bi ,b′
−i ) are compatible

with u, but diverge at u, it holds that ui (ti ,M (ti ,b−i )) ≥ ui (ti ,M (bi ,b′
−i )). Roughly

speaking, OSP requires that each time agent i is asked to take a decision that depends
on her type, the worst utility that she can get if she henceforth behaves according to
her true type is at least the best utility she can get by deviating.
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We will extend this definition as follows. Let us first start with some useful defi-
nitions. For each agent i , and for each vertex u in the implementation tree T such
that i = i (u), and every u′ along the path from u to a leaf, we say that u′ belongs
to the k-step limit Lk (u) of u if u′ is the k-th node along this path (u excluded) in
which i is queried or, if i is queried in less than k nodes along this path, then u′ is
the leaf. Moreover, for each agent i , and for each vertex u in the implementation tree
T such that i = i (u), the k-step neighborhood Nk (u) of u consists of each node of
T that appears in the path between u and some u′ ∈ Lk (u). Then, for each agent
i and for each vertex u in the implementation tree T such that i = i (u), two (not
necessarily different) profiles a and b are said to be k-step unseparated at u if a and
b do not diverge either at u or in every node in the k-step neighborhood of u. Fi-
nally, for each agent i and profile a, and for each vertex u in the implementation tree
T such that i = i (u) and a is available at u, the k-step equivalence class of a at u is
Γk

u(a) = {b : b is k-step unseparated from a at u}.
Then, a round-table mechanism M is k-step OSP if for every agent i with real

type ti , for every vertex u such that i = i (u), for every b−i ,b′
−i ,b′′

−i (with b′
−i ,b′′

−i not
necessarily different from b−i and different from each other), and for every bi ,b′

i ∈ Di

such that (ti ,b−i ), (bi ,b′
−i ) ∈ Γk

u(ti ,b−i ), while (ti ,b−i ) and (b′
i ,b′′

−i ) diverge at u, it
holds ui (ti ,M (bi ,b′

−i )) ≥ ui (ti ,M (b′
i ,b′′

−i )). Roughly speaking, k-step OSP requires
that, at each time step agent i is asked to take a decision, the worst utility that she
can get if she now behaves according to her true type is at least the best utility she
can get by behaving differently, even if she later (i.e., after the next k queries received
by the mechanism) changes her mind and plays as if her type was an untruthful but
still available one.

Mackenzie [24] proved that if there is an OSP mechanism implementing a social
choice function f , then this can be also implemented by an OSP round-table mecha-
nism. We show that this is true also for k-step OSP. We will thus focus on round-table
mechanisms in this paper.

Theorem 1. There is a k-step OSP mechanism implementing a social choice f if and
only if f can be also implemented by a k-step OSP round-table mechanism.

3 Characterizing the Implementation Tree

M = ( f , ·,T ) is said to be almost-ordered, if for every agent i , every node u of T such
that i = i (u), and every pair of profiles a and b separated at u such that fi (a) > fi (b)
we have that ci < di where ci = max{xi | ∃x−i : (xi ,x−i ) ∈ Γk

u(a)} and di = min{xi |
∃x−i : (xi ,x−i ) ∈ Γk

u(b)}. Roughly speaking, M is almost ordered if for every pair L
and R of the subsets in which Di (u) is partitioned at u, either M assigns the same
outcome to all types in L ∪R or these two sets are ordered (i.e., the types in one set
are all smaller than the types in the other). Due to page limit, proofs are deferred to
full version.

Lemma 1. An extensive-form mechanism M = ( f , p) with implementation tree T is
k-step OSP if and only if for all i , all vertices u of T such that i = i (u), and every pair
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of profiles a and b separated at u, the following k-step OSP constraint holds for all
(ci ,c−i ) ∈ Γk

u(a):

pi (bi ,b−i )−pi (ai ,a−i ) ≤ ci
(

fi (bi ,b−i )− fi (ai ,a−i )
)

. (1)

Theorem 2. A k-step OSP mechanism M implementing social function f with im-
plementation tree T is almost-ordered.

Let us focus on settings with binary outcomes, i.e., S = {0,1}n and consider a
mechanism M implementing ( f , p) with implementation tree T . We next provide
some useful definitions.

Definition 1 (Suffix/Prefix of Type Domains). Given a node u ∈T and agent i = i (u)
we say that the domain Di (u) is prefix if max{t ∈ Di (u)} < min{t ∈ Di \ Di (u)}, i.e., it
only contains the smaller types in the domain of u (with larger types already removed
in the queries preceding u). Similarly, we say that Di (u) is suffix if min{t ∈ Di (u)} >
max{t ∈ Di \ Di (u)}.

Definition 2 (Revelation, Extremal and (In)Effective Queries). Given a node u ∈T

and a type t ∈ Di (u), i = i (u), we say that the query at this node is a(n)
Revelation query if agent i is asked to reveal her type.
Extremal query if agent i is asked to separate one extreme (i.e., the minimum or max-

imum type) from the rest of her current domain Di (u).
Ineffective query if for every x−i available at u, and every t ′, t ′′ ∈ Di (u), fi (t ′,x−i ) =

fi (t ′′,x−i ) and pi (t ′,x−i ) = pi (t ′′,x−i ). In words, regardless of how types are parti-
tioned by this query, i receives the same outcome and payment for every given profile
x−i .

Strongly Ineffective query if for all x−i ,x′−i ∈ D−i (u) and all t ′, t ′′ ∈ Di (u), we have
fi (t ′,x−i ) = fi (t ′′,x′−i ) and pi (t ′,x−i ) = pi (t ′′,x′−i ). In words, in such a query agent
i receives the same outcome and payment for each possible profile available at that
history.

Only-t effective query if for each x−i available at u and every t ′, t ′′ ∈ Di (u) with
t ′, t ′′ ̸= t , fi (t ′,x−i ) = fi (t ′′,x−i ) and pi (t ′,x−i ) = pi (t ′′,x−i ), and there is y−i avail-
able at u such that fi (t ,y−i ) ̸= fi (t ′,y−i ). In words, for each profile of other agents’
actions, the outcome and payment received by i is the same except for the type t .

Strongly only-t effective query if for each x−i ,x′−i available at u and every t ′, t ′′ ∈
Di (u) such that t ′, t ′′ ̸= t , fi (t ′,x−i ) = fi (t ′′,x′−i ) and pi (t ′,x−i ) = pi (t ′′,x′−i ), and
there is y−i available at u such that fi (t ,y−i ) ̸= fi (t ′,y−i ). That is, i receives exactly
the same outcome and payment in each profile available at u, except for the ones in
which she has type t .

We concentrate on (strongly) only-maximum (minimum, resp.) effective queries, that
is, the (strongly) only-t queries for which t = max{t ∈ Di (u)} (t = min{t ∈ Di (u)}, resp.).

Definition 3 (k-limited mechanism). A mechanism M implemented by a tree T is
k-limited if for each agent i , and for every path P from the root of T to a leaf, one of
the following holds:

– i is queried at most k +1 times along P;
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– i is queried at most k + 2 times along P and at the node u corresponding to the
(k +2)-th query: (i) either |Di (u)| = 2 or Di (u) is prefix; and (ii) the query at u is
either a strongly ineffective revelation query, or a strongly only-maximum effective
revelation query or an only-maximum effective extremal query that separates the
maximum type in Di (u) from the rest of the domain;

– i is queried at most k + 2 times along P and at the node u corresponding to the
(k +2)-th query we have that: (i) Di (u) is suffix; and (ii) the query at u is either a
strongly ineffective revelation query, a strongly only-minimum effective revelation
query or it is an only-minimum effective extremal query that separates the mini-
mum type in Di (u) from the rest of the domain.

Theorem 3. If there is a k-step OSP mechanism M that implements ( f , p) with im-
plementation tree T , then there is a k-limited k-step OSP mechanism M ′ implement-
ing ( f , p).

The rest of this section proves Theorem 3. We first prove some preliminary properties
of a k-step OSP mechanism M , which amount to a version of the taxation principle
for k-step OSP.

Lemma 2 (Taxation Principle for k-step OSP). Let M be a k-step OSP mechanism
that implements ( f , p) with implementation tree T . For all i and for each vertex u in
T such that i = i (u), take any three profiles a = (ai ,a−i ), c = (ci ,a−i ), and d = (di ,a−i )
such that (i) ai < ci < di , (ii) a,c,d ∈ Γk

u(a), and (iii) there is u′ ∉ Nk (u) such that
i = i (u′), a,c, and d are available at u′, and two among a, c, and d are separated at u′.
We have that:
1. if there are b and b′ separated from a,c,d by i along the path from u to u′ such

that bi > di and b′
i < ai , then fi (a) = fi (c) = fi (d) and pi (a) = pi (c) = pi (d) (Outer-

sandwich separations);
2. if there is b separated from a,c,d by i along the path from u to u′ such that ai <

bi < di , then fi (a) = fi (c) = fi (d) and pi (a) = pi (c) = pi (d) (Inner-sandwich sepa-
ration);

3. if there is b separated from a,c,d by i along the path from u to u′ such that bi > di

then fi (a) = fi (c) and pi (a) = pi (c) (Top separation);
4. if there is b separated from a,c,d by i along the path from u to u′ such that bi < ai

then fi (c) = fi (d) and pi (c) = pi (d) (Bottom separation).

Mechanism M with implementation tree T is almost k-limited if T is such that
for each agent i and every path P from the root of T to a leaf, the following condi-
tions are satisfied:
– for u ∈ P corresponding to the (k+2)-th query to i , if we denote with ai and di the

minimum and the maximum of the types of i available at u respectively, we must
have that
• if Di (u) contains at least three types and it is neither prefix nor suffix (i.e., in the

previous k +1 queries to i , either i separated from Di (u) types bi and b′
i such

that bi > di and b′
i < ai , or i separated from Di (u) type bi such that ai < bi < di ),

then the (k +2)-th query is ineffective;



12 D. Ferraioli and C. Ventre

• if Di (u) contains at most two types or it is prefix (i.e., in the previous k+1 queries
to i , i separated from Di (u) only types bi such that bi > di ), then the (k +2)-th
query is either ineffective or it is only-maximum effective;

• if Di (u) contains at least three types and it is suffix (i.e., in the previous k + 1
queries to i , i separated from the domain only types bi such that bi < ai ), then
the (k +2)-th query is either ineffective or it is only-minimum effective.

– every u ∈ P corresponding to the q-th query to i with q ≥ k +3 are ineffective.
Considering the first query along a path P , Lemma 2 restricts the (k+2)-th query

on P as in the first bullet point (the three cases corresponding to sandwich, top,
and bottom separations, respectively). Moreover, given these properties, the subse-
quent queries must be ineffective (as requested by the second condition of almost
k-limited mechanisms). Thus, Lemma 2 can be restated as follows.

Corollary 1. If a mechanism M that implements ( f , p) with implementation tree T

is k-step OSP, then T is almost k-limited.

We further limit the effectiveness of the (k+2)-th and following queries: if a query
is ineffective for a pair of separated types then it is strongly ineffective for those types.

Lemma 3 (Strong Ineffectiveness upon Separation). If a mechanism M that im-
plements ( f , p) with implementation tree T is k-step OSP, then for every i , and ev-
ery path P of T , every node u ∈ P such that i (u) = i , if there are t , t ′ ∈ Di (u) such
that for every x−i available at u we have that fi (t ,x−i ) = fi (t ′,x−i ), and t , t ′ are sepa-
rated at u, then for every x−i ,x′−i available at u we have that fi (t ,x−i ) = fi (t ′,x′−i ) and
pi (t ,x−i ) = pi (t ′,x′−i ).

Lemma 3 states that if in path P of T the (k +2)-th query to i is ineffective, then it
must be strongly ineffective. Similarly, if in some path P of T the (k + 2)-th query
to i is only-maximum (only-minimum, resp.) effective, and the types of i different
from the maximum (minimum, resp.) are separated at the (k + 2)-th or successive
query, then the (k + 2)-th query is strongly only-maximum (only-minimum, resp.)
effective. In order to stress that in T this property must be satisfied, we say that the
corresponding mechanism is strongly almost k-limited. Note that the (k+2)-th query
of a strongly almost k-limited mechanism can still be extremal if this is the last query.

Lemmas 2 and 3 imply that a k-step OSP mechanism must be strongly almost
k-limited. However, in such a mechanism we are still allowed to query agent i more
than k +2 times, or to have a (k +2)-th query that is neither a revelation nor an ex-
tremal query. However we can show that it is possible to transform T in order to
achieve the desired reduction to a k-limited mechanism. In particular, we will see
that we can always guarantee that the (k+2)-th is a revelation query. Theorem 3 then
follows from the repeated application of these transformations, since for each path,
agent i is either queried at most k + 1 times, or she is queried k + 2 times, the last
being a revelation or an extremal query.

4 Cycle-Monotonicity for k-step OSP

For each i , for each path P from the root of T to the node u corresponding to the
(k +2)-th query to i , if it exists, or to a leaf otherwise, we partition the domain Di of
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types of i in classes D1
i ,P , . . . ,Dℓ

i ,P , where ℓ= min{k+2, q+1}, q denoting the number

of queries to i along this path; D j
i ,P , for j < ℓ contains all types of i available at the

j -th query at i , but not at the ( j +1)-th query to i along P , and Dℓ
i ,P = Di \

⋃ℓ−1
j=1 D j

i ,P .

Suppose that, along the path P , i is queried at least k +2 times, and let u be the

node corresponding to the (k +2)-th query at i . Let Dk+2,E
i ,P be a maximal set of types

of i available at u that receive the same outcome for each possible fixed profile of

the remaining agents available at u, i.e., Dk+2,E
i ,P ⊆ Dk+2

i ,P such that for every t , t ′ ∈
Dk+2,E

i ,P and every x−i available at u we have that fi (t ,x−i ) = f (t ′,x−i ), and for every

t ∈ Dk+2,E
i ,P and every t ′′ ∈ Dk+2,E

i ,P = Dk+2
i ,P \ Dk+2,E

i ,P there is y−i available at u for which

fi (t ,y−i ) ̸= fi (t ′′,y−i ). Note that if the (k+2)-th query is (strongly) ineffective, we have

that Dk+2,E
i ,P = Dk+2

i ,P . Moreover, if the (k +2)-th query is (strongly) only-maximum or

only-minimum effective, then Dk+2,E
i ,P contains only the one extremal type for which

the (k +2)-th query is effective.
Given this partition of the type domain of agent i , we then partition the profiles

in equivalence classes as follows: for each agent i , for each path P from the root of T

to a node u corresponding to the (k+2)-th query to i , if it exists, or to a leaf otherwise,

we define the equivalence classes Λ j
i ,P (b) = {(xi ,x−i ) | xi ∈ D j

i ,P , x−i available at u,
fi (xi ,x−i ) = b}, for b ∈ {0,1} and j = q + 1 if in P agent i is queried at most q ≤ k +
1 times, and j ∈ {(k + 2,E), (k + 2,E)} otherwise. Let Λi be the set that contains all
the equivalence classes defined for agent i . Moreover, we abuse notation and we set

fi (Λ j
i ,P (0)) = 0 and fi (Λ j

i ,P (1)) = 1.

Definition 4. (k-step OSP-graph) Let f be a social choice function and T be an im-
plementation tree. We define for every agent i , the k-step OSP-graph Ok

i , f ,T with Λi

as the set of vertices, and an edge e between Λ,Λ′ ∈ Λi exists if there are x ∈ Λ and
x′ ∈ Λ′ such that x and x′ have been separated in T by i . Moreover, we set w(e) =
minxi |∃x−i : (xi ,x−i )∈Λ xi ( fi (Λ′)− fi (Λ)).

We say that the k-step OSP cycle monotonicity (k-step OSP CMON) property
holds if, for all i , the graph Ok

i , f ,T does not have negative weight cycles.

Theorem 4. A mechanism M with implementation tree T is k-step OSP for a social
function f on finite domains if and only if it is k-limited and k-step OSP CMON holds.

5 Algorithmic Characterization

We start by recalling the characterization for k =∞ [13]: there is an OSP mechanism
implementing f if and only f is two-way greedy implementable. Let us define this no-
tion. Agent i is revealable at node u under social choice function f if either fi (x) = 1
for every x such that xi ∈ Di (u) and xi < maxDi (u), and x−i is compatible with u,
or fi (x) = 0 for every x such that xi ∈ Di (u) and xi > minDi (u), and x−i is compati-
ble with u. Algorithm f : ×n

i=1 Di → S is two-way greedy implementable if it can be
implemented by a round-table mechanism with implementation tree T such that:
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– at each node u the agent i = i (u) separates her domain Di (u) in two ordered sub-
sets Li (u) and Ri (u), i.e., maxLi (u) < minRi (u), such that at least one of the two is
a singleton, i.e., it contains a single type, being the minimum in Di (u) (if Li (u) is a
singleton) or the maximum (if Ri (u) is a singleton). If Li (u) is a singleton, then the
agent i receives outcome 1 in every profile compatible with Li (u)×D−i (u), and we
say that i interacts with the mechanism in a greedy fashion. If Ri (u) is a singleton,
then i receives outcome 0 in every profile compatible with Ri (u)×D−i (u), and we
say that i interacts with the mechanism in a reverse greedy fashion;

– each agent i is not allowed to interleave interaction in a greedy fashion with in-
teraction in a reverse greedy fashion until she is revealable. Specifically, agent i at
node u is either revealable, or can interact with the mechanism in a greedy fash-
ion if and only if she i interacted with the mechanism in a greedy fashion at every
node u′ along the path between the root of T and u such that i = i (u′).

While the definition of two-way greedy implementable mechanism appears to
be quite involved, it establishes a very strong relationship between two-way greedy
implementable algorithms and greedy algorithms [13]. Essentially every greedy al-
gorithm and every reverse greedy algorithm (a.k.a., deferred-acceptance algorithm)
is two-way greedy, and hence can be turned in an OSP mechanism. This continues
to hold if the algorithm is allowed to greedily insert into the solutions some compo-
nents (i.e., interact greedily with some agents) and reverse greedily remove from the
solutions other components (i.e., interact reverse greedily with other agents). We will
finally observe that whenever an agent is revealable at some node u, we can ask the
agent to reveal her type without affecting the OSPness of the mechanism.

We can prove there is a useful relation between negative cycles in the k-step OSP-
graph, and negative cycles in the ∞-step OSP-graph: there is no negative cycle in
Ok

i , f ,T if and only if there is no negative cycle in O∞
i , f ,T . However, two-way greedy

implementation of f assumes that the implementation tree T is binary and makes
only extremal queries. Clearly, each implementation tree T ′ for which there are no
negative cycles in O∞

i , f ,T ′ , regardless of the kind of queries that are performed in T ′,
can be transformed in an implementation tree T with binary extremal queries that
still has no negative cycle through a serialization procedure (see [13, Observation 3
and Theorem 4]). Similarly, a binary implementation tree T with extremal queries
and no negative cycle in O∞

i , f ,T can be transformed in an implementation tree T ′

with generic queries but still no negative cycle through a simple compression proce-
dure: every two consecutive nodes u and u′ such that i = i (u) = i (u′) can be merged
in a single node U with outgoing edges leading to v1, . . . , vx , and to v ′

1, . . . , v ′
y , where

v1, . . . , vx are the children of u different from u′, and v ′
1, . . . , v ′

y are the children of
u′. However, these serialization/compression operations will change the number of
queries done to each agent. While this does not matter for ∞-step OSPness, it turns
out to be very relevant for k-step OSPness. Hence, we will introduce a way to keep
the number of queries to a given agent unchanged after the operations of serial-
ization/compression. Specifically, we say that a binary implementation tree T with
extremal queries is k-limitable if and only if the implementation tree T ′ achieved
through the compression procedure described above is k-limited. (For convenience
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we are abusing a bit our terminology by calling k-limited the implementation tree
T ′ rather than the mechanism M using T ′.)

Theorem 5. There is a k-step OSP mechanism implementing f iff f is two-way greedy
implementable and the corresponding implementation tree T is k-limitable.

Essentially, Theorem 5 states that the OSP characterization in term of greedy al-
gorithms continues to hold even for k-step OSPness. However, we here further re-
quire a constraint to be satisfied, i.e., that the implementation tree is k-limited (in
its compressed version) or k-limitable (in the serialized version). The effect of this
limitation is very heavy in the case of SOSP mechanisms.

6 Approximation Guarantee of k-step OSP Mechanisms

In this section we apply our characterization to quantify the restriction that k-step
OSP imposes on the quality of the algorithmic solution that can be implemented.
We will focus on maximization problems; agents’ types will thus be a non-negative
valuation (i.e., a non-positive cost) for each algorithmic allocation received.

To introduce our questions of interest, we start by discussing single-item auc-
tions: n agents have a valuation vi ∈ Di for the item, and we are willing to sell the
item to the agent with the highest valuation. Note that in order to fully define the
social function f for this problem, we need to specify how ties are broken. We will
assume that ties are broken in favor of the agent with the smallest index. We will also
assume for simplicity that every agent i has a domain Di = D . The ascending price
auction discussed in Example 1 is an OSP mechanism that solves this problem op-
timally. We can rephrase it in terms of two-way greedy implementation as follows:
mark all agents as available; for t from the smallest type to the second largest type
in D or until there is only one available agent, ask each available agent i in order
of their index whether her type is t , and in case of positive answer, mark the agent
as unavailable; assign the item to the agent with smallest index among the available
ones. Actually, this is not the unique OSP auction implementing the social function
of interest (e.g., we can query agents from the largest to the second smallest type and
allocate the item upon a positive answer).

Our question is then: can we implement single-item auctions with a k-step OSP
mechanism? If not, how large can be the price of limited foresight? To answer these
questions, observe that the English auction described above queries agents |D| −
1 times, the last query being a revelation strongly only-minimum effective query.
Hence, this mechanism is k-limitable, and, by Theorem 5, k-step OSP for k ≥ |D|−3.

However, the mechanism fails to be (|D|−4)-limited. Indeed, after the (|D|−3)-th
query to agent i , her domain contains the three largest types, and for each action of
other agents compatible with the (|D|−3)-th query, the outcome of this agent should
be the same when agent i has the smallest and the second smallest type. But the
ascending price auction described above does not provide such a guarantee. Can
there be another k-step OSP mechanism implementing the social choice function f ?
Or some social function f ′ differing from f only in the tie-breaking rule (and hence,
still returning an allocation that maximizes the social welfare)? We next address these
questions in a more general setting than single-item auctions.
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p-systems. We will now focus on the class of problems that satisfy the downward
closed property. In these problems we are given a set E of elements, a weight w(e) ∈R
for each ei nE , and a set F , containing subsets S ⊆ E , named feasible solutions, that
enjoy the following property: if S ∈ F , then T ∈ F for every T ⊆ S, and we aim to
select the feasible solution of maximum total weight, i.e. S∗ = argmaxS∈F

∑
e∈S w(e).

Specifically, we focus on p-systems: these are special problems for which it is
known that the greedy algorithm, that processes elements e in decreasing order of
their weight, and includes them in the current solution S unless S ∪ {e} ∉ F , and
the reverse greedy algorithm, that processes elements e in increasing order of their
weight, and remove any solution S containing e from the set O of maximal feasible
solutions unless this empties O , have approximation p. It is easy to check that the
problem of social-welfare single-item auction is an example of 1-system (a.k.a., ma-
troid). (For a formal definition of p-systems, we refer the reader to [19].) This, in turn,
means that for all these problems, it is possible to design an OSP mechanism that is
able to return a p-approximate feasible solution for the problem [13].

We defer to the full version the proof that it is always possible to implement the
reverse greedy algorithm defined above as a k-limitable two-way greedy algorithm

when k ≥
⌈ |D|

2

⌉
−2, and thus, by Theorem 5, that a k-step OSP algorithm exists that

returns a p-approximate solution for every p-system. We also show that, if no con-
straint is given on the values in D , then no k-step OSP mechanism exists that is able

to return a bounded approximation of the optimal solution, whenever k <
⌈ |D|

2

⌉
−2.

Theorem 6. There is a two-way greedy algorithm, which (i) is k-limitable for k ≥⌈ |D|
2

⌉
−2; and, (ii) returns a p-approximation of the feasible set of maximum weight

for every p-system. Conversely, for every ρ > 0, every d = |D| ≥ 5, and every k < d
2 −2

(k < d −3, resp.), there is a p-system (E ,F ) such that no k-limitable two-way greedy
(greedy, resp.) algorithm returns a feasible solution of total weight not larger than a 1

ρ

fraction of the total weight of the optimal feasible solution.

7 Conclusions

In this work, we have studied the algorithmic robustness of OSP to agents that are not
able to perform contingent reasoning and think about their future actions. Specifi-
cally, we introduce a novel notion, termed k-step OSP, that smoothens the notions
of OSP (where absence of contingent reasoning is the only cognitive limitation) and
SOSP (where in addition agents are unable to think about any of their future actions)
by maintaining the assumption that agents are not able to think contingently but
allowing them a foresight of k self moves ahead. We provide an algorithmic charac-
terization of these mechanisms for single-dimensional agents and binary outcomes,
via the introduction of a new cycle monotonicity toolkit. We apply our characteriza-
tion to downward-closed maximization problems and prove that the performance of
OSP can deteriorate when k is small in comparison to the type space of the agents.
En route, we prove that reverse greedy algorithms are more robust than greedy algo-
rithms to this worsening of the performances.
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A natural open problems left by this work is to understand the extent to which the
findings above hold for non-binary allocation problems, and quantify the limitations
of limited planning horizons for other optimization problems, such as scheduling
related machines that is now fully understood for OSP [18]. We highlight that our
framework can also be adopted for non-binary allocation problems to prove that
queries from the (k + 2)-th onward must be limited, but this does not necessarily
lead to mechanisms with only k + 2 queries since the Taxation Principle for k-step
OSP would be less clean as the relative weight of types and outcomes would matter.
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