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Abstract—The exploding volumes of mobile video traffic call
for deploying content caches inside mobile operators network.
With in-network caching, users’ requests for popular content can
be served from a content cache deployed at mobile gateways in
vicinity to the end user, therefore considerably reducing the load
on the content servers and the backbone of operator’s network.
In practice, content caches can be installed at multiple levels
inside an operator’s network (e.g., serving gateway, packet data
network gateway, RAN, etc.), leading to an idea of hierarchical
in-network video caching. In order to evaluate the pros and
cons of hierarchical caching, in this paper we formulate a
cache provisioning problem which aims to find the best trade-
off between the cost of cache storage and bandwidth savings
from hierarchical caching. More specifically, we aim to find the
optimal size of video caches at different layers of a hierarchical
in-network caching architecture which minimizes the ratio of
transmission bandwidth cost to storage cost. We overcome the
complexity of our problem which is formulated as a binary-
integer programming (BIP) by using canonical duality theory
(CDT). Numerical results obtained using the invasive weed
optimization (IWO) show that important gains can be achieved,
with benefit-cost ratio and cost efficiency improvements of more
than 43% and 38%, respectively.

Index Terms—Cache storage, canonical duality, hierarchical
in-network caching, invasive weed optimization, mobile video
delivery.

I. INTRODUCTION

The extensive growth in adoption of smartphones and tablets

has led to a continuous increase in mobile video traffic.

According to the recent reports [1], mobile video will represent

72% of global mobile data traffic by 2019, a 13-fold increase

from 2014. This new phenomenon has urged mobile opera-

tors to redesign their networks and search for cost-effective

solutions to bring content closer to the end user [2], [3].

One approach to this problem lies in installing geographi-

cally distributed content delivery networks (CDNs), which can

efficiently serve users within certain geographic areas. How-

ever, in order to reach an end-user’s device, CDN-served traffic

must still traverse through the wireless carrier core network

(CN) and radio access network (RAN) both of which con-

tribute to delays in streaming video content. In contrast, with

in-network caching, users can access popular content from

caches of nearby mobile network operator (MNO) gateways

[i.e. evolved packet core (EPC) and RAN] [3]–[8], therefore

significantly reducing video streaming latency. Moreover, from

the Internet Service Providers’ (ISP) perspective, in-network

caching also helps to reduce inter- and intra-ISP traffic and,

so, to optimize operating costs for leasing expensive fiber lines

that connect eNodeBs to EPC [7], [8].

Several approaches have been proposed to analyze intel-

ligent caching strategies for mobile content caching inside

MNO’s network [5]–[7]. An extensive overview of the tech-

niques for in-network content caching in 5G mobile networks

has been introduced in [8], whereas different proactive mobile

caching schemes have been discussed in [4], [9]. The current

paper contributes to this stream of work by analyzing the trade-

off between the potential savings from- and infrastructural

costs of hierarchical in-network caching. In more details, the

main contributions of this paper can be summarized as follows:

• To the best of our knowledge, we present the first attempt

to formalize the problem of storage provisioning for a

hierarchical in-network video caching which optimizes

the trade-off between the cost of transmission bandwidth

and the cost of storage.

• We focus our analysis on Scalable Video Coding (SVC)-

based dynamic adaptive streaming over HTTP (DASH)

format which encodes a video into different quality layers

and is therefore more resource-efficient than traditional

H.264/AVC-based DASH in which a separate AVC video

file is encoded for each video quality format [10].

• We solve the storage provisioning problem using CDT

[11]. More specifically, we transform our BIP problem

into a canonical dual problem in continuous space, which

is a concave maximization problem. Additionally, we

provide the conditions under which the solutions of the

canonical dual problem and primal problem are identical.

• The canonical dual problem results in complex non-linear

equations which are efficiently solved by applying IWO

algorithm [12].

In summary, our results suggest an improvement of up to

43.74% in benefit-cost ratio and 38.59% in cost efficiency

in comparison with a naive Least Frequently Used (LFU)

approach.

The rest of the paper is structured as follows. Section II

describes the system model. The cache provisioning problem

is formulated in III. Section IV presents the canonical dual

framework. Section V conducts a simulation analysis of the

model. The conclusion is presented in Section VI.

II. SYSTEM MODEL

The system consists of I video streams, which are indexed

by the set I , {1, . . . , i, . . . , I}. We index different quality

layers of a video stream by the set J , {1, . . . , j, . . . , J}.
By qij , we denote the jth quality layer of video i, which
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Fig. 1: A hierarchical in-network video caching system.

has a size and popularity (hit rate) of fij and pij , respec-

tively. We consider a hierarchical in-network caching sys-

tem with caches within different layers as shown in Fig. 1.

We index different layers of the hierarchical architecture by

N , {1, . . . , n, . . . , N}. One example of a hierarchical in-

network caching system can be found in [5], which defines

a cache hierarchy tree of three layers with first, second and

third layer nodes being eNodeBs, serving gateways (S-GWs)

and packet data network gateway (P-GW), respectively. More

examples can be found in [7].

A. Notations and Variables

1) Cache Assignment Binary Decision Variable (xnij ∈
{0, 1}): represents the cache assignment for qij in the nth

cache hierarchy, where xnij = 1 indicates that an storage

size of fij should be assigned to a cache in layer n of

the hierarchical in-network caching system and xnij = 0
otherwise.

2) Provisioned Storage Size (sn): the storage capacity that

is required to be assigned to the nth layer of the in-network

hierarchy.

3) Maximum Possible Storage Size (mn): the maximum

possible storage capacity that the MNO can install on the nth

layer of hierarchical caching system.

4) Effective Load (lnij): is the reduction in the transmission

bandwidth as a result of caching qij in layer n of the in-

network caching hierarchy, where lnij = fij × pij × xnij .

5) Benefit Function (bn): We assume that the benefit of

transmission bandwidth saving follows a predefined function

Γ : R → R. Thus, we estimate the benefit derived from the

reduction in transmission bandwidth when videos are cached

in the nth layer of the in-network caching hierarchy as

bn(lnij) = Γ
(

I
∑

i=1

J
∑

j=1

lnij

)

∀n ∈ N. (1)

6) Cost Function (cn): We assume that the cache storage

cost follows a predefined function Λ : R→ R. Hence, the cost

associated with provisioned storage size sn is

cn(sn) = Λ(sn) ∀n ∈ N. (2)

Both benefit and cost functions can be any appropriate

function defined by the MNO. However, without loss of

generality, we may assume that they are either linear or

logarithmic.

III. PROBLEM FORMULATION

We formulate the cache provisioning problem as follows.

max
x

∑N
n=1 bn(lnij)

∑N
n=1 cn(sn)

(3)

subject to:

sn =

I
∑

i=1

J
∑

j=1

fijxnij ≤ mn ∀n ∈ N (3a)

N
∑

n=1

xnij ≤ 1 ∀i ∈ I, ∀j ∈ J (3b)

xnij−1 ≥ xnij ∀n ∈ N, ∀i ∈ I, ∀j ∈ J−{1} (3c)

xnij ∈ {0, 1} ∀i ∈ I, ∀j ∈ J, ∀n ∈ N. (3d)

The objective of optimization problem (3) is to find the

optimal provisioned storage capacity, sn, which maximizes

the ratio of overall benefit (1) to overall cost (2). Constraint

(3a) ensures that the cache storage allocated to the nth layer

of the hierarchical caching system is upper-bounded by the

maximum possible storage capacity threshold, mn. Constraint

(3b) indicates that each video can be cached in one hierarchical

layer inside the in-network caching architecture exclusively.

Constraint (3c) ensures that if a video quality layer is cached,

all the lower quality layers are cached too. We use binary

variables xnij ∈ {0, 1} explained in section II-A1.

The optimization problem (3) is difficult to solve due to

its combinatorial nature. As an intermediate step towards

solution, we convert (3) into a BIP problem by defining a

cache allocation matrix where instead of making decisions on

the basis of individual video quality layer, decisions are made

on the basis of feasible set of video layer cache allocation

patterns that satisfies constraint (3c). The idea of pattern

allocation is similar to [13]. We index all the combinations

of video streams and the respective quality layers by the set

K , {1, . . . , k, . . . ,K}. K = |K| denotes the cardinality of

set K. The cache allocation matrix is of the order K × A,

where each row corresponds to the video stream-video quality

layer combination index and each column corresponds to a

feasible cache allocation pattern [meeting constrain (3c)]. We

denote by A the total number of feasible allocation patterns.

The basic idea of this cache allocation matrix, for the case of

2 videos each with 2 quality layers is illustrated by (4). In any

allocation pattern (i.e., any column), a “1” is placed when the

video quality layer is cached, otherwise a “0” is placed.

Yn =









1 1 0 0 1 1 1
0 1 0 0 0 1 1
0 0 1 1 1 1 1
0 0 0 1 1 0 1









(4)

We define a cache indicator vector x , [xn]N×1, where xn =
[xna]A×1. Each entry xna ∈ {0, 1} indicates whether the cache

allocation pattern a is allocated to hierarchical caching layer

n or not.



Note that all the caches in the hierarchical in-network

caching system have the same allocation patterns matrix. We

rewrite (3) as a BIP problem as follows:

min
x

{

P(x) = −

∑N
n=1

∑A
a=1 bnaxna

∑N
n=1

∑A
a=1 cnaxna

}

(5)

subject to:

A
∑

a=1

snaxna ≤ mn ∀n ∈ N (5a)

N
∑

n=1

A
∑

a=1

Y n
kaxna ≤ 1 ∀k (5b)

xna (xna − 1) = 0 ∀n ∈ N, ∀a (5c)

A
∑

a=1

xna = 1 ∀n ∈ N. (5d)

where bna and cna are the transmission bandwidth benefit and

storage cost of allocating pattern a to hierarchical cache layer

n, which results in a provisioned storage size of sna. For a

cache layer n, constraint (5a) puts an upper-bound of mn on

the provisioned storage size, which is equivalent to constraint

(3a). Constraint (5b) ensures the exclusivity of the allocated

videos, where Y n
ka denotes the kth row and ath column of

the matrix Yn, where Y n
ka = 1 indicates that the video

stream-video quality layer combination k should be cached in

hierarchical layer n and Y n
ka = 0 otherwise. Constraint (5c) is

a pure binary constraint that ensures xna ∈ {0, 1}. Constraint

(5d) ensures that at most one allocation pattern is chosen for

each caching layer.

Although the optimization problem (5) is simpler and more

tractable than (3), the solution is still exponentially complex.

IV. CANONICAL DUAL FRAMEWORK

A. Dual Problem Formulation

We convert our BIP problem (5) into a continuous space

canonical dual problem using CDT [11], [14], which is solved

in continuous space. We then identify the conditions under

which the solution of the canonical dual problem is identical

to that of the primal. A generic framework for solving 0-1

quadratic problems using CDT can be found in [15]. However,

due to additional constraints, our problem is more complex. A

framework for solving resource allocation BIP problems using

CDT is given in [16], which will be extended to solve (5).

We define the feasible space for the primal problem (5)

by Xp =
{

x ∈ {0, 1}NA
}

. We temporarily relax the equality

constraints (5c) and (5d) to inequalities and transform the pri-

mal problem with these inequality constraints into continuous

domain canonical dual problem. We then solve the problem in

continuous space and provide the conditions under which the

solutions of the canonical dual problem and primal problem

are identical.

As a key step towards canonical dual formulation, we define

the geometrical operator for the primal problem as ∧(y) =

(δ, β, τ, σ) ∈ Yg , which is a vector valued mapping where

Yg is the feasible space for y, and



















λ = [
∑A

a=1 snaxna −mn]N×1

µ = [
∑N

n=1

∑A
a=1 Y

n
kaxna − 1]K×1

ν = [xna (xna − 1)]NA×1

τ = [
∑A

a=1 xna − 1]N×1

(6)

Therefore, the feasible space for y is defined by Yg = R
N ×

R
K × R

NA ×RN |λ ≤ 0,µ ≤ 0,ν ≤ 0, τ ≤ 0.

Next, we define the indicator function [15] as

V (y) =

{

0 if y ≤ 0

+∞ otherwise.
(7)

We rewrite the primal problem (5) in the canonical form

using indicator function (7) as follows:

min {V (∧(y)) + P(x)} . (8)

We now define y∗ = (λ∗,µ∗,ν∗, τ ∗) as the vector of dual

variables associated with the corresponding restrictions y ≤ 0.

The feasible space for y∗ is defined by Yd = R
N × R

K ×
R

NA × RN |λ∗ ≥ 0,µ∗ ≥ 0,ν∗ ≥ 0, τ ∗ ≥ 0. Based on the

Fechnel transformation, the canonical sup-conjugate function

of V (y) is defined as

V ∗(y∗) = sup {〈y,y∗〉 − V (y)|y ∈ Yg,y
∗ ∈ Yd}

=sup
y∗

{

〈λTλ∗ + µTµ∗ + νTν∗ + τT τ ∗ − Yg〉
}

=

{

0 if λ∗,µ∗,ν∗, τ ∗ ≥ 0

+∞ otherwise.
(9)

Using the definition of sub-differential, it can be easily

verified that if y∗ > 0, then the condition yTy∗ = 0 leads

to y = 0, and consequently x ∈ Xp. Hence, the dual feasible

space for the primal problem in (5) is an open positive cone

defined by X♯
p = {y

∗ ∈ Yd|y
∗ > 0}.

We define the total complementarity function [11] as

Ξ(x,y∗) = ∧(x)Ty∗ − V ∗(y∗) + P(x), (10)

which is obtained by replacing V (y) = ∧(x)Ty∗ −
V ∗(y∗) (Fechnel-Young equality) in (8). We use the defi-

nitions of ∧(x), V ∗(y∗) and P(x) to express Ξ(x,y∗) =
Ξ(x,λ∗,µ∗,ν∗, τ ∗) as given by

Ξ(x,y∗) =
N
∑

n=1

A
∑

a=1

xnaΦ−

∑N
n=1

∑A
a=1 bnaxna

∑N
n=1

∑A
a=1 cnaxna

−

N
∑

n=1

λ∗nmn −

K
∑

k=1

µ∗k −

N
∑

n=1

τ∗n +

N
∑

n=1

A
∑

a=1

ν∗nax
2
na, (11)

where Φ =
∑K

k=1 µ
∗

kY
n
ka+λ∗nsna+τ∗n−ν∗na. Next, we define

the canonical dual function [11], [15] using the canonical dual

variables as

Υ(λ∗,µ∗,ν∗, τ ∗) = sta {Ξ(x,λ∗,µ∗,ν∗, τ ∗)} , (12)



where sta(·) denotes finding the stationary point of the func-

tion. We are primarily interested in the cache allocation vector

x for a node n. The stationary point of Ξ(x,y∗) occurs at

xna(y
∗) =

1

2
−

1

2ν∗na

(

K
∑

k=1

µ∗kY
n
ka + λ∗nsna + τ∗n

)

∀n, a,

(13)

where the stationary point is obtained through ∇xΞ(x,y
∗) =

0. Using (12) and (13), we obtain the dual function, which is

given by (14), shown at the next page.

The dual function is a concave function on X♯
p. The canon-

ical dual problem associated with (5) can be formulated as

min {P(x)|Xp} = max
{

Υ(λ∗,µ∗,ν∗, τ ∗)|X♯
p

}

. (15)

Theorem 1. If P(x̃) = Υ(ỹ∗) where x̃ denotes the KKT

point of the primal problem and ỹ∗ = (λ̃∗, µ̃∗, ν̃∗, τ̃ ∗) ∈ X♯
p

denotes the KKT point of the dual function, there exists a

perfect duality relationship between the primal problem in (5)

and its canonical dual problem.

Proof. The proof directly extends from [14]. �

Theorem 1 shows that the BIP in (5) is converted into a

continuous space canonical dual problem which is perfectly

dual to it. Moreover, the KKT point of the dual problem

provides the KKT point of the primal problem.

Theorem 2. (global optimality conditions): If ỹ∗ =
(λ̃∗, µ̃∗, ν̃∗, τ̃ ∗) ∈ X♯

p, then x̃ is a global minimizer

of P(x) over Xp and ỹ∗ is a global maximizer of

Υ(λ̃∗, µ̃∗, ν̃∗, τ̃ ∗) over X♯
p. Hence, P(x̃) = min {P(x)|Xp} =

max
{

Υ(λ∗,µ∗,ν∗, τ ∗)|X♯
p

}

= Υ(λ̃∗, µ̃∗, ν̃∗, τ̃ ∗).

Proof. The proof directly extends from [14]. �

According to Theorem 2, if the given global optimality

conditions are met, the solution of the canonical dual problem

provides an optimal solution to the primal problem. Solving

the KKT conditions associated with the dual function in (14)

is necessary and sufficient for global optimality as the dual

problem is a concave maximization problem over X♯
p.

The KKT conditions of the dual function in (14) are given

by (∂Υ/∂λ∗n) = 0, (∂Υ/∂µ∗k) = 0, (∂Υ/∂ν∗na) = 0 and

(∂Υ/∂τ∗n) = 0, where the respective partial derivatives are

given by (16)-(19), shown at the next page.

B. Invasive Weed Optimization Algorithm

Traditional gradient-based algorithms exist in literature for

solving the non-linear equations resulting from the KKT

conditions associated with the dual function. However, they

show many defects such as oscillatory behavior, sensitivity to

choice of initial values and complexity associated with the

differentiation of KKT conditions and calculation of step size.

We deploy an IWO [12] algorithm for solving the complex

non-linear equations associated with the KKT conditions [17].

Inspired by the invasive and robust nature of weeds, IWO

is an evolutionary optimization algorithm, which has been

shown to perform better than traditional approaches in terms

of convergence. It also has the desirable properties of dealing

with non-differentiable and complex objective functions and

does not show the aforementioned defects.

In summary, the key steps of IWO are Initialization, where

seeds are randomly dispersed over the search space; Repro-

duction, where every seed grows to a flowering plant and

produces seeds; Spatial Dispersion, where produced seeds are

distributed based on a normal distribution with a mean of

zero and standard deviation reducing from an initial value

σinitial to a final value σfinala according to equation σiter =
[(itermax − iter)/itermax]

g(σinitial − σfinal) + σfinal, where g
is the modulation index; and Competitive Exclusion, where a

competitive mechanism is implemented for eliminating unde-

sirable plants. A detailed discussion on IWO is out of scope

of this paper. Interested reader is referred to [12], [18].

Algorithm 1: Hierarchical caching based on IWO

initialize λ∗,µ∗,ν∗, τ ∗, ∀n ∈ N, iter = 0;

∀ ∂Υ/∂ν∗, where ν∗ ∈ (δ∗,µ∗,ν∗, τ ∗)
create initial population of Q individuals (weeds):

W = {W1, · · · ,WQ};
while |ν∗|> ̺ or iter = itermax do

evaluate the fitness of each individual i.e., calculate

f(Wn), ∀n ∈W;

sort W in ascending order according to f(Wn);
select the first Qp individuals of W to create the set

Wp;

∀ Wj , j = 1, · · · , Qp

generate

Sj =
f(Wj)−fworst

fbest−fworst
× (Smax − Smin) + Smax seeds;

create population of generated seeds, Ws = {Ws};
for i = 1 : |Ws| do

W i
s ←W i

s + φi, where φi ∼ L(0, σiter);
end

create W∗ = W ∪Ws;

sort W∗ in ascending order according to fitness;

select the first Qmax individuals of W∗ and create W;

end

select the best fitted individuals λ∗,µ∗,ν∗ and τ ∗;

calculate xn using (13);

V. SIMULATION RESULTS

We assume a hierarchical in-network caching system con-

sisting of 4 layers. Without loss of generality, we initially

set the maximum possible storage capacities of hierarchical

caching layers 1, 2, 3 and 4 to 200, 400, 500 and 600

gigabytes, respectively. In order to analyze the effects of

maximum possible storage capacity on the performance of our

proposed approach, we extend the cache size in increments

of 20% until the maximum storage capacity of the first,

second, third and forth layer caches reach 600, 1200, 1500

and 1800 gigabytes (typical storage capacities available today).

In defining the cost and benefit functions, we assume that

caching in the lower layers of the in-network caching system is



Υ(λ∗,µ∗,ν∗, τ ∗) = −
N
∑

n=1

A
∑

a=1

Φ2

4ν∗na
−

∑N
n=1

∑A
a=1

bnaΦ
2ν∗

na
∑N

n=1

∑A
a=1

cnaΦ
2ν∗

na

−
N
∑

n=1

λ∗nmn −
K
∑

k=1

µ∗k −
N
∑

n=1

τ∗n . (14)

∂Υ

∂λ∗n
= −

N
∑

n=1

A
∑

a=1

snaΦ

2ν∗na
−

∑N
n=1

∑A
a=1

bnasna

2ν∗

na
∑N

n=1

∑A
a=1

cnaΦ
2ν∗

na

+

∑N
n=1

∑A
a=1

cnasna

2ν∗

na
·
∑N

n=1

∑A
a=1

bnaΦ
2ν∗

na
(

∑N
n=1

∑A
a=1

cnaΦ
2ν∗

na

)2 −

N
∑

n=1

mn, (16)

∂Υ

∂µ∗k
= −

N
∑

n=1

A
∑

a=1

(

∑K
k=1 Y

n
ka

2ν∗na
Φ

)

−

∑N
n=1

∑A
a=1

bna

∑
K
k=1

Y n
ka

2ν∗

na
∑N

n=1

∑A
a=1

cnaΦ
2ν∗

na

+

∑N
n=1

∑A
a=1

cna

∑
K
k=1

Y n
ka

2ν∗

na
·
∑N

n=1

∑A
a=1

bnaΦ
2ν∗

na
(

∑N
n=1

∑A
a=1

cnaΦ
2ν∗

na

)2 −K,

(17)

∂Υ

∂ν∗na
=

N
∑

n=1

A
∑

a=1

[

(

Φ

2ν∗na

)2

+

(

Φ

2ν∗na

)

]

−

∑N
n=1

∑A
a=1

(

−bnaΦ
2ν∗

na
2 −

bna

2ν∗

na

)

·
∑N

n=1

∑A
a=1

bnaΦ
2ν∗

na

(

∑N
n=1

∑A
a=1

cnaΦ
2ν∗

na

)2

+

∑N
n=1

∑A
a=1

(

−cnaΦ
2ν∗

na
2 −

cna

2ν∗

na

)

∑N
n=1

∑A
a=1

cnaΦ
2ν∗

na

, (18)

∂Υ

∂τ∗n
= −

N
∑

n=1

A
∑

a=1

Φ

2ν∗na
−

∑N
n=1

∑A
a=1

bna

2ν∗

na
∑N

n=1

∑A
a=1

cnaΦ
2ν∗

na

+

∑N
n=1

∑A
a=1

cna

2ν∗

na
·
∑N

n=1

∑A
a=1

bnaΦ
2ν∗

na
(

∑N
n=1

∑A
a=1

cnaΦ
2ν∗

na

)2 −N. (19)

more costly and results in more transmission bandwidth saving

benefit. We consider the total number of popular videos to be

4000 with 3 popular quality layers. As in [19], [20], we assume

the video popularity is Zipf-like with a parameter of 0.6 and

the video file sizes follow a Pareto (0.25) distribution with a

minimum size of 60 megabytes.

We solve the KKT conditions for each dual variable asso-

ciated with the dual problem deploying IWO and compute the

allocation vector xk using (13). A pseudo code for the cache

provisioning algorithm is given as Algorithm 1. TABLE I

provides a summary of the simulation parameters for IWO.

Fig. 2 compares the effect of using a logarithmic function

with a linear function in identifying the optimal provisioned

storage size under maximum possible capacity varying from

1.7 to 5.1 terabytes (20% increments). In both scenarios,

an increase in the storage capacity increases the identified

provisioned cache size. We note that when a maximum

possible capacity of approximately 3.7 terabytes is reached,

the in-network caching system possesses most of the popular

videos worthy of being cached. Therefore, further increasing

the maximum storage capacity does not lead to a noticeable

TABLE I: IWO Numerical Parameter Values

Parameter Value

Size of initial population (Q) 20

Min. fitness threshold (̺) 10−7

Max. no. of iterations (itermax) 500
Max. no. of plants (Qmax) 10
No. of seeds (Smax, Smin) (5,0)
Non-linear modulation index 2.5
Standard deviation (σinitial, σfinal) (10,0.01)

increase in the provisioned cache size at this point .

We compare our proposed approach with the case when

no storage provisioning is performed within the hierarchical

in-network caching system and popular contents are cached

using least frequently used (LFU) caching algorithm [21]. LFU

caches the most popular videos in the lower layer caches closer

to the end users [22]. In contrast with the other widely used

caching algorithm, least recently used (LRU), LFU focuses on

historical popularity over a long period of time. As a cache

provisioning technique, our approach also considers a long

term content popularity. Therefore, it is pertinent to compare
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Fig. 3: Benefit-cost ratio vs. maximum possible storage.

our proposed scheme with LFU.

Fig. 3 compares the performance of our proposed approach

with LFU in terms of benefit to cost ratio under different max-

imum possible storage capacities mentioned earlier. We note

that our proposed approach improves benefit to cost ratio by

43.74%. When there is approximately 3.1 terabytes of storage

capacity available, the benefit to cost ratio performance of LFU

starts degrading as by this point, most of the popular videos

have been cached and adding more storage only increases the

cost for the same amount of saving in transmission bandwidth.

Fig. 4 compares the storage cost-effectiveness of our pro-

posed approach with LFU. Since LFU does not support

intelligent storage provisioning and uses the maximum storage

capacity available, extending the cache size in increments of

20% increases the storage cost exponentially. However, our
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Fig. 4: Storage cost vs. maximum possible storage.
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Fig. 5: Provisoned storage of different layers of hierarchical

caching system vs. maximum possible storage.

scheme only uses an optimal portion of the maximum possi-

ble storage and hence, decreases the cost significantly. Our

proposed approach improves cost-effectiveness by 38.59%.

When there is 3.7 terabytes of storage available, the cost starts

decreasing in our approach as there is more storage available

on cheaper caches at higher layers. Therefore, to increase cost-

effectiveness, some of the videos that were previously cached

at the expensive lower layer caches move to the higher layers.

Fig. 5 indicates how the increase in the maximum storage

capacity affects the provisioned storage size of the caches at

each hierarchical layer of the in-network caching system. As

more storage is available on the cheaper devices in higher

layers, more provisioned storage size is allocated to the higher

layer devices due to greater cost efficiency.
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possible storage.

Fig. 6 compares the reduction in inter and intra-Internet

service provider (ISP) traffic as a result of deploying our pro-

posed approach and LFU caching mechanism. It can be seen

that LFU performs slightly better in terms of load reduction

by only 0.764%, at the cost of considerably higher available

storage, resulting in a significant increase in cost. It is worth

noting that with LFU, upon availability of approximately 3.1

terabytes storage, most of the popular videos are cached and

an increase in the maximum storage capacity does not further

reduce the load in the CN.

Lastly, we discuss the complexity of the IWO algorithm.

IWO is an iterative algorithm and is used for each dual variable

associated with the dual function in (14). In each iteration for

λ∗ ≥ 0,µ∗ ≥ 0,ν∗ ≥ 0, τ ∗ ≥ 0, we compute N,K,NA,
and N variables, respectively. Therefore, it has an overall

worst case complexity of O(itermax · {2N + K + NA}). A

detailed performance evaluation of IWO algorithm in terms of

convergence and computational time in compare with various

algorithms such as Genetic Algorithm and Particle Swarm

Optimization can be found in [12] and [18].

VI. CONCLUSION

In this paper, we have proposed a cache provisioning

scheme which optimizes cache storage allocation inside a

hierarchical in-network caching system in order to minimize

both storage and transmission bandwidth costs. We use CDT

to convert our BIP problem into its canonical dual. We

use the IWO algorithm to obtain the solution of the dual

problem. Numerical and simulation results have shown that

the proposed scheme outperforms LFU algorithm by more than

43% and 38% in terms of benefit-cost ratio and cost-efficiency

improvement, respectively.
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