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Abstract

Although urban models have been individually evaluated in numerous studies, it is not possible
to objectively compare the performance between models in general as the level of optimisation
during each model study is often not published. Also observational datasets are often of short
duration and hence the schemes have not necessarily been tested over a seasonal cycle. The first

urban model comparison project was designed to address both of these issues.

Results from the comparison show that multiple reflections of shortwave radiation within street
canyons, the reduction in the amount of visible sky from within the canyon (which impacts on
the net long-wave radiation), the contrast in surface temperatures between building roofs and
street canyons, and evaporation from vegetation are the dominant physical processes that govern
the turbulent sensible and latent heat flux exchange between an urban surface and the
atmospheric boundary layer. Hence models that use an appropriate bulk albedo, represent
building roof surfaces separately from street canyons and include a representation of vegetation
demonstrate the most skill. So models need to include these characteristics, but further
complexity does not add to the skill of the model at the main study site used for the comparison,
for minimizing errors in the turbulent sensible and latent heat fluxes. Furthermore, these models
require parameter information on the bulk albedo, the height to width ratio of the building and

the roof to impervious surface fraction, and plan area vegetation fraction.

Urban models that contributed to the comparison are able to capture the seasonal cycle and the
observed trends in the fluxes with respect to atmospheric forcing. However, initial conditions of

soil moisture are critical because of the importance of evaporation from vegetation.

Including the anthropogenic heat flux in the urban surface energy balance can give improved
simulations, but the signal is small in the results for the comparison because of the small
magnitude of the heat flux itself. Larger impacts are anticipated for urban environments with
larger anthropogenic heat fluxes. Anthropogenic water sources from irrigation and street
cleaning also have a critical impact on the surface energy balance, and it can be assumed that

vegetation is never water stressed unless there is an irrigation ban enforced.
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Chapter 1: Introduction

1.1 Background

The majority of the World’s population now lives in urban areas, and this is set to increase to
almost 70% by 2050 (World Urbanization Prospects, 2009). This means that there is a growing
requirement to provide accurate weather information for the urban environment to inform and
protect these inhabitants. The dispersion of pollutants within the city, that are generated by the
human activities such as transportation and heating, need to be accurately predicted to reduce
the impact on the health of the urban dwellers. In addition, the impacts of climate change on
these urban environments are not well known, yet it is important to understand these impacts in
order to adapt to any changes in the climatic conditions by future design and use of technology.
Recent flooding events in cities (e.g., Neal et al., 2009, Coulthard and Frostick, 2010) have
highlighted the need to understand not only the effects of heat and momentum within these
environments, but also the impact of the water cycle.

From a global perspective, the build environment makes up only a small percentage of the land
surface. Traditionally with the numerical models used for weather forecasting and climate
prediction, cities are a sub-grid-scale feature of the land cover and are hence not resolved. This
means that the land surface schemes used within these models have neglected the impact of both
the urban areas on the atmospheric evolution, and the change in meteorological conditions
within the city compared to the surrounding rural areas (e.g., Viterbo and Beljaars, 1995, Chen
etal., 1996, Polcher et al., 1996). However, modern advances in computing power have enabled
the resolution of these models to increase to the extent that cities are now being resolved in the
high resolution limited area models, and even within the global models for some of the larger

urban environments around the World (e.g., Best, 2006).

The latest generation of land surface models have adopted the tile or mosaic approach to
represent the heterogeneity of the land surface within a numerical grid-box (e.g., Avissar and
Pielke, 1989, Koster and Suarez, 1992, Essery et al., 2003). This means that these schemes
calculate the exchange of heat, moisture and momentum from a number of different surface
types and blend these fluxes at a suitable height using a linear weighting that depends upon the
fractional coverage for each land cover that constitutes the grid-box. As such, the models are
capable of representing sub-grid-scale features such as cities. This has recently led to increasing

interest from the weather community in how to develop their models to include urban surfaces.
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Operational weather forecasts require not only a large amount of computing to complete the
simulations, but also need to be delivered in a timely fashion. This means that any scientific
development within the schemes that constitute the weather forecasting model are required to be
computationally efficient, whilst retaining the required level of accuracy to be fit for purpose.
Other applications such as climate change simulations may not have the same timeliness
constraints in terms of delivering a forecast, but also need to be efficient due to the long
timescales for the simulations. For both of these modelling applications, the main information
exchange between the surface and the atmosphere are the fluxes of heat, moisture and
momentum, with the land surface acting as a bottom boundary condition. However, the
increased interest in weather and climate impacts has led to additional requirements for models
that represent the state of the land surface, e.g., for flooding applications, or carbon exchanges

and understanding of terrestrial carbon stores in vegetation and the soil.

The complexity of the land surface schemes is also increasing as we develop our understanding
of the importance of additional physical processes, such as the interaction of snow with tall
vegetation (e.g., Essery et al., 2009) impacting on both the surface albedo and the timing of
snowmelt, the interaction between soil moisture, vegetation and the surface fluxes of heat and
moisture (e.g., Henderson-Sellers 1996, Schlosser et al., 2000), and the role of vegetation in the
global carbon cycle (e.g., Cox et al., 2000). Recent insights into the interactions between the
land and the atmosphere have been achieved through satellite observations (e.g., Taylor et al.,
2011) and community experiments such as GLACE (The Global Land-Atmosphere Coupling
Experiment, Koster et al., 2006). These studies have shown that the land/atmosphere feedbacks
are stronger in certain climatic regions that in others, but that available modelling systems do
not agree on the strength of coupling for these regions. Hence it is important that an urban

scheme has the right level of complexity to balance required accuracy with computational cost.

1.2 Objectives of this research

The objectives of the research undertaken are:

e To identify the dominant physical processes that need to be represented within urban

land surface schemes.

e To establish the complexity and parameter requirements for an urban land surface

scheme to be appropriate for applications within weather and climate simulations.

e To find out if urban land surface schemes can represent the seasonal cycle of sensible

and latent heat fluxes.

e Toassess if the models can reproduce the observed sensitivity in the surface fluxes to
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the meteorological forcing data.

e To understand the sensitivity of the urban model performance to initial conditions in

order to establish the decay timescale for initial errors that influence the model results.

e To understand why initial results from the urban model comparison suggested that
models that neglect the anthropogenic heat flux perform as well as models that include
this term.

e Toassess if the JULES model can predict the correct partitioning of energy into

sensible and latent heat for urban sites with varying vegetation fractions in land cover.

Previous urban evaluation studies have been restricted to short-term observational datasets
(Chapter 2), whereas in this study the performance of urban land surface models over a full
seasonal cycle is investigated. This allows the impact of the level of complexity to be assessed
at different times of the year when the angle of the sun, or additional warming due to human

activities could be more influential.

Initial results from the comparison showed some unexpected features, such as the importance of
representing vegetation and that models that neglected the anthropogenic heat flux within the
energy balance had a relatively good performance. Further investigation into these aspects are
undertaken to explain the results for the anthropogenic heat flux by utilising one of the urban
models that contributed to the comparison. In addition, the model is also used identify if such an
urban model can reproduce the influence of vegetation on the urban surface energy balance over

a range or urban sites with wide variation in the vegetation fraction.

1.3 Structure of Thesis

Given the influence of the surface on the local scale climate, the impact of the urban
environment and how this differs from natural surfaces is considered first (Chapter 2). This
details differences in the surface energy balance, including additional terms (anthropogenic heat
flux). A brief history of urban model development and observational campaigns is also

provided.

The key data source for this work is the First International Urban Energy Balance Model
Comparison (Grimmond et al., 2010, 2011), which included models with a wide range in
complexity for various physical aspects of the urban surface energy balance. The motivation,
main science goals, and design of the urban model comparison are described in Chapter 3. As

the project was divided into different stages (Grimmond et al., 2011), the reasons behind this are
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presented.

To address the specific objectives (section 1.2) the thesis has five focussed chapters which
address these. First an analysis for the seasonal performance of the models within the
comparison is presented (Chapter 4%). This is the first time that a larger number (21) of urban
land surface models have been evaluated over the seasonal cycle within a single study. Also, the

phase errors within the model simulations are considered.

Secondly, the impact of initial conditions on the performance of the models within the
comparison are considered (Chapter 5). Also addressed is the impact that atmospheric forcing

has on model performance.

Thirdly, an overview of the results from the comparison is presented with the aim of answering
the main questions posed by the comparison (Chapter 6°). Some differences were found
compared to the original studies (Grimmond et al., 2010, 2011, Best and Grimmond, 2013,
Chapter 4) with respect to the ordering of importance for the physical processes that describe

the urban surface energy balance.

The remainder of the research is primarily concerned with one of the urban land surface models
that took part in the comparison; the Joint UK Land Environment Simulator (JULES) model
(Best et al., 2011, Appendix C*). This is used to investigate the impact of the anthropogenic
heat flux (Chapter 7°), as in the comparison some models neglected the anthropogenic heat flux

but were found to perform as well as those that included the term.

As representing vegetation is important for urban areas (Grimmond et al., 2010, 2011, Best and

! This work has been published as: Best, M.J., C.S.B. Grimmond (2013), Analysis of the seasonal cycle within the
first international urban land surface model comparison, Boundary-Layer Meteorol., 146, 421-446, doi:
10.1007/s10546-012-9769-7.

2 This work has been published as: Best MJ, Grimmond CSB (2014) Importance of initial state and atmospheric
conditions for urban land surface models performance. Urban Climate, 10, 387-406.
d0i:10.1016/j.uclim.2013.10.006.

® This work has been published as: Best MJ, Grimmond CSB (2015) Key conclusions of the first international urban
land surface model comparison. Bulletin of the American Meteorol. Soc., 96, 805-819.
doi:http://dx.doi.org/10.1175/BAMS-D-14-00122.1,

4 This work has been published as: Best M.J., M. Pryor , D.B. Clark, G.G. Rooney, R.H.L. Essery, C.B. Ménard, J.M.
Edwards, M.A. Hendry, A. Porson, N. Gedney, L.M. Mercado, S. Sitch, E. Blyth, O. Boucher, P.M. Cox, C.S.B.
Grimmond, R.J. Harding (2011) The Joint UK Land Environment Simulator (JULES), Model description — Part 1:
Energy and water fluxes. Geosci Model Dev, 4: 677-699.

® This work has been published as: Best, M.J., C.S.B. Grimmond (2015), Investigation of the impact of
anthropogenic heat flux within an Urban Land Surface model and PILPS-urban, Theoretical and Applied Climatol.
d0i:10.1007/s00704-015-1554-3.
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Grimmond, 2013, Chapter 4), JULES is used to investigate if it can represent the Bowen ratio
for a number of urban observational datasets that vary in the fraction of vegetation cover within

the footprint of the observations (Chapter 8°).

The final chapter (9) identifies the key contributions and conclusions of this research and
recommendations for future research in terms of both observational campaigns and model

developments.

In order to have an atmospheric dataset that can be used to force the urban land models, gaps in
the observational time series need to be filled. The gap filling of the atmospheric forcing data
used for the comparison was not included within the work undertaken for this thesis. The
conducting of the comparison itself was also not undertaken for this thesis, but for chapters 4-6
all of the analysis and results form part of the contribution of this thesis, along with the
authorship of the peer reviewed papers. For chapters 7 and 8, in addition to the analysis, results
and authorship of the peer review papers, the contribution of this thesis also includes the
appropriate developments to the JULES land surface model and all of the model simulations.
Also, for the data used in chapter 8, although most of the atmospheric forcing data had already

been gap filled, any additional gap filling was a further contribution to the thesis.

Three appendices provide additional work that complements the chapters of this thesis.
Appendix A’ gives initial results from Phase 1 of the comparison, whilst Appendix B? gives the
initial results from Phase 2 of the comparison, which was for the main observational dataset.

Finally Appendix C* gives a description of the JULES model used in Chapters 6 and 7.

® Status of chapter: Best, M.J., C.S.B. Grimmond, A. Christen (2015), Modelling the partitioning of turbulent fluxes
at urban sites with varying vegetation cover, submitted to J. Hydrometeorol.

" This work has been published as: Grimmond, C.S.B., M. Blackett, M.J. Best, J. Barlow, J.-J. Baik, S.E. Belcher,
S.1. Bohnenstengel, I. Calmet, F. Chen, A. Dandou, K. Fortuniak, M.L. Gouvea , R. Hamdi, M. Hendry, T. Kawai, Y.
Kawamoto, H. Kondo, E.S. Krayenhoff, S.-H. Lee, T. Loridan, A. Martilli, V. Masson, S. Miao, K. Oleson, G.
Pigeon, A. Porson, Y.-H. Ryu, F. Salamanca, L. Shashua-Bar, G.-J. Steeneveld, M. Trombou, J. Voogt, D. Young, N.
Zhang (2010), The international urban energy balance models comparison project: first results from phase 1, J. Appl.
Meteorol. Climatol., 49, 1268-1292, doi: 10.1175/2010JAMC2354.1.

& This work has been published as: Grimmond, C.S.B., M. Blackett, M.J. Best, J.-J. Baik, S.E. Belcher, J. Beringer,
S.1. Bohnenstengel, 1. Calmet, F. Chen, A. Coutts, A. Dandou, K. Fortuniak, M.L. Gouvea , R. Hamdi, M. Hendry,
M. Kanda, T. Kawai, Y. Kawamoto, H. Kondo, E.S. Krayenhoff, S.-H. Lee, T. Loridan, A. Martilli, V. Masson, S.
Miao, K. Oleson, R. Ooka, G. Pigeon, A. Porson, Y.-H. Ryu, F. Salamanca, G.-J. Steeneveld, M. Trombou, J. Voogt,
D. Young, N. Zhang (2011), Initial results from phase 2 of the international urban energy balance model comparison,
Int. J. Climatol., 30, 244-272, doi:10.1002/joc.2227
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Chapter 2: The Urban Environment

2.1 Surface energy balance

The land surface has a large impact on the evolution of the near surface atmosphere from heat
and moisture fluxes through turbulent exchange. The solar and longwave radiation that reaches
the surface provides a source of energy for the turbulent heat and moisture fluxes (e.g., Garratt,
1992), along with a proportion of the energy that is stored in the underlying soil. The turbulent
fluxes of heat and moisture are driven by gradients, between the surface and the atmosphere, of
temperature and moisture respectively, whereas the surface soil flux is driven by a temperature
gradient between the surface and the underlying soil. This gives equations for each of the fluxes
of the form:

F = KAS (2.1)
where F is the flux, 45 is the gradient in the state variable (e.g., temperature, specific humidity)
and K is an effective conductivity.

For the flux into the soil, the effective conductivity is the taken to be the thermal conductivity of
the soil, which will depend upon the soil properties and the amount of moisture in the soil (e.g.,
Best et al., 2011). For the turbulent heat flux, the effective conductivity is determined by the

atmospheric turbulence and is often written in an analogous form to electrical circuits, giving

for example
1
Qu _1,; 2.2)
/Ocp r-A

where Q is the turbulent sensible heat flux, p is the density of air, c, is the specific heat of air at
constant pressure (giving Q/ [pcp] the flux of heat), AT is the temperature gradient between the

surface and a reference height in the atmospheric surface layer and r, is the aerodynamic

resistance.

In general, the specific humidity of the surface is not known, so typically this is represented by
assuming that the surface is saturated, and then introducing an additional resistance to the
aerodynamic resistance to account for a surface that is not saturated (e.g., Best et al., 2011).
Again this follows the analogy of electrical resistance where the two resistances have a linear
sum to give the overall resistance to moisture transport. This surface resistance is then
parameterised to represent the availability of water near the surface of the soil for bare soil

evaporation, or the more complex process of photosynthesis for vegetation to represent the
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removal of soil water at depth through transpiration. This approach has the benefit that the
saturated specific humidity depends upon the surface temperature and hence the flux equation
can be written as:

Qc 1
XE _ T.)— 2.3
Lo T (Asar (Ts)-aa) (23)
where Qg is the turbulent latent heat flux, L is the latent heat of condensation of water at 0 °C,
q4 is the specific humidity at the atmospheric reference height, gs4r(Ts) is the saturated

specific humidity at the surface temperature and r; is the surface resistance.

To form a closed system, these flux equations are then combined with the surface energy

balance equation (e.g., Garratt, 1992):
Q =Q, +Q; +Q; (2.4)

where Q" is the net all wave radiation and Qg is the flux of energy into the soil.

This equation is based upon the surface energy balance being determined over a flat plain.
Whilst this is valid for surfaces such as bare soil, lakes or roads, other surfaces such as
vegetation have a finite height. For these surfaces, the energy balance is actually determined
over the volume that incorporates the surface type. This introduces an additional energy store
for the air within this volume (AQs) which accounts for the heating and cooling of the whole

volume.

For short vegetation, such as grasses, this surface volume is sufficiently small that the net
storage heat flux is small compared to the other terms in the surface energy balance and hence it
is often neglected . For taller vegetation, such as forests, the height of the vegetation can be tens
of metres and the net storage heat flux can be a noticeable term within the surface energy

balance. However, it is still sometimes neglected within surface energy balance models.

For an urban environment, not only are the buildings tall enough for the air within the surface
volume to become noticeable within the surface energy balance but, unlike vegetation, the
elements themselves (i.e., the buildings) have a high thermal mass which dominates the heat
storage within the volume. This means that the net storage heat flux is a large term within the

surface energy balance and must be represented.
Also, vegetation surfaces are usually assumed to be horizontally homogeneous with a

sufficiently large fetch such that any transfer of energy due to heterogeneities, i.e., the advective

heat flux (AQ,), can be neglected. The heterogeneous nature of buildings within a city means
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that this is not generally the case for an urban environment.

Advection in all environments is scale dependent. This term is difficult to quantify, but can be a
substantial term within the energy balance equation for urban areas (e.g., Mestayer et al., 2005,
Pigeon et al., 2007a). For meso-scale models the advection at the grid-scale is determined by the
dynamical core of the model, but at the sub-grid-scale the advection is approximated through
the choice of model parameters or neglected (e.g., Masson et al., 2002, Best et al., 2006). Urban
observational experiments are often designed to minimise the advective flux (e.g., Grimmond
and Oke, 1999a) so that this term can also be neglected (e.g., Coutts et al., 2007b). For example,
an analysis by Steyn (1985) demonstrated that for a suburban site in Vancouver, Canada, the
advection due to sea breezes was of the order of 2.5 W m™ for all hours, but could be larger

when individual time periods are considered (although no more than 16 W m at its maximum).

2.2 Urban/Rural differences in the energy balance

There are a number of features for an urban surface that are substantially different from natural
surfaces and lead to other adjustments in the surface flux and energy balance equations. The
complex nature of the building elements within a city cause turbulent wakes that interact in
various ways depending upon the spacing of the buildings (Oke, 1987). These wakes make
adjustments to the atmospheric turbulence (Barlow et al., 2004, Harman et al., 2004a) that can
increase the energy exchange between the surface and the atmosphere. In addition, the size and
spacing of these roughness elements introduce a substantial roughness sub-layer and inertial

sub-layer (e.g., Roth, 2000) which can be neglected for a rural surface.

In addition, the standard logarithmic wind profile with height does not apply within the
roughness sub-layer (e.g., Macdonald, 2000). Whilst this is often neglected over rural surfaces,
this region is generally of interest within a city as it includes the roughness elements, i.e., the
buildings. This means that the standard surface exchange turbulence equations, that utilise an
effective roughness length for the surface, can not be used in this region and so other
parameterisations for the wind profile have been developed (e.g., Macdonald, 2000, Coceal and
Belcher, 2004, Di Sabatino et al., 2008). However, above the roughness sub-layer the
logarithmic wind profile does still hold and the standard roughness length approach is still valid,

but the roughness length is altered by the turbulent wakes (Harman et al., 2004a).

To simplify the description of the built part of an urban area an urban canyon (Nunez and Oke,

1977) has often been used. The morphology of an urban street canyon is often taken to be made
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up of a number of facets. These include the roofs and walls of the buildings, and the road
between the buildings, although some urban models also include natural surfaces such as
vegetation and bare soil. Whilst the bare soil and vegetation parts of the land cover are able to
sustain a flux of moisture into the atmosphere through the water held in the soil, these urban
facets are typically assumed to be unable to access moisture apart from the period following
precipitation. The store of soil moisture is detached through the impervious nature of these
anthropogenic surfaces, whilst runoff of excess water at the surface feeds into the drainage
systems that remove this moisture from the system. This means that the turbulent moisture
fluxes from such surfaces are limited to periods during which the surface can retain a small
amount of water on the surface itself, and the magnitude of this flux is limited by the size of this

moisture store.

Observational campaigns are rare in downtown areas of cities but more common in the more
extensive residential areas (Loridan and Grimmond, 2012a). The latter can be used to
investigate the impact of vegetation on the balance between turbulent heat fluxes. Grimmond
and Oke (2002) showed how in general the Bowen ratio (turbulent sensible heat flux: turbulent
latent heat flux) changes with increasing fraction of vegetation, based upon a number of
observational campaigns. These observational studies demonstrate the importance of the
moisture flux in the surface energy balance of urban areas and suggest that a representation of

vegetation within urban models is important.

Another significant difference between the urban surface and those of a natural environment is
the ability to store energy within the material fabric through the conductive flux from the
surface. Urban building materials can have high thermal capacities and hence store large
amounts of energy (e.g., Oke, 1987). In addition, the increased area from the large surface
elements also increases the capability of storing energy. For natural environments, vegetation
has a much lower thermal capacity and is hence not able to store such large amounts of energy.
A bare soil surface can have similar thermal capacities to some building materials (e.g., Oke,
1987), but the smaller surface area and the diffusion of the energy to lower depths away from
the surface change the thermal characteristics compared to the built environment. The stored
energy in bare soils can be retained over longer periods of time and hence there is a lower

response over the diurnal cycle.

2.3 Anthropogenic sources of heat and moisture

Human activities within cities lead to heating which needs to be taken account of within the
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surface energy balance. This additional term is called the anthropogenic heat flux (Qg). So the

surface energy balance equation for an urban environment now becomes (Oke, 1988),

Q +Qr +AQ, =Q, +Q¢ +AQ; (2.5)
where 4Qs is the net storage heat flux from the surface volume, including both the urban fabric

and the air within this volume.

The activities that contribute to the anthropogenic heat flux include the energy used for winter
heating or summer cooling of buildings, the energy released from transportation and the heat
energy generated by the metabolism of humans themselves (e.g., Sailor, 2011). Grimmond
(1992) showed a diurnal cycle of these three components to the anthropogenic heat flux for a
suburban area of VVancouver. In this study, the heating of the buildings was the largest term with
values as large as 9 W m™ and had a double peak during the morning and evening/night. The
heat released through the emissions of vehicles also showed a strong diurnal cycle with values
between 4 — 6 W m during the day, but decreasing to almost zero during the night. The heat
released through human metabolism showed little diurnal cycle with values during the day
constant at around 1 W m™, but with almost a zero flux during the early hours of the morning.
However, in the centre of some cities Qr can be of the order of 100 W m™ (e.g., Pigeon et al.,
2007b, Sailor, 2011) or larger. When determined at a very fine resolution, the local
anthropogenic heat flux can even exceed solar forcing at certain locations and time of day.
Ichinose et al. (1999) estimated that at 25 m grid resolution centred on large high-rise office
buildings in Tokyo, the hourly energy consumption could be as large as 1590 W m™ in the

winter and more than 400 W m™ during the summer daytime hours.

This anthropogenic heat source can have both diurnal and seasonal variations (Sailor, 2011).
The heating of buildings has a diurnal cycle that can be linked to the usage of the buildings.
Office environments will have heating during winter days, but may not use as much energy
during the evenings and night. Homes could be heated during the morning and evening, but may
not be during the day if the inhabitants are located in a different place for work. Similarly, the
energy released through transportation will have a diurnal cycle with peak values during the
main commuter times of the working day (Sailor, 2011), whilst the location of the people in
offices or at home will change the distribution of the metabolic heat source. The working
behaviours of people will also determine a weekly cycle to the anthropogenic heat flux (Sailor,
2011) where there is a working week and a weekend, due to the differing transportation and

building heating requirements.

The seasonal cycle in the anthropogenic heat flux is driven by the climate of the urban
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environment. Cities that have cold winters are likely to have a larger energy consumption (and
hence anthropogenic heat flux) during the winter months than during the warmer summers.
However cities that have hot summers could have energy consumption that is dominated by
summer cooling rather than the winter heating, provided that the socio-economic situation of the
cities’ inhabitants enables this. Changes in local climate, possibly due to climate change, are
starting to impact on the seasonal cycle of energy consumption (and hence anthropogenic heat
flux) with the peak energy consumption moving from winter heating to summer cooling (e.g.,
POST, 2008)

As well as the anthropogenic heat flux there is also an anthropogenic moisture flux. This
typically takes two forms (Sailor, 2011). Air conditioning systems that remove heat from
buildings can use evaporative cooling techniques, with a net impact of giving a source of
moisture to the atmosphere. In addition, the combustion of hydrocarbon fuels, from either
vehicles or heating systems, produce a source of moisture through chemical reactions. For
instance, with vehicles, each litre of fuel burned can generate 0.9 to 1.0 kg of water vapour
(Sailor, 2011).

Whilst these anthropogenic moisture fluxes give a direct source into the atmosphere, more
indirect moisture sources can also be supplied to the surface. This typically takes the form of
irrigation of gardens and parks in dry climates, or during dry periods (e.g., Cleugh and Oke,
1986, Grimmond et al., 1986, Grimmond, 1992), but there can also be other sources of
anthropogenic moisture such as street cleaning (e.g., Oke et al., 1999). These sources of water
can maintain a moisture flux that would otherwise be unsustainable, impacting on the other

terms within the urban surface energy balance equation.

The surface albedo for the net shortwave radiation can be changed from that of the material
elements of the building fabric due to multiple reflections caused by the morphology of the
urban environment. These multiple reflections have the impact of reducing the effective albedo
and increasing the net solar radiation. However, the orientation of a street canyon and the height

of the buildings can lead to the shading of parts of a facet, reducing the incident solar radiation.

In addition to changes in the shortwave radiation compared to the rural surface energy balance,
the tall urban structures can reduce the sky view factor (e.g., Lindberg and Grimmond, 2010).

This has the impact of reducing the incoming shortwave and longwave radiation that originates
from the atmospheric dome above the surface, and introduces a longwave component from the
other urban facets that can be seen from the surface. This will increase the amount of incoming

longwave radiation for any of the facets within the urban "surface” volume and hence is
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sometimes considered as decreasing the surface emissivity (e.g., Harman and Belcher, 2006).

The increased surface area, due to the various facets of the urban morphology within the
"surface" volume, also alters the nature of the area over which the surface energy balance is
applied. All of these factors combine to give a complex and heterogeneous surface energy

balance compared to the surrounding rural areas.

2.4 Urban observational datasets

The structure of cities is complex, even compared to surrounding rural areas. There are many
physical processes that occur in urban areas, but it is not clear which are the dominant physical
processes. Our basic understanding of urban environments is limited due to the many
difficulties in collecting good quality observations. Compared to observational campaigns of
surface fluxes in rural areas, there are a number of additional requirements for urban areas that
have limited their number in comparison. For instance, finding suitable locations, power
supplies and ensuring the security of the instruments themselves. The heterogeneous nature of
the urban surface and the height of the roughness elements (i.e., the buildings) makes it
important to ensure that the height of the observations are suitably above the roughness sub-
layer. This creates an additional requirement to site instruments on tall masts and often on the
top of high buildings. In addition, it is important to understand the footprint of the observations,
for which the source area model of Schmid (1994) is often used.

These limitations resulted in few observational studies of surface fluxes within urban areas
before the beginning of the 1990s. However during the period from 1990 to 1995 a number of
campaigns were undertaken for North American cities (Grimmond and Oke, 1993, 1995, 1999a,
Grimmond et al., 1996, King and Grimmond, 1997, Newton, 1999, Oke et al., 1999). These
campaigns were typically of short duration, ranging from 7 to 57 days in length, and were all
during the summer months with the exception of Mexico City (Oke et al., 1999) which has a
sub-tropical climate. The implications are that all of these datasets were aligned to times of the
year which climatologically are typically the lowest precipitation periods. With the exception of
Vancouver (Grimmond and Oke, 1999a) there was just one observational site for each of the
campaigns which limited the opportunity to investigate the differences between the built
environment and its surroundings, or between high density down town areas and sub-urban

locations.

More recent observational campaigns have tried to address the limitation of the earlier datasets.
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In addition to other North American cities such as Baltimore (Crawford et al., 2011) and
Oklahoma (Grimmond et al., 2004b), there have been studies in Europe for Lodz (Offerle et al.,
2005a), Marseille (Grimmond et al., 2004a), Basel (Christen and VVogt, 2004), Helsinki (Vesala
et al., 2008), in Africa for Ouagadougou (Offerle et al., 2005b), in Asia for Tokyo (Moriwaki
and Kanda, 2004), and Australia for Preston, Melbourne (Couitts et al., 2007a, 2007b). Many of
these campaigns have been for longer duration with a number of them covering a whole annual
cycle (e.g., Baltimore, Helsinki, Lodz, Preston and Tokyo). In addition, some campaigns have
considered a number of different sites within and surrounding the city (e.g., Basel and
Oklahoma City), enabling a comparison between sites with differing urban densities.

Typically not all of the components of the energy balance have been observed. It is difficult to
observe the net storage heat flux and so it is often taken to be the residual of the surface energy
balance, and hence includes the observational errors from all of the other fluxes. The net
advective flux is also difficult to observe and is usually neglected, although attention is often

given to the location of the site to minimise the advective flux.

It is difficult to directly observe the anthropogenic heat flux, although a recent study by
Kotthaus and Grimmond (2012) have attempted to calculate this term from eddy covariance
measurements by detailed analysis of extreme values to identify micro-scale anthropogenic
sources. Hence this term is often neglected, or derived from other information such as energy
use statistics and vehicle surveys, using a method such as Sailor and Lu (2004). Similarly the
anthropogenic moisture flux is not observed, with at most comments in the publications
referring to irrigation (e.g., Grimmond and Oke, 1995, Grimmond et al., 1996) or street cleaning
(e.g., Oke et al., 1999), or indeed irrigation bans (e.g., Grimmond and Oke, 1999a).

For some of the observational datasets, especially the earlier datasets, radiation components
were not measured at the observational site. In these situations typically the shortwave radiation
information comes from other nearby sites (such as airports) whilst the longwave radiation

components might be determined from empirical formulae (e.g., Prata 1996).

2.5 Urban models

With the increasing requirements for the representation of urban areas within atmospheric

numerical models, there are a number of urban surface schemes that have been developed in
recent years (e.g., Myrup, 1969, Ackerman, 1977, Carson and Boland, 1978, Grimmond and
Oke 1991, Masson, 2000, Grimmond and Oke, 2002, Martilli et al., 2002, Chen et al., 2004,
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Fortuniak et al., 2004, Best, 2005, Dandou, 2005, Kondo et al., 2005, Dupont and Mestayer,
2006, Krayenhoff and Voogt, 2007, Lee and Park, 2008, Oleson et al., 2008a). These models
vary in their degree of complexity by including a different number of physical processes from
within the urban environment. However, increased complexity always comes at a cost. In this
case that cost is in computational requirements and also in the parameter and data requirements.
For operational forecasting, the weather information required by customers can not be delivered
late, and so the length of the numerical model simulations is critical. Hence the computational
cost of every aspect of the modelling system needs to be minimised, whilst retaining accuracy.
For global applications, the requirement of parameter information for all cities that might be
represented around the world can make it difficult for some complex schemes to be practical for
such applications, although Masson et al. (2003) and Jackson et al. (2010) have tried to develop
a database that has this capability. Hence there is a requirement to understand how all of the
currently available urban schemes perform in real situations and to assess how much of the
complexity of these models is required for the various applications within numerical

atmospheric modelling.

The design of many urban models is based upon the street canyon as the basic modelling unit
(e.g., Masson, 2000, Martilli et al., 2002, Kondo et al., 2005, Kawamoto and Ooka, 2006,
Krayenhoff and VVoogt, 2007, Oleson et al., 2008a, Ryu et al., 2009). As such, urban models
often neglect vegetation, or indeed do not include any moisture source at all (Fortuniak, 2003,
Kondo et al., 2005, Krayenhoff and Voogt, 2007). Some modelling studies have coupled such
urban schemes to dry boundary layer models to study feedbacks, explicitly neglecting the
influence of moisture in the feedback processes (e.g. Harman and Belcher, 2006). However,
there are some urban schemes that have been coupled to a more traditional land surface model
in order to include a representation of vegetation (e.g., Lemonsu et al., 2004, Chen et al., 2011),
whilst others explicitly include vegetation within the urban scheme, either through the tile
approach (e.g., Best, 2005, Dupont and Mestayer, 2006), or integrated into the urban energy
balance (e.g., Grimmond and Oke, 1991, Grimmond and Oke, 2002, Kawamoto and Ooka,
2006, Lee and Park, 2008, Oleson et al., 2008a).

Additional complexity within the models is often introduced to include physical parts of the
system which have been either neglected, or simplified to a set of parameters. However, the
introduction of the new physical features will inevitably introduce a new range of parameters,
resulting often in an increase in their total number. These new parameters are often linked to
specific parts of the physical system, for example the properties of the building materials (e.g.,
Krayenhoff and VVoogt, 2007). Whilst it is possible to obtain such parameters for a particular

city, these parameter will vary globally (e.g., Jackson et al., 2010) which can cause difficulties
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in creating the applicable parameter sets required for global modelling.

The limited availability of good quality observations within cities, the heterogeneous nature of
cities from different parts of the World, or even within a city itself, and the many physical
processes have made it difficult for the urban modelling community to assess which processes
their models should capture. Without knowing which are the dominant processes, it is not
possible to identify which processes are of second order and can be neglected for certain
applications.

There have now been numerous comparisons between urban schemes and observational datasets
(e.g., Grimmond and Oke, 2002, Masson et al., 2002, Best et al., 2006, Dupont and Mestayer,
2006, Hamdi and Schayes, 2007, Krayenhoff and VVoogt, 2007, Kawai et al., 2009, Porson et al.,
2009, Loridan et al., 2010, 2011) to assess the accuracy of the numerical urban models, with
some studies using the same observational datasets (e.g., Grimmond and Oke, 2002, Masson et
al., 2002, Best et al., 2006, Krayenhoff and VVoogt, 2007). Typically the literature shows how
the analyses have been used to improve the performance of the urban models, but do not
necessarily accurately describe the initial behaviour of the model without any parameter

calibration or adjustments.

However, most of the datasets are of short duration due to the complexities of observational
campaigns in such environments and typically only cover periods of weeks (e.g., Grimmond et
al., 1996, Oke et al., 1999, Voogt and Grimmond, 2000, Grimmond et al., 2004a, Mestayer et
al., 2005, Offerle et al., 2005b, Newton et al., 2007). This means that the majority of
observational campaigns have concentrated on summer periods, when the urban heat island is
expected to be at its most intense. This has limited our understanding of the behaviour and the

period of evaluation of urban numerical models.

2.6 Conclusions

There are many aspects of the urban surface that differ from rural areas due to human influences
and hence impact on the surface energy balance. This includes impervious materials used to
construct buildings and roads that alter the water retaining capabilities at the surface and the
potential for stored energy through thermal mass. Whilst vegetation can often be considered to
be homogeneous to a certain extent, differences in the buildings within a city mean that the
urban environment is very heterogeneous. This has an additional impact when considering the

energy balance at the surface through dynamical advection of the atmosphere.
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Human activities also contribute to additional sources of energy through heating of buildings
and vehicular transport, which should be considered in both interpreting observations and
modelling. The additional sources are not limited to heat and energy, but can also include
moisture sources such as irrigation or street cleaning. Availability of water has a critical impact
on the surface energy balance, and hence cannot be ignored. However, these human activities
are dominated by socio-economic factors as much as physical condition.

The development of urban models has been slower than that for rural surfaces because of the
availability of good quality observational datasets. There are many factors that make
observational campaigns more challenging in urban environments and until relatively recently

these restrictions have limited observational datasets to short durations.

The implications of few observational datasets are that it has been difficult to assess the
performance of urban models. Many models have been developed over the last couple of
decades, with more recent models often adding new features that were not represented in
previous models. This has added to the increase in complexity of these models, but the necessity
of these additional features to enable a good simulation of the urban environment has not

generally been demonstrated.
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Chapter 3: The First International Urban Model Comparison
(PILPS-Urban)

3.1 Comparison Design

In order to obtain unbiased, objective conclusions about the level of complexity required for a
model to accurately represent the energy exchanges for an urban area, the first international
urban model comparison was designed and implemented. This project followed the processes
established with the series of successful comparison studies under the Project for
Intercomparison of Land-surface Parameterization Schemes (PILPS) (Henderson-Sellers et al.,
1993, 2003). It received the support of the World Meteorological Organisation (WMO) and the
Global Land Atmosphere System Study (GLASS) panel under the Global Energy and Water
cycle Exchanges project (GEWEX).

The goal of the comparison was to answer the following questions:
1. What are the dominant physical processes controlling the urban surface energy balance?
2. What level of complexity is required from an urban model to be fit for purpose?

3. What are the parameter requirements for such a model and can they be determined?

To address these, the comparison was designed to investigate the simulation of various terms
within the surface energy balance, in a controlled manner that enables comparable evaluation of
the models. An overview of the motivation, design and goals of the comparison are given in
Grimmond et al. (2009). The atmospheric forcing data for a single site was provided and for
each model the user was required to return a number of essential fluxes (Table 3.1), along with
the parameter information used in the simulations. Additional desirable fluxes were also

requested if available.

The requirements for the evaluation data set were:

e The dataset needed to be at least twelve months in length, to ensure that the seasonal cycle
of the model results could be assessed.

e The atmospheric forcing data required to run the models (Table 3.2), and the surface flux
data required to evaluate the models (Table 3.1), needed to be available.

e The dataset must not have previously been used for model evaluation; so no user could have

done prior “tuning” of a model for this particular site.

29



A wide selection of models participated in the comparison with differences in complexity and
biophysical processes represented. By combining the models with similar levels of complexity
for a number of physical processes, it is possible to compare the relative performance of the
groups. From this, for each process, the levels of complexity required for a model to perform
well in simulations can be identified. Eight categories (shown if Fig. 3.1) were identified for the
comparison to represent the possible dominant physical processes, related to the way in which:
a) Vvegetation is represented;

b) anthropogenic heat flux is represented:;

¢) anthropogenic heat flux varies, either diurnally or seasonally, or not;

d) morphology of the urban area is characterised within the model;

e) facets and orientation of these facets are included;

f) number of solar reflections;

g) number of facets with a distinct albedo;

h) net storage heat flux is calculated.

Within each category there is a range of approaches from the simplest representation (e.g.
neglects the process or uses a bulk approach) to the most complex representation. Each
modelling group were asked to report the level of complexity in their model for each of the
categories and this information is used to place the models into a number of classes from
simplest to most complex (shown in Fig. 3.1). By assessing the skill of each cohort it is possible
to identify what physical processes have little impact on the model results and which have the
largest impact. From this analysis the dominant biophysical processes on the urban energy

balance can be identified, hence answering the first of the questions.

By comparing the performance of each group of models over the various complexity classes, we
can identify the level of complexity required to model the dominant physical processes. Given a
particular modelling requirement, this will enable assessment of the level of complexity

required for a model to be fit for this purpose. This addresses the second question.

To assess the impact of the parameter requirements, the study had multiple stages. In the first
stage, no information about the site was released to the participants, beyond that it was urban.
The site for these purposes was termed ‘Alpha’. The results represent the performance of the

models given no specific parameter information.

At the second stage the fraction of the site surroundings that was built and vegetated was
provided. Given that a large number of models use a tile scheme this enables the appropriate

land cover fraction for natural surfaces to be applied. This is also information that can be
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determined globally from satellites.

At the third stage, morphology data were provided (e.g., height to width ratio) which enables the
various facets to be correct. This information is generally unavailable on a global scale, but
could be determined using some basic assumptions and empirical relations (e.g., Bohnenstengel
etal., 2011)

At the fourth stage the site location and all information about the site was provided. This
included the information about building materials so participants could set up their models with
the most appropriate settings. As such, we would expect the results from this stage to be the

most accurate thus far.

For the final stage, the participants were given the fluxes used for the evaluation of the models.
This enabled the modelling groups to optimise their models in order to minimise the errors in
combinations of the fluxes. On completion of this stage, each participant was asked to return the
new set of simulated fluxes along with the changes in the parameter values used for the
optimisation. Analysis of the changes in these parameters enables the identification of
limitations of the modelling systems through the use of parameter values that are either set
outside of the observational range, or set to pre-defined limits for the parameters. This stage of
the experiment took significantly more resources to complete compared to the previous stages,
and as such, only a small number of participants returned results for this stage of the
comparison. Due to the smaller number of models, analyses of the results have not been pursued
to date.

Assessing the relative performance of the models at each stage, and taking into account the
changes in information available, enables the influence of the parameters on the behaviour of
the model to be determined. Hence, it is possible to identify which parameter information lead
to a marked improvement in performance. This can be used to answer the third question. By
studying what information is most influential, it is possible to assess if this is available either

locally or globally, hence answering if the required parameter information can be determined.

If particular parameter information is identified as critical for the accurate representation of the
urban energy balance, but this information is currently unavailable, it is possible to identify an
essential observational requirement for the modelling community. Hence an additional goal of
the model comparison experiment was to advise the observational community of the critical
parameters required to represent urban environments. Although this information is not typically

provided by the observational community, the results could potentially change the focus of
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future observational campaigns to address the modelling community needs and hence ensure

that the collected data have maximum benefit to the research community.

As with all model comparisons, it is difficult to ensure that all participants adhere to the
experiment protocol (Henderson-Sellers and Pitman, personal comm.). To ensure maximum
quality of the results in the main part of the comparison, a second site was used to obtain initial
results from participants. The main focus of this phase was to ensure that the data returned met
with the specifications of the comparison protocol. The site chosen was for a known location, a
light industrial site in Vancouver (Grimmond and Oke, 2002), identified as VL92. This dataset
provides the opportunity to assess the models at a second site, making the results from the

comparison more robust.

Full information about the VL92 site was available to the participants as some modelling groups
had already used these data to evaluate their models (e.g., Masson et al., 2002, Best et al., 2006,
Oleson et al., 2008a). Hence all modelling groups were able to develop/evaluate their models
with these data. Thus, the VL92 results can not be used to assess the impact of parameter
information, but can be used to identify the dominant physical processes and level of
complexity required for the models to be fit for purpose. As this dataset covered only a short

period it was not possible to assess the seasonal performance.

3.2 The VL92 dataset

The Phase 1 site was a light industrial area in Vancouver, Canada. The site consisted of one-
and two-storey warehouse structures with virtually no vegetation (Grimmond and Oke, 1999a),
and can be characterised by the Urban Terrain Zones (UTZ) of Ellefsen (1985) as Do4. The
mean building height was 5.8 m £ 0.1 m, the mean height of the trees 8.6 m £ 0.2 m, which
gave a mean height for the roughness elements of 6.0 m + 0.2 m averaged on plan area and 6.7
m + 0.1 m averaged on frontal area (Grimmond and Oke, 1999b). The observation period was
from the 10" August 1992 to the 25" August 1992 (day of year: 223 — 238).

Geographic Information Systems (GIS) which contain the surface descriptors were developed
from areal photographs and field surveys at the site, following the procedures defined in
Grimmond and Souch (1994) and Grimmond (1996). The source areas for the hourly measured
convective fluxes were determined using the Flux Source Area Model (FSAM) of Schmid
(1994). The source areas were calculated assuming a non-dimensional height z,+/zo = 33 (where

Zy¢ IS the reference height of the sensors and z, is the roughness length for momentum), near-
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neutral stability (z.#/L = -0.04, where L is the Obukhov length) and a lateral turbulence
parameter 6,/U« = 1.9 (where o, is the horizontal crosswind standard deviation of the wind
fluctuations and u- is the friction velocity). The source areas contributing to 90% of the
concentration of the flux were used for the calculations. This analysis determined area surface
cover fractions of 4% for vegetation, 32% for impervious ground, 37% roofs and 27% walls.

At the observational site, the instruments were mounted on tall towers to ensure that the
measurements were within the constant flux layer of the urban boundary layer. This means that
the measurements are representative of the local-scale with horizontal length scales of 10> — 10
m (Grimmond and Oke, 1999a). The net all-wave radiation was measured using either a
Swissteco or REBS net pyrradiometer. Vertical wind velocity fluctuations were measured using
a Campbell Scientific Inc (CSI) one-dimensional sonic anemometer and used, along with a fine
wire thermocouple system for temperature fluctuations and a CSI krypton hygrometer for
absolute humidity fluctuations, to determine turbulent sensible and latent heat fluxes using the
eddy correlation method. These fast response instruments were mounted less than 0.15 m apart
and the fluctuations were sampled at 5 or 10 Hz and the covariances were averaged over 15
minute periods. Flux corrections were made for oxygen absorption and air density, but no

corrections were applied for frequency response or spatial separation of the sensors.

The storage heat flux was determined from the residual of the basic surface energy balance

equation:

AQ; =Q" —(Qy +Q¢) (31)
This means that all observational errors in the other fluxes are accumulated into the net storage
heat flux. For all of the fluxes, these errors can include those due to the spatial inconsistency of
the energy balances, which result from variations in the source area due to fluctuations in the
wind direction, atmospheric stability and surface roughness. For the radiant fluxes, these surface

characteristics remain fixed in time except for shadows (Soux et al., 2004)

For this observational study, the anthropogenic heat flux and the horizontal advection terms
within the urban energy balance (egn. 2.5) were not measured. The anthropogenic heat flux
enters the climate system in a number of ways. Warmer surfaces due to this flux will act as an
additional source of radiation and additional convected sensible heat (Grimmond and Oke,
1999a). Additional sensible and latent heat flux will also be convected directly from the exhaust
pipes of vehicles and chimneys or leakage from buildings. However, some sensible heat will be
conducted into net storage heat flux. The radiative and convective components from the

anthropogenic heat flux will be sensed by the instruments, so only the storage component in the
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fabric of the buildings will be in the net storage heat flux (Grimmond and Oke, 1999a). This
highlights that the basic surface energy balance equation used to determine the net storage heat
flux as the residual is a measured energy balance. A numerical model of this environment needs

to explicitly include the anthropogenic heat flux term in its energy balance equation.

It is difficult to assess the impact of the advection flux on the errors in the net storage heat flux.
There will have been some mesoscale circulations that could contribute to an advective flux,
however the site was selected to minimise the impact. This means that the advective flux was

probably small and was hence neglected.

Although Vancouver usually experiences a mild summer drought, typically a surface moisture
source is maintained from considerable sprinkler irrigation. This is typical of other cities, as
discussed in Chapter 8. However, the summer of 1992 was drier than usual which led to a ban
on external irrigation (Grimmond and Oke, 2002). This means that there was little surface
moisture available for evaporation during the observational period and hence only a small latent
heat flux. The implication of this is that the impact of neglecting moisture or vegetation within

urban numerical models should be small.

3.3 The “Alpha” dataset

The “Alpha” dataset was collected in Preston, a suburb in north Melbourne, Australia (Coutts et
al., 2007a, 2007b). The area consists of moderately developed low-density housing and is
defined as being within the Urban Climate Zone (UCZ) 5 (Oke, 2004). The mean height to
width ratio of the site is 0.42 and the mean wall-to-plan ratio is 0.40 (Coutts et al., 2007b).
Aerial photographs for 2002 used for surface cover estimates, give the fraction of pervious
surface area as 38%, of which 23% was defined to be dense vegetation (Coultts et al., 2007a),
although the form and type of vegetation was not provided. These fractions consist of
impervious as: buildings (44.5%), concrete (4.5%), and roads (13%); and pervious: vegetation
excluding grass (22.5%), grass (15%) and other (bare or pools, 0.5%).

Radiative fluxes were measured at the site using Kipp and Zonen CM7B and CG4 radiometers.
The data were sampled at 1 Hz and averaged to 30 minutes. Wind velocities were measured
using a CSI CSAT 3D sonic anemometer whilst humidity was measured using a CSI KH20
krypton hygrometer during the period from August 2003 to February 2004, and a LICOR
LI7500 open path infrared gas analyser for the remaining period. These were sampled at 10 Hz

and used to calculate the turbulent heat and moisture fluxes at 30 minute intervals using eddy
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covariance techniques.

The anthropogenic heat flux was estimated for this site following the method of Sailor and Lu
(2004), utilising locally available data. However, only a simplified version of this method was
adopted because detailed databases such as those used by Sailor and Lu (2004) were not
available for Melbourne. Components of this heat source were determined for three main
sources: vehicles, building sector and human metabolism. The heat flux from vehicles was
determined with data from a vehicle survey during November 2002 — October 2003. For the
heat released from buildings, data on the half-hourly demand for electricity and the daily
consumption for natural gas was utilised. The human metabolic rate was assumed to take
different values for night-time hours, daytime hours and transitional periods with values of 75
W, 175 W and 125 W respectively, with the anthropogenic heat flux for human metabolism then
determined from the population density. The total anthropogenic heat flux was taken as the sum

these three components (see Coultts et al., 2007b, for more detail).

The urban net storage heat flux was not measured directly, but was determined as the residual of
the urban energy balance (egn 2.5), assuming that the advective flux is negligible and can hence
be neglected. The disadvantage of this approach is that the net storage heat flux accumulates the
observational errors from the other terms within the energy balance equation. Coultts et al.
(2007b) suggest that the sensible and latent heat fluxes could be under-estimated by as much as
20%, so the residual value of the net storage heat flux should be considered as an upper limit of
the energy stored. The net advection flux is assumed to be negligible in the observations based
on appropriate siting of the instrumentation to have extensive fetch that is regarded as being

homogeneous.

The data were collected over a 474 day period, although not all of the data were available at all
times. For the forcing data for the urban surface models, the missing data were gap filled in
order to obtain a continuous forcing dataset with a half hour time-step. For the surface fluxes,
which are used to evaluate the urban models, the missing data have not been gap filled, but the
analysis is only undertaken for time periods where all of the fluxes are available. This limits the
analysis to 8865 intervals (38.9% of the total time period), but allows for a consistent

comparison between the fluxes in the surface energy balance.
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3.4 Initial analyses of results

Results from 33 models were returned for the comparison, although one model did not complete
the runs for stage 4 and hence was included in the analysis of VL92 dataset (Grimmond et al.,
2010, Appendix A), but was excluded from the subsequent analyses on the “Alpha” dataset
(Grimmond et al., 2011, Appendix B and Chapters 4, 5 and 6). Of the 32 remaining sets of
model simulations, these were performed by 24 different users with 21 independent models. A
list of the models is given in Grimmond et al. (2010, Appendix A, 2011, Appendix B) and
Chapters 4, 5 and 6.

A number of statistical metrics were used to assess the performance of the models for each flux
compared to the observations. These were: mean (i), standard deviation (o), Pearson’s
correlation coefficient (R) and coefficient of determination (R%), root mean square error (RMSE),
systematic RMSE (RMSEs), unsystematic RMSE (RMSEu), mean absolute error (MAE), mean
bias error (MBE) and index of agreement (d). The definition for these statistical metrics is given
in Grimmond et al. (2010, Appendix A). However, the analyses presented in Chapters 4, 5 and 6
consider only the metrics for mean, MBE and RMSE.

Initial results from stage 1 of the comparison experiment using the VL92 dataset are given in
Grimmond et al. (2010, Appendix A). This study concluded that the models performed best at
predicting the net radiation flux and were worst with the latent heat flux. No model was best at
predicting all of the fluxes, and it is difficult for the models to minimise errors in both the net
radiation flux and the sensible heat flux. Generally the unsystematic errors were smaller than the

systematic errors, especially for the poorest performing models.

Models that do not represent vegetation gave the poorest performance for all fluxes over both
the day and night, even at this site which was characterised with limited vegetation fraction.
During the day, models that do not include the anthropogenic heat flux do at least as well as the
models that do include this term in the surface energy balance equation. However, during the
night, the models that include the anthropogenic heat flux have better performance for the net

radiation and the net storage heat flux.

Initial results from the comparison experiment using the “Alpha” dataset are presented in
Grimmond et al. (2011, Appendix B). Again, it was concluded from this study that no individual
model performed best over all of the evaluation fluxes. Implications of this could be that some
models have a good representation of one flux, but for the wrong physical reasons. Representing

vegetation significantly impacted on the performance of the models, which agreed with the
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results using the VL92 dataset even though the later had a much lower plan area fraction of
vegetation. Indeed, specifying the fraction of surface cover had the largest impact on
performance for most of the models. In addition, the RMSE in the latent heat flux was of the
same order of magnitude as the observed flux, showing that there needs to be a focus on the way

in which moisture exchange is represented.

The study also concluded that closure of the radiation balance is not a good indicator of the
ability of a model to represent a particular radiative flux. Whilst the upward component of the
shortwave radiation was generally modelled well, the upward longwave component was not as
good, although the net radiation is modelled better than either of the two radiative components.
Models with the simplest characteristics tended to out-perform the more complex models as
they could assign a single parameter value that matched the observations. These simple models
showed a net improvement with the additional site information given at each stage, whereas the
more complex models did not. However, using an ensemble of models generally out performed

a single model.

3.5 Conclusions

The urban model comparison was the first international comparison experiment undertaken by
the urban community. The aims of the experiment were to compare participating models within
a consistent framework that enables an objective assessment. As such, the experiment was

carefully designed in stages to examine various aspects of the models.

The applications for urban models are varied, so the comparison concentrated on a single
application, that of weather forecasting and climate prediction. The requirements of an urban
model for this application are to have accurate surface fluxes of net radiation and sensible and

latent heat, which form boundary conditions to the atmospheric model.

There was good participation within the comparison from a number of models and groups. This
not only enabled comparison between the models, but also a comparison of the same model run

by different groups, so that model assumptions could be studied.

Initial analyses of the results from the comparison showed that no model performs best, which
could suggest that none of the models have an optimal configuration. In addition, representing
vegetation is critical to get the correct balance between heating and moistening of the

atmospheric boundary layer over an urban environment.
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Table 3.1: Fluxes used for the evaluation of the models in the comparison

Flux (W m™) Essential/Desirable
Net all wave radiation flux Essential
Sensible heat flux Essential
Latent heat flux Essential
Net storage heat flux Essential
Outgoing shortwave radiation flux Desirable
Outgoing longwave radiation flux Desirable

Table 3.2: Atmospheric forcing data required for the model comparison

Atmospheric forcing Units
Incoming shortwave radiation W m™
Incoming longwave radiation [W m™
Rainfall kgm?s?
Air temperature K
Relative humidity %

Wind speed ms™
Wind direction °
/Atmospheric pressure Pa
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Figure 3.1: Categories based upon possible dominant physical processes for an urban area, that
are used to group models in the urban model comparison. The classes within each physical
category are based upon the complexity of the processes represented, ranging from the simplest
to the most complex. (Adapted from Grimmond et al., 2010).
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Chapter 4: Analysis of the Seasonal Cycle within the First

International Urban Land Surface Model Comparison *

Abstract

A number of urban land-surface models have been developed in recent years to satisfy the
growing requirements for urban weather and climate interactions and prediction. These models
vary considerably in their complexity and the processes that they represent. Although the
models have been evaluated, the observational datasets have typically been of short duration and
S0 not suitable to assess performance over the seasonal cycle. The first international urban-land
surface model comparison used an observational dataset that spanned a period greater than a
year, which enables an analysis over the seasonal cycle, whilst the variety of models that took
part in the comparison allows the analysis to include a full range of model complexity. The
results show that, in general, urban models do capture the seasonal cycle for each of the surface
fluxes, but have larger errors in the summer months than in the winter. The net all-wave
radiation has the smallest errors at all times of the year but with a negative bias. The latent heat
flux and the net storage heat flux also are underestimated, whereas the sensible heat flux
generally has a positive bias throughout the seasonal cycle. A representation of vegetation is a
necessary, but not sufficient, condition for modelling the latent heat flux and associated sensible
heat flux at all times of the year. Models that include a temporal variation in anthropogenic heat
flux show some increased skill in the sensible heat flux at night during the winter, although their
daytime values are consistently overestimated at all times of the year. Models that use the net
all-wave radiation to determine the net storage heat flux have the best agreement with observed
values of this flux during the daytime in summer, but perform worse during the winter months.
The latter could result from a bias of summer periods in the observational datasets used to
derive the relations between net all-wave radiation and the net storage heat flux. Apart from
these models, all of the other model categories considered in the analysis result in a mean net
storage heat flux that is close to zero throughout the seasonal cycle, which is not seen in the
observations and could imply that forcing energy balance closure through the net storage heat
flux at short timescales is not appropriate. Models with a simple treatment of the physical

processes generally perform at least as well as models with greater complexity.

®This has been published as: Best, M.J., C.S.B. Grimmond (2013), Analysis of the seasonal cycle within the first
international urban land surface model comparison, Boundary-Layer Meteorol., 146, 421-446, doi: 10.1007/510546-
012-9769-7.
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4.1 Introduction

With the majority of the world’s population now living in urban areas, there is an increasing
requirement for accurate forecasting of weather conditions within the urban environment. As the
built environment is only a small percentage of the land surface, from a global perspective,
numerical weather forecasting and climate prediction models traditionally have not resolved
these areas and hence neglected the impact of both the urban areas on the evolution of the
atmosphere and the change in meteorological conditions within the city compared to
surrounding rural areas (Best 2006). However, advances in computing power have enabled the
resolution of such models to increase to the extent that cities can now be resolved in the high
resolution limited area models, and even within the global models for some of the larger cities
in the World.

The latest generation of land-surface models have adopted the tile, or mosaic, approach to
represent the heterogeneity of the land surface within a numerical grid box (e.g., Avissar and
Pielke 1989; Koster and Suarez 1992; Essery et al. 2003). This means that these schemes
calculate the surface energy balance for a number of different surface types and blend the
derived surface fluxes at an appropriate height. As such, numerical models are now capable of

representing some of the impacts of the urban areas, even if the cities are not explicitly resolved.

With these increasing requirements for the representation of urban areas within atmospheric
numerical models, there are a number of urban surface schemes that have been developed in
recent years (e.g., Table 4.1). The models vary in their degree of complexity by including a
different number of physical processes from within the urban environment. However, increased
complexity always comes at a cost, mainly in terms of computational needs and also in the
parameter and data requirements. For operational meteorology, the timeliness of the forecast
information is imperative, and so the computational cost of any scheme becomes important and
there is a requirement to minimize this cost whilst maintaining accuracy. For global
applications, the parameter information needed to represent all cities make it difficult for some
complex schemes to have all the complete parameter information. However, Jackson et al.
(2010) recently developed a database to address some aspects of this by region and urban
density, and Loridan and Grimmond (2012a) took a simplifying approach to determine how
many urban zones are needed for energy partitioning (UZE) and to assign parameter values
(Loridan and Grimmond 2012b). There is a need to understand how the currently available
urban land-surface models perform in real situations and to assess how much of the complexity
of these models is required for the various applications within numerical atmospheric

modelling.
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Despite numerous comparisons between urban land-surface models and observational datasets
(e.g., Grimmond and Oke 2002; Masson et al. 2002; Dupont and Mestayer 2006; Hamdi and
Schayes 2007; Krayenhoff and VVoogt 2007; Kawai et al. 2009; Porson et al. 2009; Loridan et al.
2010, 2011) to assess their performance, these have typically been for short duration (few
weeks) due to the complexities of observational campaigns in cities. Compared to rural
campaigns, the additional issues of instrument security, permissions and access to suitable sites,
and access to power supplies, have meant the majority of experimental campaigns have
concentrated on summer periods (e.g., Grimmond et al. 1996; Oke et al. 1999; Voogt and
Grimmond 2000; Grimmond et al. 2004a; Mestayer et al. 2005; Offerle et al. 2005b; Newton et
al. 2007), when the surface fluxes are expected to be largest. This has limited our understanding

of the behaviour and the period of evaluation of urban numerical models.

Until the international Project for Intercomparison of Land surface Parameterization Schemes
(PILPS, Henderson-Sellers et al. 1993, 2003, Irranejad et al. 2003) with urban energy balance
models (PILPS-Urban, Grimmond et al. 2010, 2011), schemes had been evaluated using the
same datasets (e.g., Grimmond and Oke 2002; Masson et al. 2002; Best et al. 2006; Krayenhoff
and Voogt 2007; Oleson et al. 2008a), but lacked a consistent methodology. For PILPS-Urban,
an observational dataset was selected that spanned more than one year, enabling the analysis of
schemes over the seasonal cycle and the relative merits of differing complexity within these
models during different conditions over the year; for example, the impact of vegetation within

urban areas over differing seasons.

The aim of the comparison was to assess the complexity required to represent urban areas
within a numerical atmospheric model. As such, no attempt was made during the collection of
the comparison data, or with subsequent analyses, to rank the models in an identifiable way or
to name the models that performed best or worst. The analysis has simply been applied to
identify common physical characteristics that give relatively ‘good’ or ‘poor’ performance. In

this paper the same ethos of anonymity for the modelling groups is adopted.

The factors that influence the seasonal cycle of the surface fluxes include the interaction of the
solar radiation with the urban surface, both in terms of the magnitude of the solar flux and also
the zenith angle, leading to a different fraction of shading on various surfaces. Anthropogenic
activities can have a substantial seasonal cycle. In many climates, winter heating dominates and
leads to a larger anthropogenic heat flux in winter than in summer, although this is not solely
determined by climate but also depends upon socio-economic conditions. However, where air

conditioning is common there are now areas where anthropogenic heat flux from summer
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cooling exceeds that from winter heating, especially where there is a mild winter. The diurnal
and seasonal pattern in the movement of humans around the urban environment (e.g., changing
population densities during working hours) can make a contribution to variations in the

anthropogenic heat source through metabolic heat generation and transportation sources.

It is well known that the seasonal cycle of soil moisture can affect the water availability for
evapotranspiration by vegetation (e.g., Dirmeyer et al. 2006; Notaro et al. 2010). During
summer the available energy from the radiative fluxes is relatively larger than in winter, but dry
periods limit evaporation compared to periods of plentiful water supply. On the other hand,
winter periods that are unrestricted by soil moisture have evaporation limited by the available
energy. In addition, anthropogenic moisture sources can enhance soil moisture in dry periods
through irrigation leading to increased evapotranspiration, or direct evaporation can occur from
water used for street cleaning, etc. So to understand the full impact of vegetation within an

urban area, the seasonal cycle needs to be studied.

The objective of our study reported herein is to assess the relative merits of the varying
complexities of urban land surface models and to identify the dominant physical processes
required to represent the annual variations in the surface fluxes. This is done through an analysis

of the seasonal behaviour from the first international urban land surface model comparison.

4.2. Methods

4.2.1 Model Characteristics

To evaluate seasonal performance, 32 models that participated in the comparison study (Table
4.1) were categorized based on the physics used, following Grimmond et al. (2010, 2011)
(Table 4.2): (i) include a representation of vegetation, (ii) temporal variation in the
anthropogenic heat source, (iii) facets and orientation of the urban structure, (iv) number of

solar reflections within a street canyon, and (v) number of facets with distinct albedos.

The three approaches to vegetation are termed (in order of increasing complexity, Table 4.2):
none, tile, and integrated. For the tile approach, the surface energy balance is calculated
separately for the vegetation and urban fractions, and the surfaces only interact through the
evolution of the atmospheric variables (e.g., temperature) so there is no interaction during a
timestep. In contrast in the integrated approach, the vegetation surface fluxes are influenced by

the other surfaces (and vice versa) through updating the urban canopy layer temperature and
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humidity through which each of the surface fluxes depends, leading to an interaction within the

timestep.

The additional energy supplied by anthropogenic heat has distinct diurnal and seasonal cycles
(Allen et al. 2011; Sailor 2011) because of human activities (e.g., vehicle use and population
density changes) and regional climate and socio-economic factors (e.g., heating or cooling of
buildings). These temporal changes in the anthropogenic heat flux may be expected to affect the
surface energy exchanges. So the treatment of the anthropogenic heat flux within a model could
have an impact on the seasonal behaviour of the calculated surface fluxes.

The zenith angle and related magnitude of the incoming solar radiation varies through the year.
These two factors can have complex interactions within an urban environment. Low zenith
angles are associated with weaker incoming radiation and can lead to shading on some of the
facets of the urban environment. However, due to the low solar angle, there may be many
reflections from the facets that are sunlit within the complex urban structures, increasing the
fraction of energy that is absorbed. In contrast, high zenith angles with associated greater
incoming solar radiation, give rise to a small fraction of the facets being shaded, but may have
fewer reflections and hence absorb a smaller percentage of the solar energy. The net result of
these interactions can depend upon the orientation of a street canyon, with the potential for more
shading of incident solar radiation that is normal to the street canyon compared to a canyon that
is aligned to the sun’s rays. Also, the maximum number of reflections considered by the urban
models will have an impact, as will the number of distinct facets that are represented with a
unique albedo. Hence the approach for representing the orientation of a street canyon, the
number of reflections and the number of facets with a distinct albedo are all likely to have an

impact on the seasonal behaviour of the models.

By combining each of the categories describing the physics of the models, we can define a
category for the overall complexity of the models. Following Grimmond et al. (2011), a bimodal
classification (simple or complex) for each category can be identified and the overall
complexity can then be determined by the total number of simple classifications: complex
models have no simple classifications; medium complexity models have one or two simple
classifications; and simple models have more than two simple classifications. Grimmond et al.
(2011) showed that a representation of vegetation had a large impact on the resultant negative
behaviour of the models, and hence the vegetation category is omitted when defining the overall
complexity of the models, so as not to unduly influence the results. This overall complexity
classification helps to identify the level of complexity required to resolve the observed seasonal

cycles in the fluxes.
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4.2.2 Model runs and analysis methods

The analysis is performed using the model runs from Phase 2/Stage 4, the main phase of the
comparison, and the stage when all information about the site characteristics (Sect. 4.2.3) was
released to the participants. The impact of parameter selection and requirements on the
performance is not studied as this will be the focus of a future paper. However, it should be
noted that Grimmond et al. (2011) found that not all models improved over each of the
comparison stages, implying that some models (or modellers) are not able to correctly use the

local information provided.

For Stage 4 there are 32 model runs that can be analysed, and consists of 21 independent models
run by 24 different users (Table 4.1). Some groups submitted more than one set of results for an
individual model (e.g., using different versions of their model) and some models were run by

more than one group.

To assess the seasonal behaviour of the models within each of the categories, the modelled
fluxes are compared to observations for each model over 60-day periods (Sect. 2.3). The mean
bias error (MBE) and root mean square error (RMSE) statistics are generated independently for
each model and for each 60-day period to generate seasonal values. For each class category the
median is calculated to ensure that outlying model results do not bias the category results. This

means that in the seasonal time series there can be a switch between models through the year.

4.2.3 Observational data and site

The forcing and evaluation data were collected in Preston, a northern suburb of Melbourne,
Australia (Coutts et al., 2007a, 2007b) for the period August 2003 to November 2004. The
moderately developed low-density housing is classified as an Oke (2004) urban climate zone
(UCZ) 5 (Coutts et al. 2007b) or a Loridan and Grimmond (2012b) urban zones to characterise
energy partitioning (UZE) medium density (MD). The mean height-to-width ratio of the site is
0.42 and the mean wall-to-plan ratio is 0.40 (Coultts et al. 2007b). Analysis of 2002 aerial
photographs characterize the surface cover as 38% pervious, with 23% dense vegetation (Coutts
et al. 2007a), but the form and type of vegetation are not provided. The impervious area consists
of buildings (44.5%), concrete (4.5%), and roads (13%); and pervious: vegetation excluding
grass (22.5%), grass (15%) and other (bare or pools, 0.5%).
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Radiative fluxes were measured on the site at a height of 40 m using Kipp and Zonen CM7B
and CG4 radiometers, with the data sampled at 1 Hz and averaged to 30-min. Wind speeds were
measured using a CSI CSAT 3D sonic anemometer whilst humidity was measured using a CSI
KH20 krypton hygrometer during the period from August 2003 to February 2004, and a LICOR
L17500 open-path infrared gas analyser for the remaining period. The 10 Hz samples were used
to calculate the turbulent heat and moisture fluxes at 30-min intervals using eddy-covariance
techniques.

The anthropogenic heat flux was estimated by Coultts et al. (2007b) following the method of
Sailor and Lu (2004) for vehicles, building sector and human metabolism. This includes using: a
vehicle survey during November 2002 — October 2003; 30-min electricity and daily natural gas
data; and nighttime, daytime and transitional period metabolic rates (75 W, 175 W and 125 W

respectively), with population density to determine the total anthropogenic heat flux.

The net storage heat flux was determined as the residual of the urban energy balance. This
assumes that the advective flux is negligible, based on appropriate siting of the instrumentation
with extensive fetch that is regarded as homogeneous. The disadvantage of this approach is that
this flux accumulates the observational errors from the other terms within the energy balance
equation. Coultts et al. (2007b) suggest that the sensible and latent heat fluxes could be under
estimated by as much as 20%, so the residual value of the net storage heat flux should be

considered as an upper limit of the energy stored/released.

The data were collected over a 474 day period (13 August 2003 to 28 November 2004). For
forcing requirements, missing data were gap filled in order to obtain a continuous dataset with a
30-min timestep (Grimmond et al. 2011). To evaluate the models, analysis is only undertaken
for time periods when all the fluxes are available. This limits the analysis to 8865 intervals
(38.9% of the total time period), but allows for a consistent comparison between the fluxes in
the surface energy balance. The analysis is conducted for seven 60-day periods starting after the

first 54 days, which are treated as a spin-up period for the models.

4.3. Results

The site is characterized with observed daytime turbulent sensible heat (Qu) and net storage heat
(40s) fluxes that are of similar magnitude throughout the year compared to the smaller latent
heat flux (Qg) (Fig. 4.1). Unlike the daytime rural soil heat flux, which is typically a small

proportion of the net all-wave radiation (Q*), 4Qs plays a more dominant role in urban areas.
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During the summer months, Qy generally has larger values than 4Qs, but this is reversed in
winter months (Fig. 4.1). Coutts et al. (2007a, 2007b) provide more detailed discussion of their
observed fluxes.

Generally, the diurnal cycles are captured by the models throughout the year (e.g., Fig. 4.1) with
the biases in the mean flux dominated by the daytime bias in each of the fluxes. This is not
surprising as this is the time of day with the largest fluxes. Another general feature of the
models’ performance is a phase shift in the diurnal cycle of 4Qs. In the morning hours the
observed and modelled fluxes increase concurrently but the peak and subsequent decrease occur
too in early in the models, which leads to larger negative biases in the early afternoon period
(e.g., Fig. 4.12).

In general, considering the results across all categories (Table 4.2), the models are able to
capture the seasonal variations in each of the mean fluxes (e.g., Fig. 4.2), although there is a
seasonal cycle to the RMSE that follows the absolute values of the mean fluxes (Fig. 4.2).
However, if the RMSE is normalized with the absolute value of the mean observed flux for each
60-day period, then we find that the normalized errors are quite consistent throughout the year
(e.g., Fig. 4.3). The peak in the winter June/July period are a result of the small observed
absolute mean values for each of the fluxes, with the exception of the latent heat flux, with
magnitudes less than 10 W m™ (Fig. 4.2). The other larger values for the normalized RMSE with
the sensible heat flux are also due to small absolute values for the mean observed flux. Hence
only the net storage heat flux shows a real change in the normalized RMSE throughout the

seasonal cycle, with an increase occurring from the summer through to the winter period.

Of the four fluxes considered, Q* has the smallest errors at all times of the year. In general there
is a negative bias through the seasonal cycle for Q*, as there is for Qg and 4Qs, whereas Qy

generally has a positive bias throughout the year (Fig. 4.2).

4.3.1 Representation Of Vegetation

In general models that do not explicitly include vegetation are not able to reproduce Qg, leading,
on average, to no moisture flux from the urban area at all (Fig. 4.1 and 4.2). For Q* and 4Qs
there is little difference between the models that do and do not include vegetation, with all three
categories showing a similar seasonal pattern in these fluxes (Fig. 4.2). The models that neglect
vegetation compensate for the lack of Qg by having Qg that is too large during all times of the

year. The mean bias errors for Qy and Qg are close to mirror images for the models that do not
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include vegetation (Fig. 4.2). For both fluxes there are larger biases in summer than winter, as
would expected given the larger summertime flux values. This is confirmed by normalizing the
biases by the absolute value of the mean observed flux (Fig. 4.3), which gives a consistent
signal throughout the seasonal cycle for all fluxes, apart from the winter (June/July) when the
mean observed fluxes are small. However, Q4 has a larger MBE throughout the year than Qg
(Fig. 4.2). This additional offset in the mean fluxes is largely compensated by a bias in 4Qs.
Unlike Qy and Qg, the MBE for Q* and 4Qs does not show a large seasonal cycle (Fig. 4.2).

The models that do not include vegetation clearly have the largest RMSE for Qy and Qg
compared to the other model classes (Fig. 4.2). For summer, the RMSE for both Qy and Qg is
larger than the observed mean fluxes, demonstrating that neglecting vegetation has a detrimental
impact on modelling these fluxes. Despite this being the time of year when water at the surface
may be limited, the maximum solar forcing ensures there is no limitation in available energy, so
vegetation continues to access soil water that maintains evaporation, although it is smaller than
typical rural energy balance fluxes. However, in the Melbourne context because of drought
conditions, the surrounding rural vegetation may have had even smaller fluxes. There are
periods when irrigation does occur in the suburban areas but this is also subject to restrictions

and bans.

In summer, models that neglect vegetation have a larger RMSE (unlike the MBE) for Q* than
the other classes (Fig. 4.2). In winter the class of models that neglect vegetation only has a low
RMSE for 4Qs. The two classes that include vegetation generally have little difference in their
performance (Fig. 4.2). The model cohort that uses the tile approach to vegetation has the
smallest MBE in Qg at most times of the year but larger RMSE than the integrated vegetation
cohort. The tile schemes have the smaller RMSE for 4Qs whereas integrated models have the
smaller for Q* (Fig. 4.2).

It is clear from the diurnal cycle of Qg (Fig. 4.1) that there is no evaporation from most of the
models that do not include vegetation. The impact on Qy is a large overestimation of the
daytime peak value during the summer and a smaller, but still substantial, overestimation of the
peak values in the winter. The nocturnal Qy is also larger than for the other two categories; in
summer this is in better agreement with the observations, but is an overestimate in winter (Fig.
4.1). The models that lack vegetation, not unexpectedly, have larger daytime 4Qs, which
actually results in better agreement with the observations in general than is the case with other

classes (Fig. 4.1).

The models without vegetation have larger daytime peak Q* values than the other two classes
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and the observations (Fig. 4.1). This is unexpected, since without an evaporative flux, the
surface temperature is likely to be larger (consistent with larger Qy and 4Qs), resulting in
increased outgoing longwave radiation. This would act to reduce Q* and so the resultant
increase must be larger than the changes to the outgoing longwave component. As the incoming
radiation is a specified forcing in the comparison, this implies that, on average, a lower effective
albedo is being used. As the effective albedo for urban surfaces is typically lower than for
natural surfaces, it is possible that the increased urban land-cover fraction (due to the neglect of
vegetation) has the impact of reducing the effective albedo compared to the other classes.

It is not clear whether urban vegetation should have the same effective albedo as similar
vegetation in a rural environment. Multiple reflections of radiation due to the morphology of the
urban area could lead to an increased absorption by the vegetation, resulting in a lower effective
albedo. However, albedo values that are the same as rural vegetation is typically the assumption
made for models with a tile approach. The average diurnal cycle for Q* (Fig. 4.1) from tile
models has smaller peak values during the day than observed throughout the year, especially in
the summer. The integrated vegetation models, despite having larger peak values than the tile
approach, still underestimate the observed peak (Fig. 4.1). This may suggest that the urban
vegetation albedo should be a function of the surrounding urban morphology and not just

assigned a rural value.

As indicated, the differences between the two vegetated classes are much smaller than the
differences between including and not including vegetation. Over most of the year the integrated
vegetation models tend to have a larger peak Qg than occurs in the tile approach, except
December/January, during which period there is an increased AQs that is similar in magnitude to
the models that neglect vegetation (Fig. 4.1). It is unclear whether a reduced Qg increases AQs,
or an increased AQs leads to a reduced Qg. However, one possibility is that the additional
evaporation over the October/November period reduces the soil moisture to a point where the
evaporation from the vegetation starts to become moisture limited. Such a situation would
increase the sensible heat flux from the vegetation leading to higher canopy-space air
temperatures. This would reduce the temperature gradient between the urban surface and the
canopy space suppressing Qg from this surface, which would result in an increased 4Qs, since
there is no evaporation directly from the urban surface itself, except after periods of
precipitation. This is not possible in the tile approach because this interaction would have to
occur indirectly through the atmospheric temperature, but these are specified in the offline

comparison and hence this feedback is removed.
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4.3.2 Temporal Variation in Anthropogenic Heat Flux

The treatment of the temporal variations in anthropogenic heat flux by the models can be sub-
divided into three classes, those that neglect the anthropogenic heat flux completely, those that
have fixed values in time, and those that have temporal variations (Table 4.2). For this stage of
the comparison, no information about the anthropogenic heat flux (Qg) was released to the
participating groups, so the models used their own assumptions. This means that no advantage
could be gained from any of the methods used to model Qg due to knowledge of the observed

variations in this flux.

The results for Q* are similar for all three classes (Table 4.4 and Fig. 4.9 in supplementary
material'®), although the models that neglect Qs generally have a smaller negative MBE than
those that do include this term. Qr influences Q* through the outgoing longwave radiation link
to surface temperature. These results suggest that the addition of Qg increases the modelled
radiative surface temperature, leading to a larger negative bias than is derived from the models
that do not include this term, due to the increased outgoing longwave radiation. The models that
include a temporal variation in Qg have the smallest RMSE throughout the year, apart from the
winter (June/July) period, with little seasonal variation (Table 4.4 and Fig. 4.9 in supplementary
material). Of the other two classes that show a greater seasonal variability in the Q* RMSE,
those models with a fixed Qr have the largest errors.

The models using a fixed Qr also have a seasonal cycle in MBE for Q*, with larger negative
bias errors in the summer (Table 4.4 and Fig. 4.9 in supplementary material). It is possible that
this source term is too large in the summer months leading to increased surface temperature and
hence a larger negative bias in Q*. However, a similar seasonal cycle in the biases for Qy would
be expected, but is not seen. Rather there is a minimum in the bias error at this time of year
(Table 4.3, and Fig. 4.9 in supplementary material). This suggests that the treatment of Qg is not
responsible for the MBE in Q* for these models, but it is likely to be other characteristics that

these models share. Such a seasonal cycle is not present in the other two classes.

For Qy, the models using a temporal variation in Qg have a substantially larger MBE in summer
compared to the other classes (Table 4.5 and Fig. 4.9 in supplementary material), but this bias
reduces in winter to similar values in models that treat this with a fixed value. This is reversed

for the RMSE where the models with a fixed Qg have larger errors in the summer, but similar

10 Best MJ and Grimmond CSB. Analysis of the Seasonal Cycle Within The First International Urban Land Surface
Model Comparison — http://dx.doi.org/10.1007/s10546-012-9769-7.
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errors in the winter compared to those using a temporal variation. At all times of the year the
models that neglect Qr have the smallest RMSE (Table 4.3, and Fig. 4.9 in supplementary
material), however this is the only class that has a negative MBE in Qy during the winter
months. This is consistent with this class of models neglecting the additional available energy
during the winter months, when Qr has its greatest impact.

During the summer for Qy, the models that do not include Qr and those that have a fixed
temporal behaviour to Qg have similar daytime peak values for the diurnal fluxes (Fig. 4.10 in
supplementary material), but positive biases compared to the observations. Those using a
temporal variation in Qg have higher peak values and hence larger positive biases than the other

classes. This is also the case in winter, although the biases are smaller for all classes.

At night, models with a temporal variation in Qr are in good agreement with observations at all
times of the year (Fig. 4.10 in supplementary material), whereas the other classes have a
negative bias. Interestingly the models that neglect Qg have smaller negative biases during the
night than those with a fixed value, despite the inclusion providing an additional source of
energy that should be more significant at night. In autumn (Apr/May), the nocturnal biases are
more substantial, except for the models that include a temporal variation that are still in good
agreement with the observations (Fig. 4.10 in supplementary material). Hence having a seasonal
variation to the anthropogenic heat fluxes may provide additional information that can reduce

models errors at certain times of the year.

There is a similar peak difference in daytime mean fluxes for 4Qs with all classes of models,
which implies the additional source of energy from Qg has little impact during the day on 4Q0s
within the models. Nocturnally, the models with a fixed Qg have the largest negative values of
AQs, which is in better agreement with the observations in the summer, but has a negative bias
during the winter (Fig. 4.10 in supplementary material). Hence models with a fixed Qg have
smaller nocturnal biases in 4Qs in the summer compared to the other classes but larger biases in
the winter. However, in the second spring/summer at the end of the simulations, the biases for
each of the categories of models are more similar to the winter, suggesting there may be some

impact from model spin-up on this flux (not shown).

4.3.3 Categories that affect the radiation balance

For the various categories that influence the solar radiation at the surface, the simplest class

(Table 4.2) consistently performs better than the other classes, with the lowest RMSE for all
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fluxes over the whole of the seasonal cycle (Table 4.3, and Tables 4.4, 4.5 and 4.6 and, e.g., Fig.
4.11 in supplementary material). For the albedo and emissivity category, the single albedo
models have a similar diurnal cycle to the observations for each flux over all periods, which is
better than the other classes (not shown). Whilst the thermal properties for the materials of the
various facets were provided to participants only the observed mean albedo and emissivity for
the site were available (see Table Il in Grimmond et al. 2011). This may explain why the
models with a bulk albedo perform better than models that require albedo information for each
facet (Grimmond et al. 2011).

The models with the simplest characteristics in the facet and orientation category are exactly the
same as the models with the simplest characteristics in the albedo and emissivity category.
Hence specifying the observed mean albedo and emissivity for the site also affects the results
for the facet and orientation classes, with the models that have the simplest characteristics
performing the best. These models have only a small seasonal cycle in their MBE for 405
(Table 4.6 and Fig. 4.11 in supplementary material), but whilst they have the smallest negative
MBE in this flux during summer at the start of the simulation, there is an offset compared to the
observations that persists during the seasonal cycle. This is not seen for the other model classes

in either of the categories, which have an improvement in MBE during the winter.

Many of the models with the simplest radiation characteristics have the simplest approach to
reflections. Although bulk albedo models are not the majority in the class they influence the
median and hence the class results. Provision of the bulk albedo, which is a direct input for the
simplest radiation categories, may be of added advantage to these model types. However,
obtaining a bulk albedo for an urban area is probably easier using global satellite data than

obtaining specific material albedos within the city requiring detailed local knowledge.

The more complex classes within each of these categories affect the results. For the facets and
orientation category, the models with orientation but no intersections have a larger MBE for Qy
than the other model classes, but this is not seen in the RMSE (Table 4.3, and Fig. 4.11 in
supplementary material). This larger positive bias is not due to greater peak fluxes during the
diurnal cycle, but from a phase shift in this flux that leads to a delay in the peak and subsequent

reduction of Qy in the afternoon.

Also with the facet and orientation category, the models that include intersections have a diurnal
amplitude of 4Qs that is substantially smaller than that observed (not shown). Whilst the
amplitude of the diurnal cycle of 4Qs is also smaller than observed for some of the other

classes, those models with intersections are the only cohort with both a positive nocturnal bias
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and a negative daytime bias, which is seen consistently throughout the seasonal cycle.

The results when categorizing the models with respect to the number of reflections for solar
radiation, show that both the multiple and infinite reflection classes overestimate the peak
daytime Qy in winter (Fig. 4.12 in supplementary material). For the former, an underestimation
of Qe compensates for Qy, giving a 4Qs that is similar to the single reflection models. However,
in the latter case it leads to a greater negative bias in the peak 4Qs.

Finally for the albedo and emissivity category, the cohort that uses two albedos substantially
overestimate Qy compared to the observations and the other approaches (Table 4.3). In winter,
when the other classes have a near zero bias, the two albedo models still have a MBE > 30 W
m (Table 4.3) whilst in summer the RMSE > 130 W m™ This is larger than the mean observed
flux during the summer months which is less than 100 W m™ (Table 4.3). The diurnal pattern
has an overestimate of the peak daytime Qy throughout the year, which is as much as 100% in
the summer (not shown). The larger values of Qg result from an overestimation of peak Q*
during the day. The apparent inconsistency of a small negative bias in Q* is explained by the
faster reduction in Q* in the afternoon, leading to a negative bias during this period that offsets

the positive bias at the peak flux (not shown).

4.3.4 Method to calculate Net Storage Heat Flux

Although there is a clear seasonal cycle in the net storage heat flux in both the observations and
the models, it is not clear that the method used for calculating this net storage heat flux would
itself lead to seasonal variations in the performance of the models. However, the seasonal cycle
of the fluxes and the errors for this category show some distinct differences in the seasonal
behaviour of the different classes of models (e.g., Table 4.3, and Table 4.6 and Fig. 4.13 in

supplementary material).

The models that use Q* to calculate AQs have a different behaviour to the other two classes with
little seasonal cycle in the MBE for Qy (Table 4.3, and Fig. 4.13 in supplementary material).
This leads to a smaller MBE in summer and larger bias in winter compared to the other model
classes. This cohort has the smallest RMSE through the year, although the other classes are
similar in winter (Table 4.3, and Fig. 4.13 in supplementary material). For 4Qs itself, this group
has a close to zero MBE in summer, when the others are at their maximum. However, in winter
all classes have their reverse (Table 4.6 and Fig. 4.13 in supplementary material). As the actual

observed mean flux is smaller in winter, we might expect a MBE minimum, as occurs for the
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models that calculate 4Qsas a residual and those that use the heat conduction equation.

The Q* based models have a similar diurnal pattern as observations in the summer for 4Qs, but
in winter 4Qs has a negative bias throughout the diurnal cycle (e.g., Fig. 4.4). Results for each
60-day period are shown in Fig. 4.14 in the supplementary material. This contrasts with the
other classes that are in good agreement with the observations during the night in winter. In
addition to having a better diurnal amplitude during summer, the Q* based cohort is the only
group with the correct phase for 4Qs (Fig. 4.4).

As the Q* based methods derive their parametrization from correlating component facet 4Qs
with observations of Q*, and most observational studies have been conducted in summer
months, this probably means there is a bias towards this time of the year. Hence these models
perform substantially better in summer than in winter. This indicates that users need to ensure
the parameters used are appropriate seasonally; for example the Anandakumar (1999) type
results may be very important to include, in order to prevent extrapolation beyond the

information used in its derivation.

4.3.5 Model Complexity

For the complexity category, the results show that the simple models generally have the smallest
RMSE throughout the year for all of the fluxes, and the smallest MBE for both Q4 and Qg
compared to the other two complexity classes (Table 4.3, and Tables 4.4, 4.5 and 4.6 and Fig.
4.15 in supplementary material). For both MBE and RMSE, the complex models have the largest
errors in Qg during summer, but similar errors to the medium complexity models during winter.
The two more complex classes have similar MBE and RMSE for Qg throughout the year with
larger errors in summer than winter, whilst the most complex models have the largest RMSE for
AQs at all times.

As with the majority of other categorisations, the mean flux is close to zero for 4Qs throughout
the year for all three classes (e.g., Fig. 4.2). This behaviour is not seen in the observations where
there is a positive flux in summer. It is difficult to fully analyse this result because of missing
observations, although it does suggest that forcing energy balance closure through 4Qs over
relatively short periods may not be the observed behaviour of the urban system. However, there
will be a bias in the observations to dry periods so the rapid loss of heat during rainfall is not

observed, helping to contribute to a positive bias in the observations.
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For all of the fluxes, except possibly Qg, the three classes are able to capture the general
seasonal variations in the diurnal cycle (e.g., Fig. 4.5. Results for each 60-day period are shown
in Fig. 4.16 in the supplementary material). As there are still few datasets that cover all periods
of the year, this is a good demonstration that the models, in general, are able to capture the main
physical processes for urban environments. For Qy, the differences in diurnal cycle across the
complexity classes have a similar pattern through the year (Fig. 4.5). All overestimate the peak
daytime fluxes, except for the simple models in winter months which agree well with the
observations. The biases in peak daytime Qy increase with complexity (simple to medium to
most complex) but in winter, the biases in complex models are similar to the medium

complexity models (Fig. 4.5).

The amplitude of 405 varies between the differing complexity classes (Fig. 4.5), but is
consistent throughout the year with the complex class having the smallest amplitude in diurnal
cycle throughout the seasons. A larger amplitude is simulated by medium complexity models

which is in better agreement with the observations at all times of the year.

To assess the affect of vegetation on the results for the overall complexity of the models, the
results were re-calculated with the models that do not include a representation of vegetation
removed from the analysis. There is no class in the complexity category that does not have at
least one model which neglects vegetation, but the distribution of these models within the
classes could have a detrimental impact on one class more than the others. However, the
resulting analysis shows that, with the exception of the RMSE for Q* for which the performance
of the classes is reversed, the remaining overall results are unaltered with the simple models

performing the best, followed by the medium complexity models.

4.3.6 Outlying Models

Whilst comparing the median data points for the MBE and RMSE allows an overall assessment
of the different representation of the physical processes in each of the categories, these analyses
deliberately exclude outlying models. Now we assess the characteristics of all models, including
the outliers, by comparing of each point to determine the percentage of model data that are
within a specified tolerance of the observed values. An example is shown in Fig. 4.6, where the

y-axis is the percentage of model results within the given observation tolerance of the x-axis.

Two methods are used to provide the tolerance values: (1) percentage of the observed flux being

compared; and (2) percentage of the observed Q*. The latter provides a basis to calculate the
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observational errors for each of the directly measured fluxes (Hollinger and Richardson 2005),
with 4Qs having the sum of the observational errors of the other fluxes as it is often calculated
as the residual of the surface energy balance. A tolerance value of 20% of the flux has been used
for both the observed flux method and the observed net radiation method to assess a ranking for
the models over each flux for the whole seasonal cycle (shown by the vertical dotted line in Fig.
4.6).

In general, the models have a higher percentage of points that are closer to the observed values
in summer than in winter (Fig. 4.6). However, this could be a result of the larger tolerance
values that are obtained because the observed fluxes are larger in summer. Comparing the
tolerance values derived from the observed flux method or from the observed Q* method shows
that there is little difference in the resulting model behaviour (not shown). There is some re-
ordering of the models, but they are still grouped around the same position in a ranked list. The
exception to this is for Qg where there is a substantially different curve shape from the models
with a tolerance based on the observed Qg, compared to the shape with a tolerance based upon
the observed Q* (not shown). This change in shape is determined by the size of the tolerance,
since the observed Qg is substantially smaller than the observed Q* during the daytime.
However, despite the change in the shape of the curve, there is no significant change in the

ranked ordering of the models.

Once the models are ranked, it is possible to assess what similar characteristics the best (and
worst) performing model share. In general, however, it is found that there is no clear distinction,
with a particular characteristic of top ranked models being shared with the models near the
bottom. This is especially true for Q* where there are no obvious classifications in the physics
of the models that describe the rankings, nor the changes to the rankings over the seasonal cycle
(not shown). Whilst the worst performing model has a different shape curve to the other models
(Fig. 4.6), it shares the same classifications with other models. This shows that the physical
categories considered in the analysis can not explain all of a model’s behaviour. Other elements,

such as the way in which the options have been implemented, can affect the model performance.

For the daytime Qu, the shape of the curves fall into three types (Fig. 4.6): the best performing
have a concave shape, the worst performing a convex shape, whilst the remaining models have
an inflection in the curve. For all but two of the models that do not include vegetation, these
models make up the worst performing models with the convex shape. The remaining two
models that neglect vegetation perform better than some models that do include a representation
of vegetation. However, these two models include an alternative moisture source and hence still

have some evaporation that prevents the excessive sensible heat flux during the daytime.
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For the other categories there is a mixed signal in terms of the classifications, but some general
conclusions can be observed. The models with a convex shape tend to neglect a representation
of vegetation and have multiple reflections, although not all models with these attributes have
such a convex shape. Also, there is a tendency for models with an inflection to have infinite
reflections. In general for summer, the classification of reflections has some affect in the model
rankings (not shown). On average the best models have a single reflection, the worst performing
models have multiple reflections, whilst the models with infinite reflections are in the middle of
the rankings. In winter the signal is more mixed between the multiple and infinite reflections.
However, models with single reflections still tend to be amongst the better performing models.
One characteristic that the best performing models share on the whole is that they do not include
an anthropogenic heat flux (not shown). This holds for all of the seasonal periods including

winter.

For Qg, again the worst performing models generally neglect vegetation (not shown). When
comparing the model results using a tolerance based upon the daytime observed Qg, all except
two of the models that neglect vegetation do not have any points within 100% of the observed
values. The two remaining models without vegetation are the ones with an alternative moisture
source for evaporation, and one of these performs better than some of the models that have a
representation for vegetation throughout the seasonal cycle. This demonstrates that having a

representation of vegetation is necessary, but not sufficient, to model Qg well.

Models that calculate 405 from Q* are near the top of the rankings for the daytime net storage

heat flux during summer, but fall to the bottom half of the rankings during winter (not shown).

However, when considering the results for the nighttime 4Qs, these models are not near the top
of the rankings at any time during the year, even for summer. In addition, models with more

than two albedos tend to be grouped near the bottom of the model rankings for the daytime A4Qs.

To assess the impact of observational errors on the results showing that the simple models
perform the best, the models have been classified into the simple, medium complexity and
complex classes in Fig. 4.6 (note that results for each individual model are identified in Fig.
4.17 in the supplementary material). The ranking shown is based upon the number of model
points within 20% of the observed flux, which are the values that Coultts et al. (2007b) suggest
the sensible and latent heat fluxes could be under-estimated. Whilst no class obviously performs
better than another, these results show that the spread of models in the simple class tend to be
amongst the better performing models which explains why the median model is better in this

class. For the complex class there are fewer models that are better performing and hence the
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median model has the relatively worse performance.

4.3.7 Phase Errors

The impact of a phase error in the modelled fluxes can be assessed by shifting the model results
temporally and re-comparing against the observed fluxes. Here the model results are shifted one
(30-min) and two (60-min) timesteps forward, and one (-30-min) and two (-60-min) timesteps
backwards. An example of this analysis is shown in Fig. 4.7.

For Q* most models have their best performance without a time shift (e.g., two of the models in
Fig. 4.7. Results for all of the models are shown in Fig. 4.18 in the supplementary material), but
there are a few (seven) models that do have some benefit from a time shift. This behaviour holds
during all of the seasonal cycle except for one model during summer (February/March) which
then has the best performance without a phase shift. These models either have a consistent phase
lag or lead (three models), or have an inflection without a time shift (four models). An example
of each is shown in Fig. 4.7. These latter models show improved results from a time shift at low

tolerance values, but for the larger tolerance values have the best results with no time shift.

The situation is quite different for Qu, where most models perform better with a time shift. The
direction of the time shift giving better results for each model is generally the same over the
seasonal cycle, but there is no consistency in the direction of the time shift between models; i.e.,
some perform better when leading and some perform better when lagged. This is also the case
for 4Qs with few models performing best without a time shift and no consistency in the
direction of the time shift. In addition, there is no consistency for the models between the phase
shift for Qyand 4Qs (not shown).

For Qg, all of the curves for a given model are very similar. Hence there is no real difference
between having a time shift with a lead or a lag, or having no time shift at all (not shown). This
probably results from the small daytime latent heat flux values, giving a flatter diurnal shape to

the time series.

Neglecting Qe (as all of the time shifted curves are close together), there are only six models
that consistently give the best performance with no phase shift over all seasons for all of the
fluxes. Of these models, all but one model has a tile representation for vegetation, with the
remaining model neglecting vegetation completely. The one physical characteristic that is

shared by all of these models is that they all neglect the anthropogenic heat flux (not shown).
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One of the models uses the residual method to calculate 4Qs, whereas all of the others use the
diffusion equation. In terms of overall complexity, all but one of the models is classified as

simple, whilst the remaining model is classified as medium complexity.

Whilst this analysis shows which fluxes within each of the models have a time shift compared
to the observations, it is not possible for any of the models to adopt different time shifts for each
of their fluxes, as they are intrinsically linked through the basic surface energy balance equation.
Hence an overall analysis of the affect of a given time shift on all of the fluxes is required. To
do this, a combined sum is used to identify the number of model points that are within the error
estimate of the observed flux. The observational error estimates for the fluxes are taken as a
fraction of the observed net radiation, with these fractions taken from Hollinger and Richardson
(2005), i.e., 5% for Q*, 10% for Qy and 8% for Q. As the net storage heat flux is determined as
the residual of the energy balance within the observational dataset, this flux is omitted from the

analysis.

An example of the resultant behaviour for the models is shown in Fig. 4.8 (results for all models
are shown in Fig. 4.19 in the supplementary material) with the x-axis indicative of the
combined observational error. A value of one gives the summed observational errors, whilst a
value of two is twice the observational errors, etc. The results show that the time shift for the
combined measure is dominated by the signal for the net radiation, with most models having
their best performance with no time shift (Fig. 4.7, 4.8). In addition, the seven models identified
as benefiting from a time shift for their net radiation are the same as the models that have some
benefit from a time shift within the overall measure. This is an indication that the net radiation
is the best represented flux within the models in general, and demonstrates that on the whole,

the models do not have a dominating phase error.

4.4, Conclusions

Given the limited availability of urban observations that are for a sufficiently long period to
study the seasonal cycle, this analysis using data from the first international urban model
comparison provides unique insight into the seasonal behaviour of the various types of urban
land-surface model. By grouping the models into a number of different categories based upon
their representation of various physical processes, it is possible to assess the processes that are

the most critical for representing an urban environment.

We conclude that, in general, urban models can represent the seasonal cycle in the surface
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fluxes. The models tend to have larger errors in summer than in winter, as is expected given the
larger magnitude of the insolation in summer, and of the fluxes generally. Normalizing these
errors by the mean observed flux gives a similar response throughout the year, except when the
magnitude of the observed flux is small during the winter months. Most models have their best
performance without a time shift compared to the observations, implying that they do not have
an overall phase error. Q* has the smallest errors at all times of the year, and in general the
models have a negative bias through the seasonal cycle for this flux. The models also have a
negative bias in Qg and 4Qs, whereas Qg generally has a positive bias throughout the year.

On a seasonal basis the physical process most critical to represent in an urban area is the
evaporation from vegetation. Models that do not include this perform more poorly than those
that do include vegetation. When comparing the number of model data points within a given
tolerance of the observed daytime Qg, all except two of the models that neglect vegetation do
not have any data within 100% of the observed values, and these two models include an
alternative moisture source for evaporation. However, the method of inclusion is not as
important; there is little difference between the tile scheme and integrated approaches, except
that only models including the tile approach give better results without a phase shift in their
fluxes. The errors in Qg resulting from models that neglect vegetation lead to compensating
errors in Q. For summer, the RMSE for both Qy and Qg from these models is larger than the
observed mean fluxes. Hence these models show poor performance for both turbulent fluxes,
which provide the main driver for the evolution of the atmospheric boundary layer. Despite
these overall results one of the models that neglects vegetation, but has an alternative moisture
source for evaporation, still appears higher in the rankings for Qg than several models that do
include a representation of vegetation, at all times of the year. Hence a representation of

vegetation within urban areas is necessary, but not sufficient, for modelling Qg realistically.

Typically, simple models perform better than more complex models for all of the fluxes over
the seasonal cycle, within each of the other categories considered. In particular, for Q* where
we might expect to see more benefit from the treatment of radiation at the surface, we find that
the models that represent the urban area as a bulk form, or single facet, perform better that those
with many facets, with or without orientation, or intersections. Models that use a bulk albedo
perform better than those that use separate albedos for multiple surfaces. Those that simulate a
single reflection have a smaller RMSE than those with multiple or infinite reflections, although
they have a larger negative MBE. As only the observed bulk albedo was available to the
modelling groups, it is possible that only the simple models in each of these categories were
able to take full advantage of this information. However, it is not unreasonable to assume that it

would be easier in general to deduce a bulk albedo for a city from available satellite data, than
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to derive the specific albedo of the building materials.

Across all of the categories considered, models from all classes tend to simulate a mean 4Qs
close to zero throughout the seasonal cycle, except for those that use Q* to calculate AQs. This
small flux is not seen in the observations and could imply that the models that force energy
balance closure through 4Qs are doing it at too short timescales compared to those that actually

occur in the urban environment.

The models that use Q* to calculate 4Qs have the best performance for this term in the surface
energy balance compared to the other models, during the daytime in summer. However, these
models have a seasonal cycle in the MBE that is opposite to the other types of models, with
smaller negative MBE in summer and larger MBE in winter. This could result from the
coefficients used to calculate 4Qs being biased from summer based observations. Hence these
models would benefit from longer term multi-annual observations within urban areas from

which new empirical relationships could be determined.

In general, the models that neglect the anthropogenic heat source do at least as well as the
models that do include this term, despite missing this additional energy source for the surface
energy balance. Whilst these results seem to be counter intuitive and contradict other studies, it
is not possible to explain these results based upon other obvious categories that these models
have in common. Further analysis of these results are beyond the scope of this paper, but will be
the study of future work. Models that incorporate a temporal variation in Qg show some
increased skill at nighttime during the winter, and these are the only models with Qy similar to
the observations during this period. However, during the daytime these models consistently

overestimate Q4 at all times of the year.

When the models’ complexity is the basis for classification, the results show that the simple
models give the best simulation for all fluxes. These models have the smallest RMSE for each
flux and the smallest MBE for Qu and Qg, and form the majority of models that do not benefit
from a phase shift in any of their fluxes. However, simple models do have a larger bias in Q*,
although this is the most accurately represented flux within the surface energy balance. Again it
is not possible to identify classes of models from other categories that could result in this
behaviour. There are simple models in each class for all of the categories. It is worth noting that
the complex class are defined as the models that have no simple characteristics over all of the
physical categories, where as the medium complexity models have only one or two simple
characteristics. Hence it is possible that interaction between the complex characteristics lead to a

degradation of skill within these models. The models in the simple class have the largest
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number of simple characteristics and hence interactions between their physical schemes are

gasier to understand.

In general, apart from the vegetation category, the simple models have the best representation of
the diurnal cycle for Qg, including the models that neglect Qg when classified by the
representation of this term. The restricted moisture fluxes from the more complex models result
in a compensating over estimation of Q, again leading to greater errors. Thus representing
evaporative fluxes from vegetation has a larger affect on the accuracy of the surface fluxes than
adding more complex details to the representation of the urban surface components. However, it
is likely that this could be explained by the representation used for vegetation rather than the
other physical properties. It is possible that the simple models include a representation of
vegetation, whereas the more complex models have concentrated on the complexity of the urban

built morphology, design, construction materials and anthropogenic heat sources.

Given a set of classifications that the best models share, there are also other models with the
same classifications that perform less well (a list of the cross classifications are given in
Grimmond et al. 2010). Hence despite the general conclusions about various physical classes
that can be made for the models, other elements, such as the implementation of these options,

can also affect the overall model performance.

Whilst the comparison considered model results across two sites, only one of these was used for
the results in Phase 2/Stage 4 of the comparison, which enabled a clean analysis of the physics
within the models, as no evaluation data were available to the modelling groups. Hence it is not
known if these conclusions are robust for other sites with differing density of buildings and
complexity in the urban morphology. It is therefore recommended that additional observational
sites should be used to corroborate the findings of this study. However, it is noted that it is not
easy to obtain good quality data within the urban environment, given the limitations on

measurement locations and representative spatial extents.
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Table 4.1: The number of model versions used in stage 4 of the first international urban model

comparison (Grimmond et al., 2010, 2011)

Code Model name References Versions  Groups
BEPO2 Building effect parametrization ~ Martilli et al. (2002) 1 1
BEP_BEMO08 BEP coupled with building Martilli et al. (2002); 1 1
energy model Salamanca et al. (2009,
2010) ; Salamanca and
Martilli (2010)
CLMU Community land model —urban  Oleson et al. (2008a, 2008b) 1
IISUCM Institute of Industrial Science Kawamoto and Ooka (2006, 1
urban canopy model 2009a, 2009b)
JULES Joint UK land environment Essery et al. (2003); Best 4 2
simulator (2005); Best et al. (2006);
Best et al. (2011)
LUMPS Local-scale urban Grimmond and Oke (2002); 2 1
meteorological parametrization ~ Offerle et al. (2003);
scheme Loridan et al. (2011)
NKUA University of Athens model Dandou et al. (2005) 1
MORUSES Met Office Reading urban Harman et al. (20044, 3
surface exchange scheme 2004b); Porson et al. (2010)
MUCM Multi-layer urban canopy Kondo and Liu (1998); 1 1
model Kondo et al. (2005)
NJU-UCM-S Nanjing University urban Masson (2000); Kusaka et 1 1
canopy model single layer al. (2001)
NSLUCM/ Noah land surface Kusaka et al. (2001); Chen 3 3
NSLUCMK/ model/single-layer urban et al. (2004); Loridan et al.
NSLUCM- canopy model (2010)
WRF
SM2U Soil model for sub-mesoscale Duport and Mestayer 1 1
(urbanized) (2006); Dupont et al. (2006)
SNUUCM Seoul National University Ryu et al. (2011) 1 1
urban canopy model
SRUM2/ Single column Reading urban Harman and Belcher (2006) 4 1
SRUM4 model tile version
SUEB Slab urban energy balance Fortuniak (2003); Fortuniak 1 1
model et al. (2004, 2005)
SUMM Simple urban energy balance Kanda et al. (2005a, 2005b); 1 1
model for mesoscale simulation  Kawai et al. (2007, 2009)
TEB Town energy balance Masson (2000); Masson et 1 1
al. (2002); Lemonsu et al.
(2004); Pigeon et al. (2008)
TEB-ml Town energy balance with Hamdi and Masson (2008) 1 1
multi-layer option
TUF2D Temperatures of urban facets Krayenhoff and Voogt 1 1
2D (2007)
TUF3D Temperatures of urban facets Krayenhoff and Voogt 1 1
3D (2007)
VUCM Vegetated urban canopy model  Lee and Park (2008) 1 1

Note: These are assigned anonymous numerical identifiers in the analysis
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Table 4.2: Number of models in each class (simple 1 to medium 2 to complex 3 or 4) by model
category (see Fig. 4.1 in Grimmond et al. 2011) considered for the seasonal cycle analysis. See

text for further explanation

Category Class
Name No. of models
Vegetation 1 None 8
2 Separate tile 19
3 Integrated 5
Temporal variation of the | 1 None 22
anthropogenic heat flux 2 Fixed 3
3 Variable 7
Facets & orientation 1 Bulk 5
2 Roof, walls, road, without orientation 17
3 Roof, walls, road with orientation, no 6

intersection

4 Roof, walls, road with orientation, with 4

intersection

Reflections 1 Single 11
2 Multiple 13
3 Infinite 8
Albedo, emissivity 1 Bulk 5
2 Two facets 4
3 Three facets 23
Calculation method for the | 1 Net radiation 3
net storage heat flux 2 Residual 6
3 Conduction 23
Complexity 1 Simple 14
2 Medium 12
3 Complex 6
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Table 4.3: Seasonal cycle (60-day averages) of the mean bias error (MBE) and root mean square
error (RMSE) for the sensible heat flux (Qy ) within each class in a number of categories (Table
4.2), defined by the model representation of the physics
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Oct/Nov Dec/Jan Feb/Mar Apr/May Jun/Jul Aug/Sep Oct/Nov

Net storage heat flux (W m®) | atent heat flux (W m?)  Sensible heat flux (Wm”?)  Net radiation flux (W m)

0368912151821 0 3 6 912151821 0 3 6 2 121561821 0 3 6 912151821 0 3 6 9 12151821 0 3 6 9 12161821 0 3 6 9 121561821 0
Time (h) Time (h) Time (h) Time (h) Time (h) Time (h) Time (h)

Observations  _____ No veg [ Tiled —e—s — Integrated

Figure 4.1: Median of the average diurnal cycle for each 60-day period throughout the seasonal
cycle, from the models classified by their representation of vegetation. Note the scales are

different for each flux.
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Figure 4.2: Median of the mean modelled flux, mean bias error, and root-mean-square error for
the surface fluxes determined for two month periods, for the models classified by their

representation of vegetation. Note the scales are different for each flux.
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Figure 4.3: Normalized median mean bias error (MBE) and root-mean-square error (RMSE) for
the surface fluxes classified by their representation of vegetation in the model. The errors are
normalized by the absolute value of the mean observed fluxes for the appropriate period in the

seasonal cycle. Note the scales are different in the two rows.
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Figure 4.4: As Fig. 4.1 for an example summer and winter 60-day period, but with the models

classified by the method for calculating the net storage heat flux.
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Figure 4.5: As Fig. 4.1 for an example summer and winter 60-day period, but with models

classified by their complexity.
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Figure 4.6: Percentage of modelled data within a percentage of the observed flux for each
individual model, classified by their complexity, for each flux and 60-day period. An
observational error estimate of 20% (the value for the possible under estimation in the sensible
and latent heat fluxes as suggested by Coutts et al. 2007b) is indicated by the vertical dotted
line. Thick lines indicate the median model when ranked at the 20% tolerance.

71



Model 16 Model 28

*

% of points for Q

»*

% of points for Q

0 20 40 60 80 0 20 40 60 80

Error as % of observed flux Error as % of observed flux
No phase shit ... 1 hour phaselag = _____. 0.5 hour phase lag
_________ 0.5 hour phase lead —..om...— 1 hour phase lead

Figure 4.7: As for Fig. 4.6 for some example models, but with the individual results shown for
net radiation for the February-March period. The modelled results have been shifted relative to

those returned by the modelling group: 30 min and 60 min earlier and later.
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Figure 4.8: As for Fig. 4.7, over the February-March 60-day period, but for the model data
combined using the observational error estimates given by Hollinger and Richardson (2005) as a
fraction of the observed net radiation, for the net all-wave radiation (5%), the sensible heat flux
(10%) and the latent heat flux (8%). The net storage heat flux is omitted as it is determined from

the residual of the energy balance within the observational dataset.
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Supplementary material for:

Best, M.J., C.S.B. Grimmond (2013), Analysis of the seasonal cycle within the first

international urban land surface model comparison, Boundary-Layer Meteorol., 146, 421-446,
doi: 10.1007/s10546-012-9769-7.

Table 4.4: Seasonal cycle (60-day averages) of the mean bias error (MBE) and root mean square

error (RMSE) for the net all wave radiation (Q*) within each class in a number of categories

(Table 4.2), defined by the model representation of the physics.
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Table 4.5: As Table 4.4, but for the latent heat flux (Qg)
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Table 4.6: As Table 4.4, but for the net storage heat flux (40s)
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Figure 4.9: Median of the mean modelled flux, mean bias error, and root-mean-square error for
the surface fluxes determined for two month periods, for the models classified by the temporal

variation in the anthropogenic heat flux
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Figure 4.10: Median of the average diurnal cycle for each 60-day period throughout the
seasonal cycle, from the models classified by the temporal variation in the anthropogenic heat

flux. Note the scales are different for each flux.
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Figure 4.11: As Fig. 4.9, but for models classified by their facets and orientation.
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Figure 4.12: As Fig.10, but for models classified by the number of facets with a distinct surface

albedo.
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Figure 4.13: As Fig. 4.9, but for models classified by the method for calculating the net storage

heat flux.

81



Oct/Nov Dec/Jan Feb/Mar Apr/May Jun/dul Aug/Sep Oct/Nov

,,,,,,,, A

-200
200

150

100
50

0

-50
300

200

100
0

Net storage heat fiux (W m?) Latent heat flux (W m?®)  Sensible heat flux (W m?)  Net radiation flux (W m?)

-100
-200
0000 0600 1200 1800 0000 0600 1200 1800 0000 0600 1200 1800 0000 0600 1200 1800 0000 0600 1200 1800 O00C 0600 1200 1800 0000 0600 1200 1800 0000
Time (h) Time (h) Time (h) Time (h) Time (h) Time (h) Time (h)
Observations ~ _____ Net radiation ——————— Residual — — Conduction

Figure 4.14: As Fig. 4.10, but for models classified by the method for calculating the net

storage heat flux.
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Figure 4.15: As Fig. 4.9, but for models classified by their complexity.
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Figure 4.16: As Fig. 4.10, but with models classified by their complexity.
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Figure 4.17: Percentage of modelled data within a percentage of the observed flux for each

individual model for each flux and 60-day period. An observational error estimate of 20% (the

value for the possible under estimation in the sensible and latent heat fluxes as suggested by

Coutts et al. 2007b) is indicated by the vertical dotted line.
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Figure 4.18: Percentage of modelled data within a percentage of the observed flux for each
individual model during the February-March period, for the net radiation flux. The modelled
results have been shifted relative to those returned by the modelling group: 30 min and 60 min

earlier and later.
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Figure 4.19: As for Fig. 4.18, but for the model data combined using the observational error
estimates given by Hollinger and Richardson (2005) as a fraction of the observed net radiation,
for the net all-wave radiation (5%), the sensible heat flux (10%) and the latent heat flux (8%).
The net storage heat flux is omitted as it is determined from the residual of the energy balance

within the observational dataset.
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Chapter 5: Importance of initial state and atmospheric

conditions for urban land surface models* performance.™

Abstract

Urban land surface models (LSM) are commonly evaluated for short periods (a few weeks to
months) because of limited observational data. This makes it difficult to distinguish the impact
of initial conditions on model performance or to consider the response of a model to a range of
possible atmospheric conditions. Drawing on results from the first urban LSM comparison,
these two issues are considered. Assessment shows that the initial soil moisture has a substantial
impact on the performance. Models initialised with soils that are too dry are not able to adjust
their surface sensible and latent heat fluxes to realistic values until there is sufficient rainfall.
Models initialised with too wet soils are not able to restrict their evaporation appropriately for
periods in excess of a year. This has implications for short term evaluation studies and implies
the need for soil moisture measurements to improve data assimilation and model initialisation.
In contrast, initial conditions influencing the thermal storage have a much shorter adjustment
timescale compared to soil moisture. Most models partition too much of the radiative energy at

the surface into the sensible heat flux at the probable expense of the net storage heat flux.

5.1 Introduction

The resolution of weather forecasting models now enables land cover that was previously
treated as sub-grid-scale heterogeneity to be explicitly resolved. This has resulted in a number
of land surface schemes being developed to explicitly represent urban areas (e.g., Table 5.1).
Combined with the increasing interest in the impact of climate change on the urban
environment, this has led to the introduction of urban surfaces within the tiled land surface

heterogeneity approach for climate models (e.g., Oleson et al. 2008a, McCarthy et al. 2010).

These urban land surface models (LSM) vary considerably in their complexity, from simple
bulk representations, to models that divide a wall surface into several layers, each of which has
its own surface energy balance (e.g., Table 5.1). To evaluate how these various urban LSM

simulate the net all wave radiative flux and turbulent fluxes of sensible and latent heat, the

1 This has been published as: Best MJ, Grimmond CSB (2014) Importance of initial state and atmospheric
conditions for urban land surface models performance. Urban Climate, 10, 387-406. doi:10.1016/j.uclim.2013.10.006
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models have been compared to data from observational campaigns (e.g., Ross and Oke, 1988,
Grimmond and Oke, 1991, 2002, Masson et al., 2002, Best et al., 2006, Dupont and Mestayer,
2006, Hamdi and Schayes, 2007, Krayenhoff and VVoogt, 2007, Oleson et al., 2008a, Kawai et
al., 2009, Porson et al., 2009, Loridan et al., 2010, 2011, Jarvi et al., 2011). Given the
difficulties of taking observations within the urban environment, these campaigns have often
been of relatively short duration of a few weeks to months (e.g., Grimmond et al., 1996, Oke et
al., 1999, Voogt and Grimmond, 2000, Grimmond et al., 2004a, Mestayer et al., 2005, Offerle et
al., 2005b, Newton et al., 2007). This has meant that it is not possible to determine the impact of
the initial conditions, or the strategy chosen to spin-up the model from these initial conditions,

on the performance of models.

Although the initial conditions can impact on a model integration, if the right spin-up strategy is
adopted the influence of the initial conditions can be removed. To correctly spin-up the initial
conditions, there needs to be a period of sufficient length that the memory of the initial
conditions has been lost. For certain parts of the land system, such as deep soil moisture, the
length of time required for spin-up can be many years, or even decades (e.g., Chen et al., 2007).
For initial conditions to be correct, a dataset that spans multiple years prior to the period of
interest are required. As this is usually unavailable, and would severely restrict possible study
periods, spin-up strategies are often designed around repeating one given year of data a number
of times. However, this strategy brings the model into equilibrium with that particular year
rather than providing the correct initial conditions for the study period. As few urban
observational datasets are multi-year, it is not possible to adopt this strategy for model spin-up,
hence most urban studies have minimal spin-up and rely on their initial conditions being
suitable. Thus the initial conditions can impact the evolution of the model, if incorrect values

are used.

Many urban LSM were systematically assessed within the first urban LSM comparison (PILPS-
urban) (Grimmond et al., 2010, 2011), using an observational period of 474 days. Initial results
found a representation of vegetation is critical for accurate simulation of the surface turbulent
fluxes of sensible and latent heat. This conclusion is supported when the LSM results are
analysed at a higher temporal resolution which resolves the seasonal cycle (Best and
Grimmond, 2013). However, it is well known that for vegetated surfaces, the partitioning
between sensible and latent heat fluxes is largely determined by the availability of moisture in
the soil and that changes to this soil moisture can occur on seasonal to annual timescales,
especially for the moisture at deeper soil levels (e.g., Dirmeyer et al., 2006, Notaro et al., 2010).
Therefore soil moisture initialisation can impact on the evolution of the sensible and latent heat

fluxes for vegetation on these timescales. Hence it is reasonable to assume that soil moisture
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will impact the surface energy balance of an urban environment and that soil moisture profile
initialisation could be important. Whilst urban models might have other water stores in their
system (e.g., precipitation lying on a road or roof surface), the timescale associated with these
stores does not compare in length to that of the deep soil moisture.

Urban environments typically have a higher thermal inertia compared to their surrounding rural
areas, with net storage heat fluxes that are substantially larger than the comparative soil heat
fluxes, causing a time delay in changes to the surface temperature of the urban facets (walls,
roof, road) which will impact the energy balance fluxes (Grimmond and Oke, 1999a). Any
errors in the initial temperature profile within the surface facets could persist, due to the large
thermal inertia, impacting LSM performance. However the models use different representations
of the surface, varying in complexity from a bulk representation of the urban area with a single
surface temperature, to surface temperatures for a number of facets, to a number of surface
temperatures for a single facet (such as several vertical levels for a wall). Thus it is difficult to
identify a variable (e.g. surface temperature) that is observable at an appropriate scale, that can

be used to evaluate all of the models.

Assessing the impact and timescales that information is retained from initial conditions can be
difficult, as often the data required to initialise can not be, or are not, observed. Unfortunately
sensitivity studies can not distinguish between initialisation errors and model formulation errors.
For instance, Best et al. (2006) demonstrated that the observed latent heat flux for an industrial
site in Vancouver, Canada, could only be obtained if the model was initialised with
unrealistically high values of soil moisture. Independent of horizontal advection possibly
impacting these observation (Masson et al. 2002), it is possible to get realistic fluxes for the

wrong reasons, such as unrealistic initial conditions.

So to distinguish between model formulation errors and initial condition, the simulation period
needs to be sufficiently long so that the initial conditions are no longer retained while ensuring
the seasonal variations in model performance are considered. In addition, observational datasets
of short duration are unlikely to capture all of the synoptic weather conditions experienced at
the site over each of the seasons, making it difficult to draw conclusions about the suitability of
a model to represent an urban region in general. This suggests simulation for at least twelve

months is required.

Whilst there are still few urban datasets of this length, the one used for the first international
urban model comparison (Coultts et al., 2007a, 2007Db) is of sufficient length to allow for both

the exploration of the impact of initial conditions on the performance of different urban models,
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and the impact of various atmospheric conditions on the performance of the urban models.
Hence the objectives of this paper are two fold: first, to analyse urban LSM performance to
assess the impact of user choices of initial conditions and the timescales these impacts persist,
and second to assess how urban LSM performance changes with different weather conditions.

5.2 Methods

The urban model comparison was designed to provide a systematic evaluation of a number of
urban LSMs. The overall goals of the comparison included the identification of: the dominant
physical processes within the urban environment, the complexity required for an urban LSM to
be suitable to represent the radiative, sensible and latent heat fluxes, and the subsequent
parameter requirements for such a model. The model evaluations were performed for a single
site using meteorological forcing data that was observed at the site provided to the modelling
groups. The amount of information about the site (such as the vegetation fraction, the height to
width ratio of the built environment, the buildings’ thermal parameters, etc.) released to the
modellers was provided in stages, so that analyses of the changes in results between stages
could be used to address these goals (see details in Grimmond et al. 2011). To assess the impact
of initial conditions “Phase 2/Stage 4” data, when all information about the observation site was
provided, are analysed. Ideally the model performance should be its best at this stage, but

Grimmond et al. (2011) found this is not the case for all models.

The forcing and evaluation data used were observed over a 16 month period (13 August 2003 to
28 November 2004) in Preston, a suburb in north Melbourne, Australia (Coutts et al., 2007a,
2007b). The calculated land cover within the turbulent fluxes footprint was 44.5% buildings,
13% roads, 4.5% concrete, 15% grass, 22.5% other vegetation and 0.5% bare soil (Coultts et al.
2007a). The Oke (2004) Urban Climate Zone (UCZ) is 5 and the Loridan and Grimmond
(2012a,2012b) Urban Zone for Energy exchange (UZE) is medium density (MD). The mean
height to width ratio is 0.42 and the mean wall-to-plan ratio is 0.4.

The observations undertaken at 40 m, were analysed at 30 min intervals from samples at 1 Hz
for the radiative fluxes and 10 Hz for the eddy covariance data. Further details are given in
Coultts et al. (2007a, 2007b), Grimmond et al. (2011) and Best and Grimmond (2013). The
anthropogenic heat flux was estimated following Sailor and Lu (2004) using inventory methods
with the contributions from vehicles, building sector and human metabolism accounted for. The
net storage heat flux, determined as the residual of the surface energy balance, accumulates the

observational errors from the other terms in the energy balance.
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Missing forcing data were gap filled to provide a continuous 30 min resolution data set.
Evaluation is undertaken for only the time periods when all fluxes are available (8865 30-min
periods), hence around 40% of the data are usable in this evaluation. To separate the impact of
the initial conditions from the overall performance of the models, whilst also considering the
seasonal cycle and enough data points per period, the analysis is performed for 60 day periods
(Best and Grimmond, 2013). This yields seven 60 day periods, with the first and last being for
the same time of the year. Prior to the first 60 day period there are an additional 53 days of
forcing data. However, there are insufficient periods when all fluxes are available to allow
meaningful statistics to be analysed from the model output. Thus, these 53 days are used as a
spin-up period to try to remove the impact of the initial conditions and only the subsequent
periods are analysed. No advice was given to the modelling groups to determine how they
should set their initial conditions, or if an additional spin-up should be undertaken. These
decisions were therefore made by the modelling groups themselves. This length of spin-up is
likely to remove the initial conditions for moisture stores such as water on a road surface, but is
not sufficient to spin-up the deeper soil moisture stores. Hence the results from the initial
conditions impacting on model performance due to water availability are more likely to be
connected to soil moisture and vegetation processes than the initial conditions for other water

stores.

To assess the impact of the soil moisture initial conditions, the Bowen ratio is compared
between the first and last of the 60 day periods. The Bowen ratio is explicitly linked to the soil
moisture through the evapotranspiration from the vegetation fraction within the urban footprint.
As some models were run by more than one modelling group (Table 5.1) with independent
assumptions about the initial conditions, it is possible to separate the impact of the initial
conditions from the evaluation of the model physics. The Bowen ratio, for the midday period
(10:00 - 14:00 local standard time), is determined from the mean sensible and latent heat fluxes
for the period. Similarly for the impact of other initial conditions, such as the temperatures of
the various facets that make up the urban surface, the ratio of any two fluxes is determined from

the mean value of each flux over the same midday period.

To investigate the impact of atmospheric conditions, the observed and modelled net all-wave
radiation (net shortwave plus net longwave), sensible and latent heat fluxes and net storage heat
flux have been scaled by the incoming all-wave radiation flux so that a direct comparison can be
made between these surface fluxes (Loridan and Grimmond 2012a, 2012b). The median of these
results, along with the standard error, has been calculated for a number of bins based upon the

value of various atmospheric variables that are used to force the urban models. The size of the
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bins for each atmospheric variable have been chosen to allow the distribution of results across
the range of the variable, whilst ensuring that there are enough data to create robust statistics for
each bin. This results in a different number of bins between variable analysed ranging from
eight for temperature to 16 for wind speed.

5.3 Results

5.3.1 Impact of model physics

A number of things influence the performance of each of the urban models; this includes: how
the physics within the model are represented, the values of parameters used, the initial
conditions of the prognostic variables in the model and any spin-up strategy that is used to
reduce the influence of these initial conditions. Within the urban model comparison no spin-up
protocol was specified. Therefore the initial conditions of each model could still influence
model performance, especially as many urban model evaluation studies have only been able to
use repeated use of the initial period rather than using a long period of preceding data due to the
short duration of the observational datasets, alternatively spin-up is neglected. Although the
choice of model parameters and the representation of the physical processes within the models
can both influence performance they are treated here as “model physics” for the comparison to

observations; and initial conditions are a second aspect.

The total observed precipitation during the simulation period (all hours independent of
availability of observed fluxes for evaluation) was 883 mm, which occurred during 1089 of the
30 min periods. These data were provided within the forcing data set. To assess the net variation
in model performance the total cumulative evaporation (over all hours of the simulation) from
each of the models are compared (Fig. 5.1a). It is evident that there is a large spread in the
results with model 22 having a cumulative evaporative flux of 164 mm and model 44 of 821
mm (whole period). The evaporative flux for the restricted period when all the fluxes were
observed was 214 mm (observed) whilst the two models were 52 and 358 mm respectively.
These two models both have normalized Bowen ratios of 1.0 < 8y < 1.5. Although the two
models had similar evaporation rates for their first and last 60 day periods, their actual
evaporation time series is quite different (Fig. 5.2). Model 22 underestimates the evaporation
throughout the year, whereas model 44 has a much better fit to the observed latent heat flux, but

in general overestimates during the winter period.

One model (50) has a net evaporation that is greater than the total precipitation over the period
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of the simulation (or integration—if not the whole period) and generally over estimates
evaporation throughout the year. To sustain these large evaporation rates over an extended
period of time would require irrigation. Unfortunately it is unknown which of the models
simulated this. This data was not provided as part of the forcing data set and the area was under
irrigation restrictions during the study period. So the net loss of water to the system simulated
may be unrealistic over the period, and is unlike the results from any of the other models within
the comparison (Fig. 5.1a). However it is likely that whilst the model physics has the largest
impact on the differences in results, the initial conditions for model 50 are impacting its

performance.

As each model does not change its representation of the physical processes during the
simulation period, it is possible to identify the impact of the initial conditions on the
performance for each of the models by comparing the behaviour of the model during the first
and last 60 day period (i.e., the same period in consecutive years) relative to the observed
behaviour at the same time. For example, an increase in the mean evaporative fraction (latent
heat flux divided by the sum of the turbulent sensible and latent heat fluxes) in the observations
over the same period of the year would suggest that there is more water available for
evaporation in the second summer compared to the first. As the models are forced with the
observed precipitation they should have the same trends as the observations despite any
differences in their representation of the physical processes. So any disagreement between the

model behaviour and observations is the impact of the initial conditions used for the simulation.

5.3.2 Initial Conditions: Bowen ratios

As the treatment of vegetation within the models plays a key role in their performance
(Grimmond et al., 2010, 2011, Best and Grimmond, 2013), and evapotranspiration is influenced
by soil moisture availability, the seasonal and annual evolution of soil moisture are important.
Therefore one metric of the impact of the initial conditions is the change in the Bowen ratio

between the start and end of the simulations.

The observations show that the seasonal cycle of the midday Bowen ratio () has an increase
over the first 6 months of the summer period followed by a decrease in the winter time (Fig.
5.3a). During the summer months the larger values of net all wave radiation drive larger latent
heat fluxes which reduce the soil moisture. This reduction in soil moisture is not sufficiently
replenished by the precipitation that is reducing during this period, and hence evapotranspiration

becomes limited by the availability of soil moisture. The net result is an increase in the average
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Bowen ratio (Fig. 5.3a). The observed Bowen ratio decreases after the larger autumnal rainfall
in April and May. Overall, the first late spring (October/November) had a higher $ than the
following year which was wetter. The observed normalized midday Bowen ratio (first 60 day
period normalised by the last 60 day period, Sy) was 1.24; i.e., f was larger (soil drier) at the
start of the observation campaign than at the same time the following year (Fig. 5.1b).

The simulated Bowen ratio is influenced by a number of model processes which can include the
soil water, the leaf area index of the vegetation, the depth of soil over which vegetation can
extract water, the texture of the soils, etc. Thus initial soil moisture is not the only control on the
relative performance of the various models but the comparison is informed by the assessment of
the same period in two consecutive years for each model. The changes in the Bowen ratio
between these two periods, removes differences in model physics within each model. Hence
comparing the normalised Bowen ratio of each model against that observed, allows us to assess

how the change in moisture availability for the model differs to the observations.

Ideally the models would have the same proportional decrease in their Bowen ratios over the
integration period, and hence the same normalised Bowen ratio as that observed. Six models do
not simulate any latent heat flux (see Grimmond et al. 2010, 2011 for discussion) therefore they
have an ill-defined S. Thus their Sy can not be compared. Of the remaining models, only 12
have a value of 1.0 <y < 1.5 (i.e., close to the observed gy + 0.25), whilst seven models have a
[ that is less than 1 (Fig. 5.1b). Eight models have Sy > 1.5, with three of these greater than 2.0
and a further two with gy > 2.5. It is likely that this behaviour is caused by the initial conditions
for soil moisture chosen by the user. The high Sy are probably related to low values of available
water for evaporation at the start of the simulation restricting the latent heat flux and hence
increasing the S, whereas the low values of Sy could be due to the initial available water being

too high and hence not restricting the evaporation at all.

To demonstrate that the influence of initial conditions can be separated from the representation
of model physics, the results for three models with similar cumulative evaporation, but different
Bn behaviour (viz, models 41, 25 and 16) are shown in Figure 5.2. Although model 41 Bowen
ratio (1.0 < By < 1.5) is similar between the first and last 60 day periods, the model clearly
underestimates the evaporation during both summer periods (Fig. 5.2) suggesting the initial

conditions are having little if any impact on the evolution of the model.

For model 25 (By > 1.5) the evaporation for the first summer period is underestimated whereas
in the second summer period is in better agreement with the observations (Fig. 5.2). This

suggests there is an available water limitation during the first summer but subsequently, after
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sufficient precipitation the model does not have this as an ongoing constraint so performs more

realistically.

With model 16 (By < 1.0) the evaporation is more restricted during the second summer period
compared than during the first, compared to the observations (Fig. 5.2). Given that the observed
Bowen ratio decreases between the first and second summer periods (i.e., there is more water
available for evaporation in the second summer that there is during the first), this suggests that
the physics of model 16 would generally underestimate the observed evaporation due to water
availability. This indicates that the initial conditions have been set so that there is little
limitation to the evaporation but through time the available water is depleted, despite receiving

precipitation in the winter, so it becomes a constraint.

To consider the persistence and impact of the initial conditions three representative cases (Fig.
5.3a) are chosen: a) initial # more than double the final period value (Model 40); (b) starting S
smaller than at the end (Model 50); and (c) similar gy to the observations (Models 39, 46 with
values of 1.22 and 1.23 respectively).

In the first case (40), the high g persists for the first 6 months when there is less seasonal
rainfall, but in April/May when the rainfall increases again the f decreases to similar values to
that observed (Fig. 5.3a). For the subsequent 60 day periods, the 4 are more similar to the
observations, which suggests that model 40 was initialised with too dry soil moisture that
restricted evapotranspiration unlike the observations. It is only once more rainfall occurs during
the winter months, when the net radiation is limited, that the modelled soil moisture is able to

recover to values which do not limit this evapotranspiration.

Although models 39 and 46 have Sy that are similar to the observations, the actual values of the
S are not the same (Fig. 5.3a). Compared to the observations, model 39 has a similar shape to
the seasonal cycle of B but there is an off-set throughout the simulation, with the model having
higher values than the observations. The  values for model 46 compare well with the
observations during the winter period, but have larger vales than observed in the autumn and

both of the summer periods.

In the third case, model 50 initially does not follow the observed increase (December/January)

but does start to increase in February/March (Fig. 5.3a). However, the $ continues to increase in
the autumn and winter months, before reducing in the spring. This may be caused by initial soil
moisture that is too high. The initial reduction in soil moisture during the summer months is not

sufficient to limit latent heat fluxes. However, the soil moisture continues to decrease during the
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autumn and winter which then restricts the evaporation and hence g increases, even as the
rainfall start to increase. It is only once the accumulated rainfall reaches its larger values that the

soil moisture is increased to a level that reverses this trend.

The differences in the evolution of the $ between model 50 and others is not driven solely by the
initial condition of soil moisture, but also by the amount of soil water that is removed via
evapotranspiration. The average mean bias error (MBE) in the latent heat flux from model 50 is
around double that from any of the other models with a positive bias (Table 5.2), and so it
removes more soil moisture regardless of the initial conditions. Hence although the initial
conditions of soil moisture are important, so is the relation between soil moisture and the

limitation in evapotranspiration.

5.3.3 Initial Conditions: Model user assumptions

For two of the models in the comparison, results from identical configurations (including
physical setup) were submitted by more than one group. This ensured that the only differences
between the models were the initial conditions, ensuring a clearer analysis of the role of initial
conditions on the evolution of the model fluxes, whilst removing differences due to the physical
parameterisations. Fig. 5.3b shows the evolution of the g for these two models (now called “1”,
“2”). For both models, the simulations consist of results with an initial  substantially larger
than the observed value (“dry”) and a second set with 8 results in better agreement with the
observations (“wet”). Although the timing of the reduction in the large S varies between the
models, both simulations with initially large £ have reduced values through the winter/spring
months, when the accumulated rainfall is higher. By the end of the simulation, all runs of the
models have similar g which are close to the observed value. However, one of the model

simulations (1) has average midday $ that is consistently lower than the observed value.

At the start 2, iS closest to the observed £ but there is substantial increase in the modelled S
during February/March resulting in values that are close to the initialised dry run (24y) (Fig.
5.3b). This suggests that the soil moisture dries out to similar values despite the different initial
conditions. However, this drying of soil moisture with subsequent increase in Bowen ratio is not
seen in the observations. The initially wetter run (2, stays drier during the period of larger
accumulated rainfall compared to the initially drier model run (24), suggesting that the
representation of physics within the model is also sensitive to the evolution from its initial state

and not just the initial conditions.
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The impact of the initial conditions on 14 and 1, Simulations can clearly be seen in Figure
5.3b. Whilst the two simulations show similar values of evaporation during the initial spin-up
period (first 53 days), the evaporation from the 14, simulation is clearly restricted during the
first summer period. This is caused by the onset of a restriction in water for evaporation that is
due to the drier initial conditions set within this simulation. However, during the second
summer period the evaporation rates are more similar between the two simulations, although
1. still has larger values than 14, Hence although the impact of the initial conditions has been
reduced by the second year, they have not be removed completely.

5.3.4 Initial Conditions: Sensible heat ratios

As building materials have high thermal inertia, the initial conditions for the temperature of the
urban facets (walls, roof, road) could impact the simulations. In addition, although the soil
thermal capacities are smaller than that for many building materials, the initial conditions for the
soil temperatures in the models may also contribute. The net storage heat flux from the models
does not distinguish between urban facets and the underlying soil, therefore these are considered
together. If an impact from the initial surface and soil temperatures does exist, then we would
expect a trend in the ratio of the net storage heat flux to net all wave radiation (4Qs /Q*)
between the start and end of the simulation period, and a reverse trend in turbulent sensible heat
flux to net all wave ratio (Qn /Q*). Unlike f, there are no such trends in modelled ratios of the
mean midday fluxes (e.g., Fig. 5.4), with the exception of Qg /Q* from model 50. There are
some small trends in Qy /Q* in some cases (e.g., model 40, Fig. 5.4c) but not in 4Qs /Q*, even
for model 50. Hence it is not obvious that the initial conditions chosen by the user for the soil
temperatures or the surface temperature of each facet in their model have a significant impact on

the simulation.

Although there are no obvious differences in the values of Qy /Q* and 40s /Q* between the
start and end periods, only five models (21, 22, 33, 44 and 49) have values of Qy /Q* which are
consistently smaller than observed during the seasonal cycle (e.g. Fig. 5.4b). With the exception
of model 22 which has a specified constant § (=1), these models all have an initial 4 that is
lower than observed, and this persists throughout the seasonal cycle (not shown). The only other
model with an initial # that is smaller than observed is model 50, which shows a trend in Qy /Q*
over the year. Hence it is likely that these models were initialised with too high soil moisture.
Also, apart from model 50, these models have values of Qy /Q* that are closer to the observed
values by the end of the simulation than at the start. Hence this demonstrates that the initial

conditions of soil moisture also impact on the sensible heat flux, through the surface energy
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balance, as might be expected. The implications of the initial conditions for the soil moisture are
not so clear for the values of 405 /Q* (e.g., Fig. 5.4b), although three of these models (21, 44
and 49) have values which are closer to those observed over the whole period than the other
models.

There are a further four models (31, 32, 36 and 40) that have values of Qy /Q* which are lower
than observed in the winter and spring period (e.g., Fig. 5.4c). Of these four models, three have
an initial Bowen ratio that is substantially larger than observed, but are in much better
agreement by the end of the simulation (not shown). However, these are not the only models
that have an initial Bowen ratio that is substantially larger than that observed and hence the
initial conditions on their own are not sufficient to explain the seasonal behaviour of Q4 /Q* in
these models. For the remaining majority of models the ratio of Qy /Q* is overestimated at all
times of the year (e.g., Fig.4a), whilst the ratio of 405 /Q* is underestimated, compared to the
observations. This suggests that in general, the models put too much of the available net
radiation at the surface into the sensible heat flux at the expense of the net storage heat flux at
all times of the year. This result does not seem to depend upon the initial conditions, unless the
soil moisture is set to values which are too high, resulting in a $ that is lower than observed

throughout the simulation.

This result can also be seen in the midday MBE for each of the fluxes (Table 5.2). For the
majority of the models there is an overestimate in the sensible heat flux and an underestimate in
both the latent heat flux and the net storage heat flux, including models 11 and 28 which have a
large positive bias in the net radiation during the daytime. The average MBE for these fluxes are
50, -19 and -50 W m, respectively; whilst the median model’s MBE are 42, -11 and -50 W m™.
Exceptions to this include some models that have a positive MBE in the latent heat flux, and
consequently a negative MBE in the sensible heat flux (models 21, 33, 44 and 49). Model 50 has
a positive bias in both the sensible and latent heat fluxes due to its excessive evaporation, whilst
model 16 has a negative MBE for all fluxes, due to its large bias in the net radiation. Only
models 22, 36 and 44 have positive MBE for the net storage heat flux in the afternoon, with all

three models having a negative bias in the sensible heat flux.

5.3.5 Initial Conditions: Surface flux behaviour group by normalised Bowen ratio
To assess the change in performance of the models between the first and last 60 day periods, a

Taylor plot (Taylor, 2001) is used for each flux (Fig. 5.5), in order to identify changes to three

statistical measures within the same plot. Each statistic shown in the Taylor plot has been
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determined using the 30 min data for all models within each Sy category (section 3.1). The
group of models with no latent heat flux are not impacted by the initial soil moisture conditions.
This means that the change in performance between the first and last 60 day period for this
group results from the differences in the climatological conditions and the model’s response to
these. As such, the results for the no evaporation models can be used as a baseline to assess the
impact of the initial conditions for the other groups of models. This is done by comparing the
difference between the first and last 60 day periods for each group of models, to that from the
group of models without evaporation. Note that models with no evaporation have no vegetation,
but a model with no vegetation can still have evaporation if this process is included for other

facets of the urban surface.

For net radiation, the best predicted flux, the models that have no latent heat flux have
degradation in the root mean squared error (RMSE) and correlation at the end of the period
compared to the start, although the normalised standard deviation remains about the same (Fig.
5.5a). This is in contrast to all of the other groups of models which show no real difference
between the two periods in any of the statistics. This implies that the models generally show an
improved performance in the net radiation at the end of the simulation compared to the start,
due to the impact of initial conditions of soil moisture, that offsets the degradation that results

from the change in meteorological conditions.

For the turbulent sensible heat flux, the models that have no evaporation have a slight
improvement in the RMSE and normalised standard deviation, but a slightly poorer correlation
at the end of the simulation (Fig. 5.5b). The models with a Sy < 1 have degraded performance at
the end of the period for all three of the statistical measures. However, these models have a
substantial improvement in the latent heat flux for both the RMSE and correlation and an
improvement to the normalised standard deviation resulting in good agreement with the
observations at the end of the period (Fig. 5.5¢). This is the only category of model that has a
standard deviation in the latent heat flux for the first 60 day period which is larger than

observed.

The models with gy > 1.5 have a larger degradation in correlation between the last and first 60
day periods for the sensible heat flux compared to the models with no latent heat flux, but have
improvements to the RMSE and particularly the normalised standard deviation that are larger
than the models with no evaporation (Fig.5b). Those models in the 1.0 < Sy < 1.5 class show an
improvement in all of the statistics at the end of the period compared to the start. However, both
[ classes, plus the overall results for all models, have improved results in all of the statistical

metrics for the latent heat flux at the end of the simulation compared to the start (Fig. 5.5c¢).
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Notably the models with Sy > 1.5 have substantial improvements to the normalised standard
deviation for both the sensible and latent heat flux (Figs. 5b, ). These models, initialised with a
dry soil state, have a standard deviation that is too large for the sensible heat flux and too small
for the latent heat flux during the first 60 day period. This is the expected behaviour if the
vegetation was in an incorrectly water stressed state limiting the latent heat flux, resulting in too
much energy partitioned into the sensible heat flux. The standard deviations for the last 60 day
period do not agree with the observations, but are substantially closer for both fluxes.

All the model classes have an improved net storage heat flux at the end of the simulation
compared to the start (Fig. 5.5d). There are some slight differences between the categories
compared to the changes in the models with no evaporation, such as a larger improvement to the
RMSE from the models with gy > 1.5, but these differences are smaller than for the sensible and
latent heat fluxes. Hence this shows that the initial conditions have more of an impact on the
sensible and latent heat fluxes than on the net storage heat flux in general, due to the large

influence that water availability has on the evaporative fraction.

For models that are influenced by soil moisture, there is a general improvement at the end of the
simulation compared to the start for all fluxes. Whilst the precipitation over the integration
period will influence these results, all models received the same precipitation input, so different
changes in the errors for the various groups of models show that the initial conditions also
contribute. The only exception to this is the sensible heat flux for the models that are initialised
with too much soil moisture (By < 1.0, Fig. 5.5b). The largest improvements between the start
and end of the simulation period are seen in the standard deviation of the latent heat flux for
models initialised with either too much or too little soil moisture (fy < 1.0 and gy > 1.0
respectively). The models with too much initial soil moisture have more variability in the latent
heat flux because it is not sufficiently constrained, whereas those with too little initial soil

moisture have less variability due to an over constraint on the evaporation.

5.3.6 Meteorological forcing

As well as the initial conditions, it is important to know the effect of the meteorological forcing
conditions on urban land surface model performance. To investigate this, the 30-min model
results and observations are analysed across the range of each forcing variables (Fig. 5.6). The
fluxes are scaled by the forcing incoming radiation (Q| = K| + L, shortwave and longwave,

respectively), with the mean and standard error shown for the bins from each meteorological
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forcing. These meteorological forcing (namely shortwave radiation, longwave radiation,
rainfall, atmospheric temperature and specific humidity, wind speed and surface pressure) are
the data that were given to each group in order to perform their integrations. As such, this data
were consistent across all of the modelling groups. In addition, the models have also been
analysed for the wind direction, which was not a meteorological forcing that was given to the
modelling groups.

Whilst this analysis is not done according to particular weather types certain synoptic situations
can be inferred, such as cyclonic conditions having lower shortwave radiation, higher longwave
radiation, larger rainfall, higher wind speed and low pressures, or anticyclonic conditions having
higher shortwave radiation, lower longwave radiation, less rainfall, higher temperature, lower

wind speeds and high pressure.

The normalized Qy and 4Qs observations have a similar magnitude response to atmospheric
forcing variables, whereas Qg is smaller. Figure 5.6 shows an example of this for a model with
behaviour that is typical of the majority of models in the comparison. Q* has the largest
response to changes in variations of the forcing meteorological conditions. The almost linear
trend between Q* and the atmospheric temperature is probably linked directly to the radiative

forcing of the surface and boundary layer (e.g., model 18, Fig. 5.6).

For both Q* and Q4 the relation with the humidity forcing (Fig. 5.6) has two maxima and
minima. Low values of specific humidity are most likely related to hot, dry anticyclonic periods
which have large insolation; whereas high specific humidity are linked to periods associated
with precipitation events when the surface water is freely available, such as low pressure
systems. Hence the two extremes of the humidity values lead to different behaviour in the net
upward radiation and subsequently with sensible heat flux. For the wind speed, the observations
have lower values of Q* and Qg and higher values of Qg associated with high wind speeds and
low pressure (Fig. 5.6), which is also consistent meteorological condition for low pressure

systems. These synoptic conditions are likely associated with high humidity and rainfall.

In general the models capture the observed response to each of the atmospheric forcings (e.g.,
model 18, Fig. 5.6), including the non-linear behaviour with respect to the humidity and wind
speed, and the double maximum and minimum for the specific humidity, which agrees well
with the observations. However, the models do have a growing bias for increasing shortwave
radiation forcing, with Qy having an increasing positive bias and 4Qs with an increasing
negative bias. The results for 405 show that the models have a flat response at larger values of

the downward shortwave radiation forcing.
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Whilst the majority of models reproduce the observed behaviour for each of the atmospheric
forcing variables, the following have differing characteristics (Fig. 5.7). For Qu, model 11 has
higher values than observed for small and large downward shortwave and downward longwave
radiation forcing (Fig. 5.7). The values are too high for small and especially large rainfall
amounts, and there is a consistent positive bias to atmospheric temperature forcing. There are
larger values than observed for lower atmospheric humidity, and an increasing positive bias for
increasing wind speed. Finally, there are higher values than observed for low pressure. These

results are all consistent with over estimating Qg during low pressure synoptic storms.

For model 22, with a constant Bowen ratio specified, the results for Qy do not capture the
observed increase with larger downward shortwave radiation forcing (Fig. 5.7), whilst the trend
for the downward longwave radiation is the reverse to that observed, apart from largest forcing
values. There is a small response to atmospheric temperature, but the inverse to the observed

trend, and a flat response to wind speed apart from a reduction at high wind speeds.

The Qy for model 44 is underestimated compared to observations under large downward long
wave radiative forcing (Fig. 5.7). During warmer temperatures the model results have the

reverse trend to that observed, and decrease too rapidly with increasing wind speeds.

For model 50, the results for Qg are too high compared to observations for downward shortwave
radiation forcing (Fig. 5.7), whilst the modelled increasing trend in response to the downward
long wave radiation between 300 and 400 W m™ is not observed. The modelled values are too
large for high rainfall amounts, whereas the increasing trend for wind speed between 5 and 15 m

s is not observed.

So the majority of the models can simulate the response of the observed surface fluxes to
various atmospheric forcing conditions, but there is no obvious consistency between the
minority that does not. These few models each have a different response which must be related
to the details of their individual parameterisation schemes, rather than the representation of a
generic physical process which they share with models in the majority that agree well with the

observations.

5.4 Conclusions

For urban LSMs soil moisture initialisation can have a substantial impact on seasonal
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performance. If set too dry, urban LSMs are not able to adjust to realistic values until there is
sufficient rainfall. Conversely, if initially too wet the model is not able to restrict the availability
of water to vegetation. This may persist for a period that is longer than a year, but with smaller
errors. This impact of the initial soil moisture state confirms the importance of vegetation and
how this interacts with the available water store in the soil of urban areas.

The initialisation of soil moisture has implications for model evaluation studies. As many urban
observational campaigns to date have been for short time periods (typically of the order of a few
months), without well determined initial soil moisture conditions, evaluation of model
performance may be hampered. Unfortunately, urban soil moisture data are still relatively rare.
Thus, extreme care should be used to interpret model evaluation results if this is not explicitly
addressed. For the modelling community to enhance their model evaluations and their model
performance, future observational campaigns of fluxes in urban areas should be complemented

with soil moisture observations.

The long term memory from soil moisture is more significant in the evolution of the simulations
than for thermal storage, with the timescale for the adjustment of the initial conditions of
surface temperatures being much shorter than for soil moisture and not apparent at the end of
the simulation. However, the initial soil moisture can also impact on the sensible heat flux and

the net storage heat flux throughout the simulation.

In general the models capture the observed trends in the surface fluxes for each of the
atmospheric forcing variables, including the observed non-linear behaviour with respect to
humidity and wind speed. However, the models are not able to capture the observed increasing
trend in AQs with the larger downward shortwave radiation values. Overall, for increasing
downward shortwave radiation, the models put too much energy into Qy and too little into AQs.
This is consistent with results from analysing the impact of initial conditions (section 3.3).
Correcting such behaviour in the models requires future research, as it is not straight forward to
increase 4Qs without having a similar impact on the turbulent sensible heat flux, due to their
common interaction with the surface temperature which forms part of the thermal gradients that

drive each of the fluxes.

Some models do not capture the observed relations with atmospheric forcing. However, no
general conclusions can be drawn as these models do not share any common representation of
their physical processes which implies that the results are not due to the representation itself.
Rather it is probably the way in which these processes have been implemented within the

parametrisations.
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Table 5.1: Models (hame, versions (V) and user groups (G)) in Phase 2/Stage 4 of the first

international urban model comparison. Model results are presented with anonymous numerical code.

Model name VIG References
Building effect parameterization (BEP) 1/1  Martilli et al. (2002)
BEP coupled with building energy model 1/1  Martilli et al. (2002); Salamanca et al. (2009,

2010) ; Salamanca and Martilli (2010)
Community Land Model — urban (CLM-urban) 1/1  Oleson et al. (2008a, 2008b)
Institute of Industrial Science urban canopy model 1/1 Kawamoto and Ooka (2006, 2009a, 2009b)

Joint UK land environment simulator (JULES) 4/2  Essery et al. (2003); Best (2005); Best et al.
(2006); Best et al. (2011)

Local-scale urban meteorological 2/1  Grimmond and Oke (2002); Offerle et al.
parameterization scheme (LUMPS) (2003); Loridan et al. (2011)

Met Office Reading urban surface exchange 3/1  Harman et al. (2004a, 2004b); Porson et al.
scheme (MORUSES) (2010)

Multi-layer urban canopy model 1/1  Kondo and Liu (1998); Kondo et al. (2005)

Nanjing University urban canopy model-single 1/1  Masson (2000); Kusaka et al. (2001)
layer

National and Kapodistrian University of Athens ~ 1/1 Dandou et al. (2005)

model
Noah land surface model/single-layer urban 3/3  Kusaka et al. (2001); Chen et al. (2004);
canopy model Loridan et al. (2010)

Seoul National University urban canopy model 1/1 Ryuetal. (2011)

Simple urban energy balance model for mesoscale 1/1 Kanda et al. (2005a, 2005b); Kawai et al.
simulation (2007, 2009)

Single column Reading urban model tile version ~ 4/1  Harman and Belcher (2006)

Slab urban energy balance model 1/1  Fortuniak (2003); Fortuniak et al. (2004,
2005)

Soil model for submesoscales (urbanized) 1/1 Duport and Mestayer (2006); Dupont et al.
(2006)

Temperatures of urban facets (TUF) 2D 1/1 Krayenhoff and Voogt (2007)

Temperatures of urban facets (TUF) 3D 1/1 Krayenhoff and Voogt (2007)

Town energy balance (TEB) 1/1  Masson (2000); Masson et al. (2002);

Lemonsu et al. (2004); Pigeon et al. (2008)

Town energy balance (TEB) with multi-layer 1/1  Hamdi and Masson (2008)
option
Vegetated urban canopy model 1/1 Lee and Park (2008)
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Table 5.2: Mean bias error (W m) for each flux over the day (24 h) and for midday period

(10:00 — 14:00), for each model and for the average and median of all of the models, over the

seven 60 day periods. (day 54 to day 473)

Model ID Q* _ QH : QE : A(DS :
24 h Midday | 24 h Midday 24 h Midday 24 h Midday

11 10.5 110.7] 70.2 213.2 -34.5 -80.7 -35.8 -33.6
12 -9.6 -37.5] 34.9 119.5 -34.5 -80.7 -20.5 -88.1
13 -13.7 -36.6 0.6 20.2 -7.1 -18.8 -17.7 -49.7
14 -9.0 -34.7] 35.5 118.6 -34.5 -80.7 -20.5 -84.3
15 -7.7 -0.1 0.5 88.2 16.2 34.5 -13.0 -96.1
16 -23.0 -92.9] -10.5 -0.4 -3.2 -10.8 -19.9 -93.5
18 2.3 -8.3] 10.0 60.5 0.5 0.5 -18.8 -81.0]
20 -4.7 13.6] 55.5 131.2 -34.5 -80.7 -36.2 -48.7
21 -7.0 -18.2 -5.4 -30.1 4.7 12.8 -16.7 -12.7
22 -4.6 2.8 -0.7 -41.6 -26.2 -59.6 11.8 92.3
25 0.3 -13.1] 25.8 72.4 -8.8 -10.0 -17.1 -73.5
28 18.7 113.4] 59.3 213.8 -34.5 -80.7 -16.6 -31.4
30 3.2 -14.1] 12.2 79.6 0.4 0.6 -19.8 -106.0]
31 -2.6 -17.5 3.9 39.1 -11.7 -19.9 -17.2 -80.3
32 -0.8 -20.6] 11.2 19.5 -2.2 -0.3 -20.3 -51.5
33 -6.2 -21.71 -12.4 -25.7 10.0 35.9 -14.4 -45.7
35 -27.8 -47.9] 13.6 1.5 -19.2 -52.4 -32.6 -8.8
36 -8.6 5.1 19.2 -1.1 -16.5 -33.2 -14.7 27.2
37 -13.8 -35.6 0.4 18.5 -7.1 -18.6 -17.6 -47.2
38 3.1 16.2| 44.7 127.4 -34.5 -80.7 -17.6 -42.3
39 -14.7 -45.5 1.8 42.3 -9.2 -20.4 -17.7 -79.2
40 -3.4 -27.0] 13.2 53.2 -8.1 -9.3 -18.8 -82.1
41 -10.9 -13.0 8.4 35.6 -9.8 -15.8 -20.0 -44.4
42 -29.8 -48.3] 20.7 5.8 -19.2 -52.5 -41.7 -13.3
43 -10.1 -31.2 1.7 21.9 -3.1 7.6 -19.1 -72.5
44 3.7 11.6] -24.4 -44.4 23.4 36.3 -5.8 8.0
45 2.3 -8.3] 10.0 60.5 0.5 0.5 -18.8 -81.0|
46 -4.4 -20.7 9.0 53.8 -2.9 -0.5 -21.0 -85.9|
47 -8.6 -18.9] 11.1 41.8 -8.8 -9.6 -21.4 -62.9|
48 5.4 -7.6] 16.7 38.9 -7.6 -15.1 -14.1 -43.1
49 -6.9 -16.9 -6.6 -32.5 5.6 13.4 -16.4 -9.5
50 -6.6 -8.2] 10.6 88.9 38.4 83.9 -38.5 -87.7

Average -5.8 -12.2] 13.8 49.7 -8.7 -18.9 -19.6 -50.3

Median -6.2 -16.9] 10.6 41.8 -7.6 -10.8 -18.8 -49.7
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Figure 5.1: Individual model values for (a) total evaporation (m) simulated for the period and
total cumulative precipiptation observed (dashed line), and (b) normalised Bowen ratio (first 60
day period normalised by the last 60 day period) relative to the observations (dashed line). To
preserve anonymity each model is identified by a random number (between 10 and 50).

Symbols in both plots are based on the normalized Bowen ratio (see key) and dotted lines in (b).
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Figure 5.2: Time series of observed and modelled latent heat flux for a selection of models

(Black asterisk — observations, coloured pluses — model)
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(top) turbulent sensible heat flux to the net all wave radiation flux (Qy /Q*) and(bottom) net
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Figure 5.5: Normalised Taylor plot for first (square) and last (triangle) 60 day periods for (a) net
all wave radiation, (b) turbulent sensible and (c) latent heat and (d) net storage heat fluxes.
Taylor plots have the correlation coefficient on the polar axis, the normalised standard deviation
on the radial y-axis and the normalised RMSE (x-axis) on the internal circular axes (Taylor
2001). Performance for the average of all the models, plus the average of the models grouped by
their normalised Bowen ratio (5y), as identified in Fig. 5.2 (see key). For (c) models with no

evaporation the points plot at the origin.
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Chapter 6: Key conclusions of the first international urban

land surface model comparison project*?

Abstract

The first international urban land surface model comparison was designed to identify three
aspects of the urban surface-atmosphere interactions: (1) the dominant physical processes, (2)
the level of complexity required to model these, and (3) the parameter requirements for such a
model. Offline simulations from 32 land surface schemes, with varying complexity, contributed
to the comparison. Model results were analysed within a framework of physical classifications
and over four stages. The results show that the following are important urban processes; (i)
multiple reflections of shortwave radiation within street canyons, (ii) reduction in the amount of
visible sky from within the canyon, which impacts on the net long-wave radiation, (iii) the
contrast in surface temperatures between building roofs and street canyons, and (iv) evaporation
from vegetation. Models that use an appropriate bulk albedo based on multiple solar reflections,
represent building roof surfaces separately from street canyons and include a representation of
vegetation demonstrate more skill, but require parameter information on the albedo, height of
the buildings relative to the width of the streets (height to width ratio), the fraction of building
roofs compared to street canyons from a plan view (plan area fraction) and the fraction of the
surface that is vegetated. These results, whilst based on a single site and less than 18 months of
data, have implications for the future design of urban land surface models, the data that need to
be measured in urban observational campaigns, and what needs to be included in initiatives for

regional and global parameter databases.

6.1. Introduction

Urban areas are often warmer than their surrounding rural environments, referred to as the urban
heat island (UHI). This urban warming has numerous effects, including the initiation of
convective storms (e.g., Bornstein and Lin, 2000), altering pollution dispersion by adapting
mixing through changes to atmospheric boundary layer structure (e.g., Sarrat et al., 2006, Luhar

et al., 2014), impacts on the production and mixing of ozone (e.g., Chaxel and Chollet, 2009,

12 This has been published as: Best MJ, Grimmond CSB (2015) Key conclusions of the first international urban land
surface model comparison. Bulletin of the American Meteorol. Soc., 96, 805-819.
doi:http://dx.doi.org/10.1175/BAMS-D-14-00122.1
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Ryu et al., 2013), enhanced energy demand for summer-time cooling through air conditioning
(e.g., Radhi and Sharples, 2013, Li et al., 2014), impacts on urban ecology (e.g., Pickett et al.,
2008, Francis and Chadwick, 2013) and increased mortality rates during heat waves (e.g.,
Laaidi et al., 2012, Herbst et al., 2014, Saha et al., 2014). As such, it is important to be able to
accurately forecast urban warming and other meteorological variables for cities where the

majority of the World’s population now lives.

Predictions of future climate suggest additional warming in urban environments (McCarthy et
al., 2010, Oleson et al., 2011). Indeed, the Inter-Governmental Panel on Climate Change
(IPCC) Working Group 1 Fifth Assessment Report (IPCC, 2013) included at least one model
that explicitly included an urban representation, and this number is likely to increase in the
future as the resolution of these climate models increases to the extent that some urban areas are
resolved. For future design of buildings and planning of cities, it is important that the dominant
processes that lead to urban warming effects are considered. This requires the development of
models that can represent the most important features of the urban heat island be used for

reliable predictions.

The urban heat island results from differences in surface energy exchanges between the urban
environment and its surrounding rural area. Thus, understanding these differences is needed to
interpret the urban heat island. The differences in urban surface energy exchanges arise through
a number of processes. The geometry of a street canyon will increase the incoming solar
radiation and long-wave radiation that are absorbed, due to multiple reflections and re-radiated
from the 3-dimensional structures. The orientation of street canyons and the elevation of the sun
will impact the reflected solar radiation, as a consequence of the depth to which the direct
sunshine can penetrate into the canyon. The reduced availability of water at the urban surface,
compared to natural vegetated or bare soil surfaces, means more of the incoming solar radiation
is transformed into heat rather than a flux of moisture into the atmosphere. However, a larger
proportion of this energy for heating is held within the fabric of the buildings given the large
thermal inertia of the materials, resulting in changes in the diurnal cycle of urban temperatures.
Moreover, an additional source of heating within the urban areas comes from human activities
such as transport, the internal heating of the buildings and the metabolic rates of the people

themselves (e.g., Sailor and Lu, 2004).

All of these processes contribute to the differences in the energy balance between urban and
rural surfaces, but it is difficult to identify which are the dominant processes just from
observations as the processes cannot be separated because of the complex nature of the

environment. As such, the best way to study these processes individually is by using urban land
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surface models (ULSMs) that have been developed for weather and climate applications, i.e.,
exchange surface fluxes with an atmospheric model. There are a number of such ULSMs that
vary considerably in their complexity (e.g., Kusaka et al., 2001, Fortuniak, 2003, Krayenhoff
and Voogt, 2007, Hamdi and Masson, 2008, Lee and Park, 2008, Oleson et al., 2008a).
Although newer models often include more complex features than previous models, without
knowing the dominant processes and controls, it is difficult to quantify the impact of each new
feature.

The first urban land surface model comparison was designed to objectively assess and compare
the performance of a range of ULSMs for a single observational site. It attempted to identify the
dominant physical processes that need to be represented in ULSMs by comparing models of
varying complexity (Table 6.1). These models ranged from simple bulk representations of the
surface that have been applied to atmospheric models for over a decade, representations of the
facets of a street canyon (i.e., roofs, walls and road) that have been used in weather and climate
models, through to more recently developed schemes that consider a complete energy balance at
various levels within the urban canyon that have been applied to stand alone single point
studies. Figure 6.1 shows a conceptual representation of the surface energy balance for these
models of varying complexity. Whilst the scale that these models typically represent is larger
than the size of the elements within a street canyon, a common feature is the ability to predict
the exchange of fluxes between the urban surface and the atmosphere above it, i.e., the net all-
wave radiation (Q*), turbulent sensible (Qy) and latent heat (Qg) fluxes, as measured from flux
towers in numerous urban observational campaigns.

The aim of the urban model comparison was to consider:

(1) What are the dominant physical processes in the urban environment?

(2) What is the level of complexity required for an ULSM to be fit for purpose?

(3) What are the parameter requirements for such a model?

Here we present an analysis of the model comparison results to address these questions.

6.2 Model Comparison design

6.2.1 Observational data

The criteria for selecting the evaluation dataset were; first it had not been used to evaluate any
ULSMs previously, and second it needed to cover an annual cycle to allow assessment for
different seasons. Model evaluation studies often result in the development and optimisation of

a model in order to obtain better representation of the assessed metrics. Hence, using a dataset
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previously used by one or a sub-set of the models to be evaluated would not enable a

clean/independent objective assessment for all of the models.

The dataset for a suburb of Melbourne (Preston) (Coultts et al., 2007a, 2007b) that had
observations from 13 August 2003 to 13 November 2004 was selected. The moderately
developed, low-density housing area is classified by Coutts et al. (2007b) as an Urban Climate
Zone (UCZ) 5 (Oke, 2006), Local Climate Zone (LCZ) 6 (Stewart and Oke, 2012) or Loridan
and Grimmond (2012b) Urban Zone for Energy exchange (UZE) medium density. The
description of UCZ 5 is “medium development, low density suburban with 1 or 2 storey houses,
e.g., suburban housing” (Oke, 2006), and as such the site is typical of suburban areas found in
North America, Europe and Australasia. The area has mean building height-to-width ratio of
0.42 and mean wall-to-plan ratio of 0.4 (Coutts et al., 2007b). The surface is dominated by
impervious cover (44.5% buildings, 4.5% concrete and 13% roads), with a pervious cover of
38% (15% grass, 22.5% other vegetation and 0.5% bare ground or pools) (Coutts et al., 2007a).

The methods used to obtain the observed fluxes applied to our current analysis are given in
Table 6.2, with details (e.g., data processing) presented in the original observation papers
(Coutts et al., 2007a, 2007b). In addition, the initial model comparison results papers
(Grimmond et al., 2011, Best and Grimmond, 2013, 2014) provide the site parameters. A
continuous gap-filled atmospheric forcing dataset (474 days) to run the models was created for
this study (see Grimmond et al., 2011). To evaluate the modelled fluxes (sensible heat flux,
latent heat flux, net all-wave radiative flux and net storage heat flux (4Qs)) 30 min periods are
used when no observed fluxes are missing to allow consistent analysis between the fluxes
(N=8865 or 38.9% of the full period).

6.2.2 Data analysis

To permit the research questions posed above to be considered, information about the
observational site was released to the modelling groups in stages. This enabled analysis of the
importance of the different types of information to model performance through assessment of
the change in model skill between the stages. The stages (Table 6.3), designed to correlate with
ease of access to information for all cities globally, involved release of (Grimmond et al., 2011):
Stage 1: Atmospheric forcing data: (Table 6.3), typically provided by an atmospheric model.
Stage 2: Vegetation and built fraction: two dimensional plan area characteristics of the site.
These can be determined from land cover datasets derived from satellite data.

Stage 3: Morphology: three dimensional characteristics of the site (Table 6.3.). These can be
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interpreted from LiDAR (e.g., Goodwin et al., 2009, Lindberg and Grimmond, 2011), aerial
photographs (e.g., Ellefsen, 1990/1991), detailed satellite imagery (e.g., Brunner et al., 2010), or
simple empirical relations (e.g., Bohnenstengel et al., 2011).

Stage 4: Building material parameters (Table 6.3): only obtainable from local knowledge of the
materials used in the construction of the buildings.

Stage 5: Observed fluxes: to allow parameter optimisation studies. Only a few groups
completed this stage, so these results are not presented here.

The results from 24 modelling groups are analysed, involving 21 independent models (Table
6.1). Alternative versions of the same model were run by the same or independent modelling
groups, which resulted in 32 sets of model simulations being submitted for all of the four stages
(see full list in Grimmond et al., 2011). Each group completed a survey indicating the level of
complexity used for various physical processes within their models. From the latter, categories
of physical processes were established, with classes that cover the range of complexities
(Grimmond et al., 2010, 2011). These categories were chosen to investigate the importance of
various physical processes that could contribute to differences in the surface energy balance
between the urban and rural environments. Thus every model is assigned to a class in each
category based on the survey information. In this study, the complexity category (Grimmond et
al., 2011) is not considered as the focus is to separate the specific physical processes. The
categories, with the number of models in each class are shown in Table 6.4.

Comparing the mean behaviour of the models in each of the classes as a reference provides a
method to determine the level of complexity that gives the best performance for each category.
These data are analysed to address the second research question, where “fit for purpose” in this
study is defined as being able to accurately represent the energy exchange between the urban
surface and the atmosphere (i.e., the net all-wave radiation, turbulent sensible and latent heat

fluxes).
Furthermore, by assessing the performance of the models across the categories for all classes, it
is possible to identify the physical processes that have the largest impact on the performance of

the models, hence identifying the dominant physical processes and addressing the first research

question.

6.2.3 Methodology

Initial results from the urban model comparison (Grimmond et al., 2011) ranked the models and
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assessed the performance of the various classes within the categories using standard statistical
measures. Here an alternative approach to assess the models’ performance is used, that
considers the percentage of the models’ data values that are within observational error (Eqps).
This gives a measure between zero (no values within observational errors) and 100% (all values
within observational errors, i.e., a ‘perfect’ model). Although this type of analysis is not strictly
benchmarking, as each model is not being compared to an a priori metric, it could be
considered as being closer to the benchmarking ethos as having all data points within

observational errors would be a stringent metric.

The observational error estimates used in this analysis are for day-time fluxes based on a
percentage of the observed fluxes, as suggested by Hollinger and Richardson (2005): net all-
wave radiation flux 5%, turbulent sensible heat flux 10%, latent heat flux 8%, and upward
components of both shortwave and long-wave radiation fluxes 10%. As the net storage heat
flux in the observational dataset is determined as the residual of the surface energy balance, its
observational error is assumed to be the sum of the errors for the other terms (i.e., Q*, Qu and
Qe), giving 23%. The night-time error estimates are assumed to be double the day-time error
estimates for each of the fluxes. The absolute magnitude of fluxes during this period are
typically small (order of (10) W m™), hence changes in the percentage of the observed flux used
as the error estimates are likely to be within the reporting resolution (e.g. order of (1) W m) of
the observations (especially the turbulent fluxes). Whilst these error estimates may be indicative

rather than the actual values, the results would not substantially change the analysis presented.
The analysis was undertaken for each model (k) in each class (j) within each category (i) (Table

6.4), for each flux, over each stage within the comparison, and separately for day-time and

night-time. From this the percentage of data within observational error (Eqysij) Was determined:

k=l x100% (6.1)

where M is the number of points within observational error for model (k), n is the number of

models and T is the number of day-time or night-time points in the time series as appropriate.

6.3. Results
Application of egn. 6.1 to the sensible, latent and net storage heat fluxes, for each class and

category, at Stage 1 and Stage 4 (Table 6.3) are shown in Figure 6.2. The results could range

between 0% (i.e., no model data points within the observations errors) to 100% (i.e., all model
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data points within observational errors). The relative changes between the stages are also shown

if Figure 6.2, i.e., for stage (s) the change relative to the previous stage (s-1) given by:

ESei /Eon

obsij | Fobsij (6.2)
Assessment of “between stages performance” allows an emphasis of the common results across
all of the classes and categories. It is scaled between 0% and 100%, with 50% corresponding to

no change between the stages (Figure 6.2).

Generally the results of the analysis, consistent with Grimmond et al. (2011), show that the skill
to model latent heat fluxes is improved between stages 1 and 2. Knowing the plan area
vegetation fraction (provided in Stage 2) is important for modelling the latent heat flux. No
other stages show a general increase in model performance across the classes and categories for
the fluxes shown in Figure 6.2. For the radiation fluxes (Fig. 6.3), the largest changes evident
between Stages 3 and 4 are for the reflected shortwave radiation flux and are due to the
specification of the bulk albedo at the site (i.e., the ratio of the reflected outgoing shortwave
radiation flux from the whole urban surface to the incoming shortwave radiation flux,
information released at Stage 4). This is also consistent with the conclusions from Grimmond et
al. (2011).

Model performance for the outgoing long-wave radiation flux has its largest changes at night-
time between Stages 2 and 3 (when the 3-d site morphological information (Table 6.3) were
made available, Fig. 6.3). This enhanced performance at night could be related to improved
estimates of the sky view factor which influences radiative trapping, and/or from improved
estimates of the difference in nocturnal surface temperatures between building roofs and those
of the roads and walls of the urban canyons. Improved performance is not detected in the day-
time outgoing long-wave radiation flux (Fig. 6.3), probably because of the dominance of
shortwave radiation at this time. These results were not identified in Grimmond et al. (2011) as

there was no separate analysis for day-time and night-time.

It is evident from Figures 6.2 and 6.3 that the performance of the models for each of the fluxes
does not improve consistently for each stage, as might be expected. This suggests that the
models are not able to correctly make use of all of the information that is provided at each of the
stages and hence the design of the models, and the use of their specific parameters, is not

necessarily correct. This is discussed further in Grimmond et al. (2011).

Each model is assigned to one class for every category (Table 6.4). This means that a model

with particularly good (or poor) performance will influence the results for its class in each of the

120



categories. The implications of this are that it is not possible to ensure that the good
performance from a particular class within one category is not actually resulting from the results
of a class from a different category. This potential contamination of results by categories
inhibits the analysis of the dominant physical processes and the suitability of the models. Both
the analysis presented in Grimmond et al. (2011) and that in Figures 6.2 and 6.3 have this
limitation, hence we will not consider further any results in Figures 6.2 and 6.3 for any specific
class or category. Alternatively, to address this issue of cross-contamination, we repeat the
complete analysis using egn. 6.1 separately for each category (c), but only considering the
subset of models from class (a). Hence for each class (j) in category (i) for the analysis of egn.

6.1, the models used are those that are in both class (a) of category (c) and class (j) of category
(i), of which there are n, =n,, Mn;, thus:

nD{

2 M,

= X x100% (6.3)
nT

o

obs,caij

This gives the equivalent of 26 versions of Figures 6.2 and 6.3 (one for each class in each
category); although for a given subset of models it is inevitable that some classes will not have
any members and hence have no data. We then apply the following equation for each of the
stages to determine which of the original class of models has the best performance:

2 N
P = x100%
Ntot_(ZNnd)_l (6.4)

where Pca is the percentage of classes in the analysis that are improved from just the subset of

models (compared to the analysis with the full set of models),

o (1 0f Eobs,caij > EObSvii
0 otherwise (6.5)

P

N:

m

=~
Il

1

is the number of classes that are improved in the analysis, N, is the total number of classes (

Zij =26)and
R {1 if n,Nn; =0

nd
k=1

0 otherwise (6.6)

is the number of classes with no data.

Hence values of P, close to 100% relate to nearly all classes in all categories being improved

from the physical process represented in class (2) of category (c). This indicates that this process
and its representation are important to model performance. Whereas values close to 0% relate to

almost all classes in all categories being degraded, suggesting that the representation of the
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physical process is detrimental to model performance. Values around 50% have a similar
number of classes that are improved and degraded, suggesting that the representation of the
physical process has little impact on model performance. Hence the conclusions that can be
drawn from this analysis are more robust than those of Figures 6.2 and 6.3, and the previous
study of Grimmond et al. (2011).

For example, with models that have an infinite number of reflections (category R, class i), the
median of the results over the stages give a value of 88% for the night-time net storage heat flux
(Fig. 6.4). This results from 14 of the 16 possible classes containing data being improved when
considering only these models, demonstrating that this is important for predicting this flux.
However, models that have multiple reflections (category R, class m) have a value of 12.5% for
the night-time net storage heat flux (Fig. 6.4). This results from only two of the possible 16
classes containing data being improved, hence showing that this is detrimental to predicting the

flux.

The results of Figure 6.4 show that for some classes (e.g., infinite reflections; category R, class
I, Table 6.4), there are some demonstrated improvements to a flux (e.g., LW,,) which is not
obviously explained by the physics (e.g., how do infinite reflections of shortwave radiation
improve the outgoing long-wave radiation but not the reflected shortwave?). Also, there are
some classes that improve one particular flux, but not other fluxes. For example, models that
represent the net storage heat flux as the residual of the surface energy balance (category S,
class r, Table 6.4) demonstrate a clear improvement for the day-time sensible heat flux, but not
for the latent or the net storage heat fluxes. This could be because with such models the sensible
heat flux is not constrained by the energy balance giving them the freedom to enable better
predictions of the sensible heat flux, whilst moisture availability is still the main control for the

latent heat flux.

There are many such conclusions that can be drawn from Figure 6.4. Here the focus is on results
that are consistent between the fluxes, or consistent for a particular flux between the day-time

and night-time.

Models with a bulk representation of the albedo and emissivity (category Ag, class 1, Table 6.4),
and a bulk representation of facets and orientation (category Fo, class 1; the models in these two
classes were identical), demonstrate an improvement in skill during the day-time for nearly all
fluxes, with the exceptions of the outgoing long-wave radiation which shows little change in
skill and net all-wave radiation fluxes with only small improvements (Fig. 6.4). This class of

models also shows an improvement in the night-time sensible and latent heat fluxes, but
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degradation in the radiative fluxes during the night. These improved results are most likely due
to the ability to utilize the observed bulk albedo directly. This class of models clearly delivers
the largest benefits across the fluxes and indicates the most significant physical process to
represent is the bulk albedo for the urban surface, because the net shortwave radiation
dominates the surface energy balance.

Improvements to the outgoing long-wave radiation flux and the net all-wave radiation flux
during both day-time and night-time are obtained from models that have a single layer for each
element of the urban environment (i.e., roofs and either urban canyons, or walls and roads
separately) in the morphology category (category L, class 2, Table 6.4; Fig. 6.4). Improvements
to the night-time sensible heat flux and net storage heat flux are also obtained from this class of
models, but there is no improvement to these fluxes during the day-time. This neutral day-time
result in the sensible and net storage heat fluxes may be explained by the negative impact on the
outgoing shortwave radiation flux, which dominates over the long-wave radiation flux during
the day-time. However, these results demonstrate the importance of presenting the difference in
radiative surface temperatures between the roofs and the urban canyon, due to the non-linear

relationship between the upward long-wave radiation and the radiative temperature.

When considering the way in which the models represent vegetation (category V, Table 6.4), we
find that although including vegetation (classes s and i, Table 6.4) does generally lead to an
improvement for the fluxes, these improvements are not as obvious as those from the bulk
albedo or the single layer urban morphology. Hence although these results confirm those
presented in earlier studies on the comparison (Grimmond et al., 2011, Best and Grimmond,
2013, 2014), that representing vegetation gives improved results, we demonstrate that the more
robust analysis presented here shows that this is not the most important physical process as was
concluded in these earlier studies. Getting the radiative fluxes correct from the shortwave via
the bulk albedo and the long-wave through the urban morphology are required before the

vegetation can influence the partitioning of energy between the sensible and latent heat fluxes.

Previous studies on the urban comparison data have also concluded that models which neglect
the anthropogenic heat flux (Qg) do at least as well as the models that include this flux, although
they were unable to explain this result (Grimmond et al., 2011, Best and Grimmond, 2013,
2014). However, the results in Figure 6.4 show that although the class of models that neglect the
anthropogenic heat flux (category Ay, class n, Table 6.4) do improve some of the fluxes, the
improvements are not consistent over all of the fluxes. Moreover, this class of models within the
anthropogenic heat flux category is not always the one that delivers the best results. Hence we

can conclude that although the models that neglect the anthropogenic heat flux do show some
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improved results, we cannot make any significant statements about the classes within this

category.

6.4. Conclusions

Prior conclusions from the ULSM comparison with daily (24 h) and seasonal analysis include
that: representation of vegetation is critical to model performance (Grimmond et al., 2011, Best
and Grimmond, 2013), along with the associated initial soil moisture (Best and Grimmond,
2014), and the bulk albedo is also important (Grimmond et al., 2011). Notably, neglecting the
distinctive urban anthropogenic heat flux was not found to penalize performance (albeit in the
suburban area the value is small) (Best and Grimmond, 2013). However, this new analysis
considering diurnal performance (day, night) enables us to conclude that nocturnal radiative
processes also benefit from accounting for the enhanced long-wave trapping that occurs within
urban areas. Separating the radiative processes of the roof and the urban canyon is beneficial.

More critically, the more robust analysis presented here enables identification of a re-
prioritisation of the key physical processes: firstly, ensuring the use of the correct bulk albedo
for the urban surface; secondly, the outgoing long-wave radiative fluxes with the representation
of morphology separated into roofs and urban canyons; and thirdly, the inclusion of vegetation.
The implications of the bulk albedo is important for observations as the temporal resolution of
satellite estimates mean they will not provide the variations by time of day that are observed
(e.g., Christen and Voogt, 2004, Grimmond et al. 2004a, Kotthaus and Grimmond 2014b).

The current results for anthropogenic heat flux are consistent with the earlier studies: that
neglect of the relatively small magnitude flux at this site (study period mean = ~17 W m™) is
reasonable. This conclusion could well be different for urban environments where this is a more
significant term in the surface energy balance. The flux is expected to be larger in other areas of
Melbourne (e.g., as suggested from analysis using the model of Lindberg et al. 2013) and for
urban areas elsewhere. We therefore recommend that future model comparisons ideally include

areas of cities with larger anthropogenic heat fluxes.

Thus to answer the three over-arching research questions of the urban model comparison:
The dominant physical processes in the urban environment that models need to be able to
simulate, in order, are; changes to the bulk albedo of the surface that result from building
materials and also shortwave trapping from the canyon geometry; the reduction in outgoing

long-wave radiation from the street canyon due to a reduced sky view factor and the contrast
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between this and the roofs that see a full sky view; and the evaporation from vegetation.

For the current generation of ULSMs, the ability to utilize a bulk surface albedo (category Ag,
class 1, Table 6.4) and to be able to distinguish between the roofs of buildings and the urban
canyons (category L, class 2), and to have a representation of vegetation (category V, classes s,
i), results in the best performance.

The key parameters for ULSMs are the bulk surface albedo (information given for Stage 4
influencing the upward shortwave radiation flux), the height to width ratio of the urban canyons
and the fraction of building roofs to the urban canyons (information given for Stage 3
influencing the upward long-wave radiation flux), and the vegetation fraction (information

given for Stage 2 influencing the sensible and latent heat fluxes).

The results, from this and the previous studies on the ULSM comparison, all suggest that a
simple representation for most of the physical categories is sufficient for this type of
application, i.e., determination of local scale fluxes (e.g. for use in the coupling to an
atmospheric model). The prior categorization of the models (Grimmond et al., 2011, Best and
Grimmond, 2013) into (simple, medium and complex) complexity classes based upon the
number of physical categories treated as simple by a model demonstrated that the simple models
performed best. This relative success of simple models suggests that for simulating local scale
fluxes, more complex schemes deliver little additional benefit. Furthermore, the reduced
parameter requirements for simple schemes are advantageous for large scale applications, such
as global or regional scale modelling. However, it cannot be expected that this conclusion
would also hold for other applications, e.g., atmospheric dispersion within street canyons of a
specific city, as the simple models do not present some of the basic physical requirements for
such applications. Thus the requirement for the development of more complex ULSMs does

remain.

The implications of this study go beyond the urban environment. In general, we need to balance
the requirement for complexity within models against what is actually required for a model to
be fit for purpose. Hence new and more complex processes should not be included in models
unless it can be demonstrated that they are required. In addition, consideration needs to be given
to the availability of information to specify parameters within complex models, and if such
complexity can be justified given the uncertainty range for the parameters. Also, the type of
analysis used here could be applied to any comparison study to ensure that the results are robust

and not contaminated by physical processes not being directly considered.

These key conclusions are based on the single site observational dataset of less than 18 months.

This suburban site of low density housing, is typical of extensive areas in North America,
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Europe and Australasia. Hence we might expect the results from this study to be valid over a
reasonable range of cities. However, most urban environments have a range of zones (e.g.
Ellefsen, 1991, Grimmond and Souch, 1994, Stewart and Oke, 2012) with very different
characteristics. So to test if the results presented here are robust for other cities, similar
“experiments” are required for additional sites with differing climates and urban characteristics.
Hence we recommend that further model comparison projects are required for the urban

community.

Despite these limitations, the results have implications for future development of ULSMs and
for the types of data that need to be collected in future urban measurement campaigns (e.g., soil
moisture, given its impact to limit transpiration and the long timescales required for model spin-
up, along with the conclusion that the fraction of vegetation is important for urban areas) and/or
the parameters that should be collated systematically for cities around the world (e.g., Ching et
al., 2009, Loridan and Grimmond, 2012b, Stewart and Oke, 2012, Ching, 2013, Faroux et al.,
2013).
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Table 6.1: Urban land surface models (ULSMSs) used to obtain results that are analysed here.

See Grimmond et al. (2010, 2011) for more details of the different model versions and the

number of groups that submitted simulations to the urban model comparison.

Model name

References

Building effect parameterization (BEP)

Martilli et al. (2002) Salamanca et al. (2009, 2010) ;
Salamanca and Martilli (2010)

Community Land Model — urban (CLM-

urban)

Oleson et al. (2008a, 2008b)

Institute of Industrial Science urban

canopy model

Kawamoto and Ooka (2006, 2009a, 2009b)

Joint UK land environment simulator
(JULES)

Essery et al. (2003); Best (2005); Best et al. (2006); Best
etal. (2011)

Local-scale urban meteorological

parameterization scheme (LUMPS)

Grimmond and Oke (2002); Offerle et al. (2003); Loridan
etal. (2011)

Met Office Reading urban surface
exchange scheme (MORUSES)

Harman et al. (2004a, 2004b); Harman and Belcher
(2006), Porson et al. (2010)

Multi-layer urban canopy model

Kondo and Liu (1998); Kondo et al. (2005)

National and Kapodistrian University of

Athens model

Dandou et al. (2005)

Noah land surface model/single-layer

urban canopy model

Kusaka et al. (2001); Chen et al. (2004); Loridan et al.
(2010)

Seoul National University urban canopy
model

Ryu et al. (2011)

Simple urban energy balance model for

mesoscale simulation

Kanda et al. (2005a, 2005b); Kawai et al. (2007, 2009)

Slab urban energy balance model

Fortuniak (2003); Fortuniak et al. (2004, 2005)

Soil model for submesoscales

(urbanized)

Duport and Mestayer (2006); Dupont et al. (2006)

Temperatures of urban facets (TUF)

Krayenhoff and Voogt (2007)

Town energy balance (TEB)

Masson (2000); Masson et al. (2002); Lemonsu et al.
(2004); Pigeon et al. (2008), Hamdi and Masson (2008)

Vegetated urban canopy model

Lee and Park (2008)
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Table 6.2: Methods used to obtain the observed fluxes used for comparison with the ULSM.
Sources: Coultts et al., (2007a, 2007b). Height of observation for all fluxes: 40 m.

Flux Instrument / Method Sampling frequency Averaging period
(Hz) (min)
SWyp Kipp and Zonen CM7B and CG4 1 30
LWyp radiometers
Q*
Qn CSI CSAT 3D sonic anemometer 10 30
Qe CSI CSAT 3D sonic anemometer 10 30
CSI Krypton hygrometer (Aug 2003 —
Feb 2004),
LiCOR LI7500 open-path infrared gas
analyser (remaining period)
AQs Residual of the surface energy balance N/A 30
Qr Calculated (Sailor and Lu ,2004) : N/A Average monthly diurnal

Vehicles: Numbers from survey (Nov.
2002 — Oct 2003

Building sector: 30 min electricity and
daily natural gas statistics

Human metabolism: Night, day and
transition period metabolic rates, with

population density statistics

cycle at 30 min. resolution
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Table 6.3: Information released at each stage of the comparison
Stage Information released
1 Atmospheric forcing data only
(incoming shortwave radiation, incoming long-wave radiation, precipitation,
atmospheric wind speed, temperature, specific humidity and surface pressure)
2 Vegetation and built fractions
3 Morphology
(Building heights, height-to-width ratio, mean wall to plan area ratio, fraction of surface
covered by buildings, concrete, road,)
4 Specific information on building materials
(e.g., albedo and thermal properties of wall, road, roof)
5 Observed fluxes for parameter optimisation

(Not considered in this study)
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Table 6.4: Classes and physical categories used in the analysis of the urban comparison results,

including the number of models in each class (see Grimmond et al., 2010, 2011 for more

details). Colours are used on the plots to aid comparison.

Category Class
Vegetation (V) None (n) 1| Separate tile (s) 1 Integrated (i)
"""" No. of modeis | T T Ig g
Anthropogenic heat flux None (n) Prescribed flux Internal building Modelled (m)
(An) (p) temperature (i)
No. of models 22 ! 2 ! 6 : 2
Temporal variation of the | None (i.e., i Fixed (i.e., time i Variable (i.e., timle varying flux)
i i
anthropogenic heat flux no flux) i invariant flux) i ()]
(M () (" !
No. of models 22 i 3 i 7
Urban morphology (L) Bulk (1) i Single layer (2) i Multiple layer (4)
No. of models 6 20 6
Facets & orientation (Fo) Bulk (1) Roof, walls, road | Roof, walls, road Roof, walls,
without with orientation, road with
orientation (n) no intersections | orientation and
(0) intersections
0)
No. of models 5 17 6 4
Reflections () Single (1) Multiple (m) Infinite (1)
No. of models 11 13 8
Albedo, emissivity (Ag) Bulk (1) Two facet (2) Three facet (3)
No. of models 5 4 23
Net storage heat flux (S) Netall | Surface energy | Conduction equation (c)
wave i balance residual i
radiation i (n i
m |
No. of models 3 6 23
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Figure 6.1: Conceptual figure of how surface energy balance exchanges are included in urban
land surface models of different complexity. Note individual models have simple and complex

features (Grimmond et al., 2011).
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Figure 6.2: For each flux and physical category class (Table 6.4), the percentage of modelled
data points within the specified observational errors (egn. 6.1) for Stages 1 and 4 (grey) plus the
change relative to the previous stage (egn. 6.2; scaled between -100% and 100%, shown by the
horizontal dotted lines). Blue shading indicates an improvement (> 0) and red degradation (< 0).
Results are shown for day and night-time (with day defined as incoming solar radiation flux
greater than 0 W m™). Codes definition for the physical categories and component classes (used
in the x-axis) are given in Table 6.4.
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Figure 6.3: As for Fig. 6.2, but for the radiative fluxes.
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Figure 6.4: The subset of models within a class of a category improved compared to all models
(Pca, €0N. 6.4) ranked according to the median over the stages (for each flux, by time of day (as
for Fig. 6.2)). Shading shows the range of results over the stages, with the individual results
shown as horizontal lines within this. The colouring emphasises the values of the median over
the stages, with 100% corresponding to all classes improved, 0% all classes degraded and 50%
no change. Note X-axis code (Table 6.4) order changes between subplots because of ranking

(Colour text is to aid differences to be noted).
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Chapter 7: How important is the anthropogenic heat flux for

the urban surface energy balance?*®

Abstract

Results from the first international urban model comparison experiment (PILPS-Urban)
suggested that models which neglected the anthropogenic heat flux within the surface energy
balance performed at least as well as models that include the source term, but this could not be
explained. The analyses undertaken show that the results from PILPS-Urban were masked by
the signal from including vegetation, which was identified in PILPS-Urban as being important.
Including the anthropogenic heat flux does give improved performance, but the benefit is small
for the site studied given the relatively small magnitude of this flux relative to other terms in the
surface energy balance. However, there is no further benefit from including temporal variations
in the flux at this site. The importance is expected to increase at sites with a larger
anthropogenic heat flux and greater temporal variations.

7.1. Introduction

Numerical weather prediction (NWP) models have included surface processes for many years
(e.g., Manabe, 1969), but it is only within the last decade that representations of urban areas
have been included (e.g., Best, 2005), even though urban energy balance models themselves
have been developed over a much longer period (e.g., model evaluated by Ross and Oke, 1988,
Masson, 2000, Martilli et al., 2002). The increasing resolution for NWP models has how
reached the stage where urban areas can make up a large proportion of a grid-box, or in some
instances actually be resolved. This has led to additional interest from this community to include
a representation of urban areas within their modelling systems. Also, the move towards more
integrated impacts for climate change has seen a move away from the post processing of urban
areas from climate change signals, to including cities within the climate change simulations
themselves (e.g., Oleson et al. 2008a, McCarthy et al. 2010).

Unlike natural surfaces, the energy exchange within an urban environment includes additional

13 This has been published as: Best, M.J., C.S.B. Grimmond (2015), Investigation of the impact of anthropogenic heat
flux within an Urban Land Surface model and PILPS-urban, Theoretical and Applied Climatol. doi:10.1007/s00704-
015-1554-3.
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source terms from the human activities (e.g., Sailor, 2011). These include the energy that is
released from the heating of buildings and the emission of heat from vehicular transport. There
is also a contribution from the metabolic metabolism of the humans themselves, although this is
typically small compared to the other sources (Sailor, 2011). Calculations of the total magnitude
of this anthropogenic heat vary considerably between cities (e.g., Christen and VVogt, 2004,
Offerle et al., 2005a, Quah and Roth, 2011, Kotthaus and Grimmond, 2014a), and between
different areas of any particular city (e.g., Ichinose et al., 1999, Pigeon et al., 2007b, lamarino et
al., 2012). In some locations the magnitude of the anthropogenic heat flux can be a substantial
source term, similar to the daily mean solar forcing (e.g., Ichinose et al., 1999, lamarino et al.
2012).

A priori it would be expected that such an additional source term would need to be accounted
for in any urban model. However, results from the first international urban model comparison
project (PILPS-Urban) consistently suggested that models which do not include an
anthropogenic heat flux performed at least as well as models that did include this flux
(Grimmond et al., 2011, Best and Grimmond, 2013). These studies were not able to suggest the
reasons for this and indicated that additional investigation is required.

Further to the results of these studies, Figure 7.1 shows the seasonal errors derived from the
results of PILPS-Urban for the median model in each group, when the models are categorised
by the complexity with which they represent the anthropogenic heat flux. These have been
calculated using the methodology presented in Best and Grimmond (2013). The results show
that the group of models that do not include the anthropogenic heat flux have the smallest root
mean square errors (RMSE) for all four of the surface fluxes at all times of the year, compared
to any of the other model groups that include this additional energy flux in various forms. In
addition, the models without the anthropogenic heat flux also have the smallest bias for the
sensible and latent heat fluxes, although they are the only group of models that have a negative

bias in the sensible heat flux during the winter months.

Here we aim to understand the counter intuitive results from PILPS-Urban. To do this we use
one of the models from the comparison which did not include any anthropogenic heat flux. We
have rerun the simulations that were done for PILPS-Urban whilst introducing the additional
source of energy to this model and analysed the subsequent impact on the results without this

term, as submitted to the comparison.
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7.2. Methodology

7.2.1 Observations

The observational site chosen for PILPS-Urban was Preston, a northern suburb of Melbourne,
Australia. Details of the site are given in Coultts et al. (2007b), and have also been summarised
in the various analyses of PILPS-Urban results (Grimmond et al., 2011, Best and Grimmond,
2013, 2014). The site is described as urban climate zone (UCZ) 5, with moderately developed
low density housing (Coutts et al., 2007b). Two methods were used to determine the surface
cover fractions over a 500 m radius with the average giving 45% building area, 5% concrete,
13% roads, 15% grass, 23% other vegetation and 1% other (Coultts et al, 2007b). This gives the

total impervious surface as 62% and the total pervious as 38%.

Observations of the radiative, sensible and latent heat fluxes were all taken at the site whilst the
net storage heat flux was determined as the residual of the surface energy balance. The net
advective heat flux is difficult to determine and was assumed to be negligible, and the
anthropgenic heat flux was derived using an inventory approach. Details of the instrumentation
and sampling and averaging periods are given in Coutts et al. (2007b) and are not discussed
further here.

The method used to determine the anthropogenic heat flux followed Sailor and Lu (2004),
utilising available data sources. This method considers the heat released from three different
sources: vehicles, buildings (which is subsequently split further into electricity and natural gas),
and human metabolism. To determine the contribution from vehicles, data were taken from a
survey during November 2002 — October 2003 (Coutts et al., 2007b) and used along with
population data from the 2001 census to determine an estimated value of the distance travelled
per person per day. These data could not be used to determine hourly values, so the hourly

fraction of daily traffic was taken as an average of U.S. cities from Hallenbeck et al. (1997).

For building electricity half-hourly demand data were used, but only the fraction used for direct
heating was accounted for. This is 43.1% of the total electricity usage, whilst the remaining
56.9% was used for refrigeration, lighting and appliances, for which heat is only a small by-
product (and is thus neglected). For natural gas the diurnal heating profile was estimated using
the diurnal variability in consumption which was modelled as a function of the daily range in
temperature, using mean maximum and minimum temperatures occurring at 1700 and 0700

local solar time (LST) respectively, and linear interpolation.
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The human metabolic rates, along with the day-time and night-time periods, were taken from
Sailor and Lu (2004), i.e., 175 W between 0700 — 2100 LST and 75 W between 2300 — 0500
LST, respectively. During the transition periods (0600 and 2200 LST) a fixed value of 125 W
was used, in contrast to Sailor and Lu (2004) who used linear interpolation between the day and
night-time values. These metabolic rates were then used along with the population density to
determine the contribution to the anthropogenic heat flux.

The contribution of the anthropogenic heat flux from human metabolism calculated by Coultts et
al. (2007b) is small compared to the other source terms, as seen in other studies (e.g., Sailor and
Lu, 2004). For the other three components, the magnitude of their contribution is similar. The
vehicle term has distinctive double peak during morning and afternoon rush hours, as
documented by Sailor and Lu (2004), but this is to be expected because the diurnal variations
were determined from the same U.S. datasets. The natural gas term peaks in the morning at the
time of minimum temperature (0700 LST) and has its smallest value in the afternoon at the time
of maximum temperature (1700 LST), whereas the electricity term is fairly constant throughout
the day. The resultant diurnal cycle for the anthropogenic heat flux has two peaks, but with the

morning peak being greater and the afternoon peak (Coutts et al., 2007b).

7.2.2 Urban land surface model

The Joint UK Land Environment Simulator (JULES, Best et al., 2011), used in the current
study, provided four sets of results to PILPS-Urban. There were two configurations, which
represented the urban fraction as a single bulk surface, or the roof surface and street canyons
separately; namely the 1-tile and 2-tile versions (see Best 2005 and Best et al. 2006). These two
configurations were run by two modelling centres and ensured that the physical set up of the
models was consistent, but the assumptions about the initial conditions, especially the soil
moisture, were different. One set of simulations had more initial soil moisture than the other,
which was shown by Best and Grimmond (2014) to have important implications for the model

performance. None of the four sets of JULES simulations included an anthropogenic heat flux.

Despite the differences in physical configuration and initial conditions between the four sets of
JULES simulations, results from PILPS-Urban show that all of them perform well compared to
other models (Figure 7.2, adapted from Grimmond et at., 2011), especially for the sensible and
latent heat fluxes. Hence this is a good model to use to investigate the impact of including the

additional anthropogenic heat flux.
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For the simulations presented here, both the 1-tile and 2-tile versions of JULES were used, but
with the initial soil moisture set to the same values as used for the dryer set of results
contributed to PILPS-Urban.

To put the results for the impact of including the anthropogenic heat flux into context with other
aspects of the physical system represented in the urban models, an additional simulation using
JULES with no representation of vegetation was undertaken. Results from the previous studies
of PILPS-Urban concluded that a representation of vegetation was critical in order to obtain
good performance from the urban models, especially for the sensible and latent heat fluxes
(Grimmond et al., 2010, 2011, Best and Grimmond, 2013, 2014). However, the method by
which the vegetation is represented, i.e., though an independent surface (tile scheme) or

interacting with the urban surface (integrated) was shown to be less important.

The JULES model included a tile scheme representation for vegetation in all four of the
simulations submitted to PILPS-Urban, and the same representation has been used in all of the
simulations with the anthropogenic heat flux. However, an additional simulation was completed
with no anthropogenic heat flux and with the vegetation removed. This was done by setting the
fraction of the vegetation surface to zero and re-scaling the urban surface fractions to sum to
unity.

7.2.3 Anthropogenic heat flux

The JULES model was adapted to include the anthropogenic heat flux as an additional term in

its surface energy balance:
oT .
CE:Q _QH _QE_AQS+QF (7.1)

where C is the areal heat capacity of the surface, T is the surface temperature, Q* is the
net all-wave radiation, Qy is the turbulent sensible heat flux, Qg is the latent heat flux,

AQs is the net storage heat flux and Qg is the anthropogenic heat flux.
The anthropogenic heat flux was specified at every time-step of the model run, based

upon the observed values of the anthropogenic heat flux. By using the observed values,

the analysis removes the impact of using a scheme to represent the flux which would
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inevitably have its own inaccuracies. Hence we can identify the true impact of including

the anthropogenic heat flux.

For the 1-tile version, the anthropogenic heat flux was applied to just the urban surface energy
balance. However, for the 2-tile version there is more flexibility regarding the addition of the
flux. It can be added to just the canyon surface energy balance, the roof surface energy balance
or to both the canyon and the roof surface energy balances. For the purpose of understanding the
full impact of the anthropogenic heat flux on the JULES simulations, the 2-tile version has been
run using all three of these combinations. For each of these, the anthropogenic heat flux applied
to each surface has been scaled to ensure that the total flux integrated over all surfaces is equal
to the observed values.

In addition to investigating the impact of including the anthropogenic heat flux, we also study
the results of including temporal variation in the flux. Four methodologies to provide the time-

step values of the flux were used (Fig. 7.3a-d), namely:

1. The average value of the period of the observations: constant (i.e., no temporal variation)

2. Monthly mean values, constant diurnal cycle, causing a step change between consecutive
months

3. Average diurnal cycle over the entire observational period, constant variation between
months

4. Monthly mean diurnal cycle, with variations between months (estimated Qr data, Coutts et
al, 2007b)

The latter is the full temporal resolution of Qr. Note that there are no differences between the
diurnal cycle of days within the same month, due to the methodology used to determine the
observed values; i.e., no response to meteorological conditions or human behavior (e.g., days of
the week).

The average value of the anthropogenic heat flux in the observational dataset is 11 W m™, but as
this is only applied to the urban surfaces of the land cover in JULES (i.e., not applied to
vegetation or bare soil surfaces) the average value of the anthropogenic heat flux used in JULES
is 17 W m. This gives a diurnal maximum value of 26 W m? and a minimum of 10 W m™.
Figure 7.3e shows the average diurnal cycle over the observational period, along with the
diurnal cycles for the months with the maximum and minimum values. This figure shows two

important aspects for understanding the results presented here. Firstly, the magnitude of the flux
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is small compared to the average of the other terms in the surface energy balance (Q* =83 W
m? Qu=83Wm? Qg =34 W m?and AQs=20 W m?), and in particular to the average
downward component of shortwave radiation (K| = 168 W m™). Secondly, the minimum values
in the diurnal cycle occur during the night-time hours, when the sensible heat flux is small.

7.2.4 Analysis methods

The mean bias error (MBE) and root mean square error (RMSE) for Q*, Qu and Qg for each of
the simulations are presented in Figure 7.4, for all data points and separately for the night-time
values only (defined by K| = 0.0 W m™). The statistics for the net storage heat flux are not
shown as this is taken to be the residual of the energy balance in the observations and as such
aggregates the observational errors. To calculate these statistics, any time-steps with missing
observational data for any flux are omitted from the analysis. This is to ensure that the results
are consistent between the fluxes, and with the methodology that was adopted in PILPS-Urban
by Grimmond et al. (2011) and Best and Grimmond (2013, 2014).

7.3. Results

Figure 7.4 shows that the JULES simulations that include the anthropogenic heat flux have
better performance (smaller MBE and RMSE) for the sensible heat flux, compared to the
simulations without the anthropogenic heat flux (as submitted to PILPS-Urban). This holds for
the analysis using all of the data and using the night-time data only. The latent heat flux has a
very small increase in the positive bias over all of the data and a decrease in the negative bias
for the night-time only data, but virtually no change to the RMSE. However, for Q* there is an
increase in the MBE for both all data and the night-time data and a corresponding increase in
the RMSE.

The increase in negative bias for the night-time results for Q* are a result from the higher
surface temperatures leading to more outgoing longwave radiation. However, since Qy still has
a negative bias when Qg is included, this suggests that the relation between the radiative surface
temperature and the thermodynamic temperature within JULES is not optimal and could be

improved.

The results show that for the anthropogenic heat flux with temporal variations there is little
impact on all three of the fluxes (Figure 7.4), with only small differences in either the MBE or

the RMSE. Hence for these simulations, including the average value of the anthropogenic heat

141



flux is more important than having time varying values, either diurnally of monthly. However, it
should be noted that for this study only the mean monthly variations in Qr are available and not
the true temporal variability that depends on the meteorological conditions and human behavior,
such as weekdays versus weekends.

All of the 2-tile versions perform better than the equivalent 1-tile version for Q* and Qy for both
MBE and RMSE for all data and night-time data only. The only exception is for the MBE in Qy
with the simulations that do not include vegetation. There is no difference between the 1-tile
and 2-tile versions for Qg for either the MBE or the RMSE, except for the night-time MBE for
the 2-tile version with the anthropogenic heat flux only applied to the canyon surface, which has

a slightly larger negative bias.

There are also differences with the 2-tile version of JULES for Q* and Qy when considering the
surfaces over which the anthropogenic heat flux are implemented. The simulations with the
anthropogenic heat flux applied to just the canyon surface have noticeably smaller MBE than
the other simulations for both all data and night-time only data, but these improvements are not
evident in the RMSE apart from the night-time data for Qy which has a very small
improvement. Consistent with these results, we find that not applying the anthropogenic heat
flux to the canyon tile (i.e., applying it only to the roof tile) leads to larger MBE and RMSE,
particularly for the sensible heat flux.

Despite the improvements that can be detected from the model simulations that include the
anthropogenic heat flux, these are far smaller than the improvements that are obtained from
including a representation of vegetation, especially for the RMSE for all of the data. These

results are robust over all of the sets of simulations.

The maximum values of the anthropogenic heat flux occur in the winter months (Fig. 7.3a),
when the diurnally averaged sensible heat flux is at its lowest values. Hence we might expect to
see a larger impact from the anthropogenic heat flux on Qy at this time of the year. Seasonal
variations of 60 day means in the results for the 2-tile version of JULES, with the anthropogenic
heat flux applied only to the canyon energy balance, are shown in Figure 7.5 for the night-time.
This figure shows the mean flux, MBE and the RMSE for all of the surface fluxes and is
equivalent to the analysis presented in Best and Grimmond (2013) for all of the models in
PILPS-Urban. For both the day-time (not shown) and night-time results (Fig. 7.5), the seasonal
cycle of the anthropogenic heat flux generally makes no difference to the improvement of the

model in terms of MBE for any of the fluxes. The results are consistent across all of the months,
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with the only exception being a slight improvement to the MBE of ~1.5 W m™ for the night-
time Qy during June/July (JJ) compared to the summer months. However, there is a slightly
larger improvement in the RMSE for Qi (~ 3 W m™) in both the day-time (not shown) and
night-time (Fig. 7.5) during the winter months (JJ) compared to not including the anthropogenic
heat flux. For nocturnal data this improvement results from the RMSE not increasing by as
much as for the results from the model without anthropogenic heat flux.

For the net storage heat flux, there is a slight improvement in both the MBE and RMSE during
the day-time from including the anthropogenic heat flux (not shown), but a degradation in both
statistics for the night-time (Fig. 7.5). These changes to both MBE and RMSE are consistent

throughout the seasonal cycle.

As well as the anthropogenic heat flux having larger impacts at certain times within the seasonal
cycle, we might expect the impact on the surface fluxes to vary during the diurnal cycle,
especially when Qy has its smallest values (i.e., during the night-time). However, an equivalent
figure to Fig. 1 of Best and Grimmond (2013), for the average diurnal cycle for each 60 day
period of the seasonal cycle, shows that the impact on the diurnal cycle for all of the surface
fluxes is small (not shown). At the scale of the range of the diurnal cycle, the differences in the
various model simulations that include the anthropogenic heat flux are not discernible from

those without an anthropogenic heat flux.

Focusing on just the night-time part of the diurnal cycle (Fig. 7.6), results show that for this
period there are some noticeable differences in the sensible and net storage heat fluxes between
the model simulations. The JULES runs that include the anthropogenic heat flux show a reduced
negative bias during the night-time compared to the run without this flux. This reduction in the
negative bias ranges from a minimum of 4.8 W m in the summer to a maximum of 7.3 W m™

in the winter.

For the net storage heat flux, there is a reduction in the magnitude of the negative flux during

the night-time from the runs with Qg compared to the run without Qr. The results for the JULES
simulation without an anthropogenic heat flux have only a small bias in the net storage heat flux
at night-time over most of the seasonal cycle. So subsequent changes to the night-time values in
the net storage heat flux from implementing an anthropogenic heat flux into JULES introduces a

more notable positive bias at all times of the year.
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7.4. Conclusions

The JULES model was one of the better performing models in PILPS-Urban, especially for Qy
and Qg. However, this model did not include any representation of the anthropogenic heat flux
within the simulations for the comparison. Hence it is a good tool for investigating if the
inclusion of Qg could improve the model performance still further.

The results from the runs presented here to investigate this have shown that there is an
improvement in both the MBE and RMSE throughout the seasonal cycle from including the
anthropogenic heat flux in JULES. Whilst the improvement to the MBE is fairly constant
throughout the year for the day-time results, the improvement in the night-time MBE and the
day-time MBE and RMSE is greater in the winter months, when Qy has its smallest average

diurnal values, compared to the summer months.

A positive impact is also evident for Qy during the night-time, with the consistent negative bias
from the simulations without Qr reduced when the Qr term is included in the surface energy
balance of JULES. These changes also lead to a greater reduction in the night-time RMSE in the

winter months than in the summer, as might be expected since Qy has its lowest values.

The impact of including Qg on Q* is not so beneficial, leading to a slight degradation in both the
MBE and RMSE. However, this negative impact of Qg within the JULES simulations is more
indicative of issues with the radiation balance rather than a direct influence of Qf itself. It is
possible that if the radiation issues within JULES were improved, the impact of including Q¢

might also give beneficial results for Q*.

There are also negative impacts on the errors for the net storage heat flux, with both the MBE
and RMSE being degraded when Qk is included in the simulations. The negative bias in AQs
during the day-time throughout the year, along with the positive night-time bias, suggests that
insufficient energy is being stored during the day-time and subsequently released during the
night-time. This is consistent with the results presented by Best and Grimmond (2014) who

suggested that urban models have energy partitioning issues in general between Qy and AQ:s.

Whilst the inclusion of the anthropogenic heat flux leads to some improvements within the
simulations, the magnitude of these improvements is small, even to the extent that it is difficult
to identify the changes when looking at the full diurnal cycle of the fluxes. The magnitude of
the anthropogenic heat flux within the observational dataset has an average value of 11 W m?,

which is typical of suburban areas. This could suggest that Qr is not significant in these
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environments, especially since the minimum values of Qg occur at similar times during the night
to the smallest values of the sensible heat flux. However, the temporal variations in Qg used in
this study were only the mean monthly variations and do not take into account the
meteorological conditions, or human behavior such as weekday and weekend activities, hence
the actual variations in Qr might have a greater impact. In addition, for urban areas in colder
climates, Qr could contribute a relatively larger fraction to the surface energy balance, due to
the smaller size of radiative fluxes, and hence be more significant. The flux is also known to be
much greater in dense, urban centres (e.g., Ichinose et al., 1999).

The seasonal variations in Qg are also small, which explains why the increased positive impact
from including the flux during the winter months is also small. The small magnitude and diurnal
cycle of the anthropogenic heat flux at this site could well be responsible for this result. It is
likely that at sites with large variations in both the diurnal and seasonal cycles in Qg there will

be additional benefits from resolving the temporal behavior of the anthropogenic heat flux.

The impact of including Qg is much smaller on both the MBE and RMSE for all of the data and
night-time data only, than including a representation of vegetation for the site. Again this result
is influenced by the relatively small magnitude of the anthropogenic heat flux. However, nearly
all of the models that neglected Qg in PILPS-Urban did include a representation of vegetation,
whilst other categories that included Qr contained a greater proportion of models that neglected
vegetation. Hence the counter intuitive results presented in the PILPS-Urban, suggesting that
the group of models that did not include the anthropogenic heat flux performed at least as well
as the models that did include this flux, were being influenced by the treatment of vegetation

within these models.

From the results presented in this study we can conclude that a representation of the
anthropogenic heat flux is important for urban models and can lead to improved results.
Moreover, the influence of the anthropogenic heat flux is likely to be greater at sites with a
larger flux, increasing the need for the urban models to include this term in their surface energy

balance.
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Figure 7.1: Median of the mean modelled flux, mean bias error (MBE), and root mean square
error (RMSE) for the surface fluxes from the models in PILPS-Urban, determined for two
month periods, for the models classified by their representation of the anthropogenic heat flux.
Note the scales are different for each flux. For details of PILPS-Urban see section 2, and for
method of analysis see Best and Grimmond (2013).
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fluxes. The four sets of results from the JULES model are highlighted. These were generated

from the 1- and 2-tile configurations, each run with low (dry) and high (wet) initial soil

moisture.
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Figure 7.3: Temporal variations in the anthropogenic heat flux applied to the urban surface
fraction for the model simulations: (a) mean for observational period, (b) mean monthly value,
(c) mean diurnal cycle for observational period, (d) monthly mean diurnal cycle, (€) mean
diurnal cycle for observational period applied to the urban surface fraction (dashed line), with

the average diurnal cycles for the months with maximum and minimum values (solid lines).
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Figure 7.4: MBE (a-c) and RMSE (d-f) for net all-wave radiation (a,d), sensible heat flux (b,e)
and latent heat flux (c,f), for both day- (filled) and night-time (hollow), for all implementations

of temporal variation in the anthropogenic heat flux, and simulations without vegetation.

Results are presented for the 1 and 2 tile configurations with the anthropogenic heat flux applied

to only the canyon, only the roof, or both canyon and roof. Note the scales are different for each

flux.

149



Mean Flux (W m™)

MBE (W =2}

RMZE (W m™)

— Observations

MNet All Wave Raodiotion

Sensible Heat Flux

Latent Heat Flux

MNet Storage Heat Flux

20F

10

g P TSY
-, - -
i Rl R TS

Time of Year

=== == e

Time of Year

- =% fverage - Monthly Mean

el ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
o/ DAL /M AM JAL AS O/N DAL FAM A U0 A O/N DAL F/M A AL AZS O/N DAL FAM AM JAL A/S O/N

Time of Year

= = = =% aysrage Diurnal

Time of Year

A = = hponth Mean vy Diurnal

Figure 7.5: Nocturnal mean modelled flux (row 1), MBE (row 2), and RMSE (row 3) for the

surface fluxes determined for two month periods.
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focus on the night-time results, for the sensible and net storage heat fluxes. Note the scales are

different for both fluxes.
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Chapter 8: Modelling the Bowen ratio at a number of urban

sites over a range of vegetation cover™

Abstract

Inclusion of vegetation has been found to be critical for urban land surface models (ULSM) to
be able to reasonably represent the turbulent sensible and latent heat flux densities in an urban
environment. Here the Joint UK Land Environment Simulator (JULES), a ULSM, is used to
simulate the Bowen ratio at a number of urban and rural sites with vegetation cover varying
between 1% and 98%. The results show that JULES is able to represent the observed Bowen
ratios, but only when the additional anthropogenic water supplies into the urban ecosystem are
considered. For example, the impact of the external water use (irrigation, street cleaning) on the
partitioning of energy within the surface energy balance can be as substantial as that of the
anthropogenic heat fluxes on the sensible and latent heat fluxes. The Bowen ratio varies from 1-
2 when the plan area vegetation is in between 30% and 70%. However, when the vegetation
cover is below 20% the Bowen ratios tend to increase substantially (2-10) and have higher
degree of sensitivity to assumptions about external water use. As this type of area (vegetation
cover < 30%) still have few log term measurements, there is a clear need for more long term

observational studies.

8.1. Introduction

Over the last couple of decades there have been a number of models developed to represent
urban land-surface-atmosphere interactions, such as Martilli et al. (2002), Fortuniak (2003),
Kondo et al. (2005), Oleson et al. (2008a), and Salamanca et al. (2010). Typically these models
are designed to represent the energy balance of the various facets that make up an idealized
urban canopy. Often this is a symmetric street canyon geometry with varying degrees of
complexity, ranging from a bulk canyon (e.g., Best, 2005), separate roof, walls and road, with
single (e.g., Masson, 2000) or multiple (e.g., Krayenhoff and VVoogt, 2007) energy balances and
even intersections separately from street canyons (e.g., Kawai et al., 2009). Whilst this may be a
good representation of the central downtown areas of major cities, this design alone does not

capture the influence of vegetation that is typically present in large amounts at the more

1% This has been submitted as: Best, M.J., C.S.B. Grimmond, A. Christen (2015), Modelling the partitioning of
turbulent fluxes at urban sites with varying vegetation cover, submitted to J. Hydro-meteorol.
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suburban locations. Even downtown areas can include non negligible amounts of vegetation

within the street canyons.

The implications are that vegetation also needs to be modelled for urban areas. Indeed, the first
international urban model comparison experiment (PILPS-Urban) concluded that for both sites
considered, the inclusion of vegetation was critical for a good simulation of the sensible (Qx)
and latent heat densities (Qg) (Grimmond et al., 2010, 2011, Best and Grimmond, 2013, 2015).
Models that included a representation of vegetation performed much better in simulating O and
QOr than models that neglected it, although PILPS-Urban also concluded that the way in which
the vegetation was modelled, i.e., as a separate independent surface (e.g., Dupont and Mestayer,
2006) or integrated within the urban street canyon (e.g., Lee and Park, 2008), was not as
important. However, the main focus of PILPS-Urban results was a suburban site, so it is not
clear how robust these conclusions are for other sites with varying percentages of vegetation

within the footprint of the observations.

Observational data have quantified directly Oy and Qr and hence how the Bowen Ratio g (i.e.
= O/Qr) varies with the vegetation fraction across a range of values (Grimmond and Oke,
2002, Loridan and Grimmond, 2012a). Here we investigate if an urban model that includes a

representation of vegetation can reproduce the observed behaviour.

In this study we use the JULES model (Best et al., 2011) that has been shown to perform well
compared to other models within PILPS-Urban for simulating Oy and Qr (Best and Grimmond,
2015). The model is used to simulate $ for urban areas that range in plan area vegetation
fraction cover from 1% to 98%, that correspond to 22 observational dataset footprint

descriptions.

8.2. Methods

8.2.1 Observational sites

For this modelling study, data from 22 observational tower sites (Table 8.1) are used where Oy
and Q; were measured continuously in the inertial sublayer above usually uniform urban
canopies by means of eddy covariance. The measurements represent the neighborhood-scale
surface energy balance. The datasets are both short (< two months) and longer (> 12 months)
duration. The longest (BA01_06) is six years. Most of the shorter duration datasets were

collected in the summer months. For mid-latitudes and semi-arid climates, the summer months
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are the periods during which the vegetation is most likely to experience soil moisture stress and
hence limited transpiration. The datasets with observations collected during the winter (OU03
and ME93) are tropical or sub-tropical climates where the precipitation is typically less during
the winter months. Hence these are also the periods that are more likely to have soil moisture
stress on the vegetation. A couple of rural sites outside of Basel (B02R1 and BO2R2) were
added to complete the spectrum of vegetation fractions modelled.

The surface characteristics affecting the measurements have a range in vegetation cover
fractions over the datasets (Table 8.2), varying from almost total vegetation cover to only 1%.
For most of the sites the plan area proportions of vegetation and impervious surfaces (streets
and buildings) combine to account for around 95% of the total area, with the exceptions of
Tucson (TU90) and Ouagadougou (OUO03). These two sites have a substantial fraction of bare
soil or unmanaged land (which is modelled as bare soil), being 17% and 30% respectively.
However, these sites are both in relatively dry climates and so bare soil evaporation is unlikely
to have a substantial contribution to O, and hence f. As such, presenting results compared to

the vegetation fraction is more appropriate than comparing them to the impervious fraction.

Further details on the measurement sites can be found in the references provided in Table 8.1

for each of the sites.

8.2.2 Model description

The model used for this study was the community land surface model JULES (Joint UK Land
Environment Simulator, Best et al., 2011). This model uses a tiled approach to represent
different surface types and by default includes five types of vegetation (broadleaf trees, needle-
leaf trees, C3 grasses, C4 grasses and shrubs) and four non-vegetation types (urban, lakes, bare
soil and permanent land ice), for which the urban tile represents the impervious surfaces of an
urban environment. For the vegetation surfaces the leaf area index (LAI) can vary temporally,
but for this study they have been held fixed at their default values (Best et al., 2011). Soil
processes are modelled using four discrete layers that have increasing thickness with depth, the
layer depths being 0.1 m, 0.35 m, 1.0 m and 2.0 m respectively. Results from the PLUMBER
(PALS Land sUrface Model Benchmarking Evaluation pRoject) community experiment found
the performance of this model for Q,; and O, at a number of sites with natural surfaces, is

comparable to many other land surface models (LSM) (Best et al., 2015).

Within this model there are three ways in which the impervious urban surface (i.e., ground (e.g.,
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roads, parking lots) and buildings, excluding the vegetation and bare soil) can be represented,
namely the one tile (Best, 2005), two tile (Best et al., 2006) and MORUSES (Porson et al.,
2010) schemes. The one tile scheme represents an urban area as a bulk surface with effective
parameters. The two tile scheme separates out the roofs of buildings from the street canyon, also
using effective parameters for each of the surfaces. Finally the MORUSES scheme is similar to
the two tile scheme except that the parameters and canyon turbulence is parametrised and
depends upon the morphology of the urban areas.

Results for all three versions were included in PILPS-urban, although MORUSES was an early
version that did not include vegetation, whilst results from the one tile and two tile versions of
JULES were submitted by two modelling groups with different assumptions about their initial
conditions, and in particular their initial soil moisture for the vegetation. Results presented in
Best and Grimmond (2014) showed that the initial conditions for soil moisture can have a
substantial impact on O and Q. However, Best and Grimmond (2015) show that all four
versions of JULES performed well in simulating Oy and O compared to other models in
PILPS-Urban. Hence for this study we have chosen to use solely the two tile urban scheme
within JULES, but have ensured that the initial conditions for the runs are appropriate by
undertaking a spin-up simulation, as described below. The performance of this model in studies
of both natural surfaces and urban environments indicates that this model is appropriate for this

study.

8.2.3 Spin-up strategy

For each observational site (Table 8.1) JULES was run for at least 10 years prior to the initial
observations. Following the PLUMBER method (Best et al., 2015), the initial soil moisture state
was specified as being saturated conditions, then the LSM was run for 10 years to ensure the

soil moisture reaches a correctly spun-up state.

Given the many short duration datasets, the 0.5° resolution global WFDEI (WATCH Forcing
Data methodology applied to ERA-Interim reanalysis data, Weedon et al., 2014) was used to
permit a 10 year spin-up. The 1979 to 2012 dataset uses ERA-Interim re-analyses (Dee et al.,
2011) to downscale monthly observations from the Climate Research Unit (CRU, New et al.
1999, 2000, Harris et al., 2013) to a temporal resolution of three hours (see Weedon et al., 2011,
2014, for more details). For precipitation, WFDEI has an alternative that is derived from the
Global Precipitation Climatology Centre (GPCC, Schneider et al., 2013) for the monthly
observations rather than CRU. In this study the WFDEI dataset based on GPCC precipitation

are used.
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For each site the WFDEI grid data were extracted and used to force JULES with a 30 min time-
step. The interpolation from the three hour used a simplified Sheng and Zwiers (1998) algorithm
within JULES. For radiation and precipitation data, a backward time averaging (i.e., time
averaging that is valid at the end of the time period) that conserves the mean quantity is used,
whilst for the other forcing variables a linear interpolation is used. The WFDEI temperature and
humidity data are provided at screen level whilst the wind data are at a height of 10 m.
However, the JULES model has an effective surface rather than the actual surface, i.e., the
displacement height is not explicitly represented, so the WFDEI data have been used to force
the model without any changes to the height. This is acceptable because the spin-up only needs
to be in agreement with the previous mean climate, which can still be obtained from forcing at
this height.

8.2.4 Gap filling for forcing data

To drive JULES during the analysis period, processed observational datasets from Loridan and
Grimmond (2012b) were used. Any gaps in these data, or for additional sites, were filled using
the WFDEI data.

Given the global nature of the WFDEI data (Weedon et al., 2011, 2014) it is quite likely that
there are inconsistencies for individual sites. In particular, the long term grid mean may not
match a specific observational site mean. To asses this, periods with observed values were used
to determine if any offset between the two dataset types existed. Any offset found was then
applied to the WFDEI data to create values that could be used to gap fill the observational

dataset whilst maintaining a consistent mean state.

8.2.5 Model simulations

Land cover fractions were determined from site publications (Table 8.2). For most the tree cover
was separate from grass, but broadleaf or needle-leaf were not specified. For the current study it
was assumed that trees were broadleaf and that the grass fraction was lawn and hence C3 grass.
When the vegetation cover was not sub-divided into trees and grass in the original study, a

judgement about the probable vegetation types was made from available satellite imagery.

Values of Oy and Oy from the model simulations were used to derive S around mid-day, based

on the average of each flux density between 10:00 and 14:00 local solar time (LST) on each
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day:
X=2 2% (8.1)

where X represents the either Qy or Qg, X;; is the flux density at time j (10: 00 < j < 14:00)

on day i of the Ny, of the simulation and X is the mid-day average. The long term Bowen
Ratio () is the ratio of the averaged flux densities:
b= Q_—H (8.2)
Qe

and was defined the same way for both the observations and model results, with missing
observations periods omitted from the calculation. A mid-day value for # was used in preference
to a daily average value because both fluxes are likely to be positive and not close to zero,

making the Bowen ratio more meaningful.

There could be many sources of errors in the model simulation that could impact on all of the
terms within the surface energy balance. However, it is beyond the scope of the current study to
investigate the ability of the model to simulate all of these terms. Here the focus is the ability of
the model to separate the surface fluxes between turbulent heat and moisture, hence £, and not
the individual flux densities.

8.3 Results and discussion

The observed and modelled $ values for each of the sites are shown in Fig. 8.1. The model
results are in good agreement with observed £ at a number of the sites (e.g., B02U, MI95,
C95U, see Table 8.1 for sites), but at the majority of the sites f is overestimated by the model.
At only one site is 4 substantially lower than the observed value (VS92). If f is too large, this
implies that Oy is too large compared to O within the model, whilst a value that is too small

implies that Oy is too large compared to Qp.
In the following discussion we will highlight cases where JULES simulations and

measurements disagree and consequently address the issues to explore further possible model

improvements.

8.3.1 Influence of garden irrigation

One possible explanation for large £ values in the JULES model is that the vegetation could be
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soil moisture stressed, and hence the transpiration has been reduced. To investigate the potential
impact of the soil moisture, Figure 8.2 shows the initial soil moisture profile within the soil
column normalised by the critical point (the point at which vegetation starts to become soil
moisture stressed within JULES, Best et al., 2011). Hence a value less than one for any layer
indicates that there is reduced soil moisture available to the roots in that layer, which will thus
restrict the transpiration accordingly.

Different root density profiles are used within JULES which corresponds to where soil moisture
may be removed from by trees and grass (Fig. 8.2). For grass soil moisture can be removed
primarily from the second and third soil layers (0.1 - 1.0 m depth) within the model, whilst for
tress the third and fourth soil layers (0.35 - 3.0 m depth) are the primary sources.

For many of the sites for which the model over predicts g (TU90, MB03_04, S91U, AR94,
SG94, AR93, OU03, Fig. 8.1), the initial soil moisture profile (Fig. 8.2) was below the critical

point for at least three of the four soil layers within the model.

To investigate the impact of the soil moisture stress on the vegetation, the model was re-run for
each site, but with the unfrozen soil moisture (i.e., the liquid water phase that is available for
transpiration) in every layer set to the critical point (or saturation minus frozen soil moisture if
this was smaller) at each time-step, i.e., no soil moisture stress for the vegetation. The results of
these simulations are shown as g (Fig. 8.3a) and evaporative fraction (i.e., Oz / (Qn +Qg), Fig.
8.3b) to emphasis different parts of the vegetation fraction spectrum. Maintaining the soil
moisture at the critical point in each layer reduces f to below that of the observations. Hence the
model can represent observed £ values, but only if there is no soil moisture stress for the

vegetation.

The spin-up strategy (section 2.3) used to initialise the soil moisture for each of the sites should
have resulted in a reasonable initial state. The additional soil moisture required to give a good
simulation from the model could be the absence of an anthropogenic water injection. This may
be undertaken by individuals to maintain their gardens (e.g., S91U) or by the city to clear up
after markets (e.g., ME93, MAO1). However this may also be regulated; for example alternating
days (odd/even) such as S91U (Grimmond and Oke, 2002 ) or banned such as VS92 because of
drought). Under unrestricted irrigation conditions, Qr has been demonstrated to closely follow
irrigation (Grimmond and Oke 1986). The objective of watering gardens is to ensure that the
vegetation is healthy, hence it would not be unreasonable to assume that the soil moisture for
the majority of patches in an urban neighborhood is maintained around, or above, the critical

point during dry periods.

158



8.3.2 Influence of long-term soil water representation

The simulations that maintained the soil moisture at the critical point also have a beneficial
impact in reducing g at the BA01_06 site, and to a much smaller extent for the LO01_02 site,
even though the initial soil moisture from the spin-up simulation was above the critical point for

these sites.

Both of these sites are multi-year datasets and as such, it is not only the initial soil moisture that
will impact on overall 3, but also the longer term evolution of the soil moisture during the
model simulation. Figure 8.4 shows the initial, final and year end soil moisture profiles for each
of the four sites with a data period greater than 12 months. It is clear from Fig. 8.4 that for the
BAOL 06 site the soil moisture is drying during the simulation, with the bottom layer soil
moisture (which has the long term memory) having a dryer soil moisture profile each year than
the year before. The same is also true, but to a lesser extent, for the LO01_02 site. The
MBO03_04 site has almost no change in bottom layer soil moisture, but benefits from setting the
soil moisture to the critical point because all of the soil moisture profiles are dry. For the
HEQ7_09 site there is no trend in the bottom layer soil moisture, and hence the soil moisture
state is not out of balance. The soil moisture is above the critical point for all of the profiles
which is consistent with there being no impact on £ when setting the soil moisture profile to the
critical point (cf. Fig. 8.1 and Fig. 8.3a).

The trends in soil moisture profile over the period of the simulations for both the BA01_06 and
LOO01_02 sites could result from relatively dry conditions during the observational period
compared to the previous years, or more likely from different mean precipitation values used to
force the model between the observations and the WFDEI data used for the spin-up. Whilst it is
not possible to compare the average precipitation between these two datasets for the spin-up
period, because this is before the observational period, it is possible to compare precipitation
during the observational period itself (Fig. 8.5). Fig. 8.5 clearly shows that there is more
precipitation in the WFDEI dataset for the BAO1_06 site than in the observational dataset. For
the other three sites, there is less difference between the average precipitation from WFDEI and

the local observations, although for LO01_02 there is slightly more precipitation in WFDEI.
To investigate if an issue within the WFDEI dataset impacts the spin-up, precipitation data were

retrieved from synoptic stations close to the four sites: Baltimore Washington International
Airport (39.2° N, 76.7° W), Helsinki/Seutula (60.3° N. 25.0° E), Lodz-Lublinek (51.7° N, 19.4°
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E) and Melbourne Airport (37.7° S, 144.8° E) (data obtained through NOAA’s National Climate
Data Center: http://www.ncdc.noaa.gov/). Differences between the synoptic and local
observation data, and between the WFDEI and synoptic data are also shown in Fig. 8.5. This
clearly shows that for the BAO1_06 site, the WFDEI precipitation data are in closer agreement
with the local synoptic conditions than the site data, although the synoptic station may have
been included in the data analysis used to create the WFDEI dataset. However, the BA01_06
rainfall data have not previously been analysed and detailed analysis of surrounding gauges has
not been performed here. For the LO01_02 site the WFDEI dataset are also in better agreement
with the synoptic station data, but the differences are much smaller than for the BA01_06 site.

The implications for BAO1_06 are that the original simulation using the observed precipitation
forcing from the site (Fig. 8.1) had a negative bias in the observations (i.e., too little rainfall). To
assess the impact of this, the model was re-run for BA01_06 and LO01 02 with all atmospheric
forcing data provided from the WFDEI dataset rather than the local observations. All data were
used, rather than just the precipitation data from WFDEI, to ensure consistency between the
atmospheric data, e.g., to avoid simulating precipitation from WFDEI under clear sky
conditions from the local observations (Fig. 8.3). It has been assumed here that any issues
relating to the heights of the various forcing variables from WFDEI when used with JULES can
be neglected. Whilst this assumption may not be valid, there are no other options available for
obtaining consistent forcing data at more appropriate heights.

The greater precipitation from the WFDEI dataset maintains the soil moisture profile above the
critical point for the BAO1_06 site and hence £ is reduced to values that are less than those
observed (evaporative fraction greater than observed), which is consistent with many of the
other sites in Fig. 8.3. There is little difference in the resulting g for the LO01_02 site, which is
consistent with there being small differences in average precipitation between the WFDEI and

local observational datasets.

8.3.3 Influence of bare soil surfaces

Whilst additional anthropogenically applied water might be responsible for maintaining
vegetation transpiration rates at many of the sites it is unlikely that unmanaged or bare soil areas
are also irrigated. However, in the JULES model the different surface types share the same
underlying soil. Hence setting the soil moisture profile to the critical point during the simulation
will also unrealistically increase the bare soil evaporation and provide an infinite reservoir of

water as conservation of mass is no longer constrained. As both the OU03 and TU90 sites had a
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substantial fraction of bare soil or unmanaged land cover, they could be affected by this model

limitation.

To investigate the impact on S, Oy and O, determined by the weighted average of the flux
densities from each of the surface types, were reconstructed using the flux densities from the
simulation with soil moisture set to the critical point for the vegetation surfaces, and data from
the original simulation for the other surfaces. This is equivalent to irrigating only the vegetation
part of the land cover.

The resulting £ and evaporative fraction values for the TU90 and OUQ3 sites are shown in
Figure 8.3. The higher water availability for bare soil evaporation from the simulation with the
soil moisture set to the critical point gave values of j that were substantially lower, and
evaporative fractions substantially higher, than those observed (Fig. 8.3). However, irrigating
only the vegetated area reduced the unrealistically high £ values from the original simulation for
these sites (Fig. 8.1), but does not lead to such low values. Indeed, for TU90 the resulting £ is in
good agreement with the observed values, whist for OU03 the modelled f is higher than

observed, but within the range of the observations.

8.3.4 Influence of street cleaning

The modelled g for the ME93 and VVL92 sites are substantially larger than the observed values
(Fig. 8.1). Setting the soil moisture to the critical point has no impact on modelled 5 because the
fraction of vegetation and bare soil within the footprint is small for both of these sites (1% and
2% for ME93 and 5% and 0% for VVL92 respectively). Hence the available water for QO must

come from a different source to the vegetation or bare soil surfaces.

At the ME93 site, there was daily cleaning of the streets in the morning in preparation for the
market (Oke et al., 1999). To understand if this source of water can explain a lower £ in the
observations at ME93, precipitation was added to the forcing dataset between the local hours of
07:00 and 08:00 each day. In addition, to ensure that the resulting water could only be retained
on the street part of the urban surface and not the roofs, the water holding capacity of the roofs
was set to zero. The amount of precipitation each day was set to the maximum water holding
capacity of the street, which is 0.5 mm in the default parameter settings of JULES (Best et al.,
2011). Hence this water reservoir within the street was set to its maximum value at this time, for
each day of the simulation. In this scenario, the resulting modelled £ is greatly reduced and

results in values that are substantially below those observed (Fig. 8.3).
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Information of the actual residual water that remained after the street cleaning process is not
available from the field study and so it is not clear if the correct amount of water was added to
the street surface within the model. A sensitivity study, by varying the amount of artificial daily
precipitation, shows that the optimal value of water held within the street to give the same
average f as that observed was around 0.2 mm. (Fig. 8.3). Hence it is feasible, and perhaps
likely, that the source of water from street cleaning was responsible in reducing f to that
observed.

Street cleaning was also undertaken at the MAO1 site during mid-morning after the market
(Grimmond et al., 2004a). The same artificial total precipitation required to fill the maximum
water holding capacity of the street (0.5 mm) and the optimal value obtained for ME93 (0.2
mm) were applied to the MAOL site, expect that the artificial precipitation was added between
10:00 and 11:00 each day. In this case the additional source of water has less of an impact
because there is already a Q; from the irrigated vegetation faction. However £ is reduced when
the water from street cleaning is added (Fig. 8.3), with 0.2 mm of water having a median that is

in better agreement with the observations than 0.5 mm, as for the ME93 site.

8.3.5 Influence of advective fluxes

No additional source of water at the surface was documented during the observational period for
the VL92 site. Indeed, during this period Vancouver was experiencing drought conditions and
was under an irrigation ban (Grimmond and Oke, 2002). As such, the mid-day QO observed are
small compared to the net all-wave radiation or the downward component of the short-wave
radiation (Fig. 8.6). The small values of Oy mean that the measurement errors will be larger than
normally considered for this term. However, studies of the surface energy imbalance for
observational datasets suggest that the error in Oz usually leads to an underestimation (e.g.,
Leuning et al., 2012), so any adjustment of Q; for measurement errors would increase Qr and
thus reduce . So it is unlikely that the differences between the modelled and observed f values

can be explained through observational errors.

As there was no precipitation during the observational period, the only water store at the land
surface would be through the soil moisture. Since there was no bare soil surface within the
source area of the observed fluxes, this implies that the only possible moisture source from the
surface would be through transpiration from the vegetation. Fig. 8.2 shows that the initial soil

moisture profile for the VVL92 site from the model spin-up was such that there was no soil
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moisture stress on the vegetation, even though the site was actually in drought conditions. So
the underestimation of Qr, and hence high g, from the model can not be explained by the initial
conditions. This is also confirmed by the run with soil moisture held at the critical point, since
this run does not impact on modelled £ (Fig. 8.3).

If the observed mid-day values of O at VL92 are scaled by the vegetation fraction, f, (i.e., the
only water vapour originates from transpiration from the vegetation fraction of the land cover),
then the resulting QO is larger than the net all-wave radiation (Fig. 8.6) and even larger than the
downward component of the shortwave radiation at times. Hence it is very unlikely that O
observed at the VL92 site originated from soil moisture through transpiration within the

turbulent source area of the eddy-covariance observations on the tower.

As this was an industrial site, although there was no street cleaning documented, it is possible
that there were some equivalent activities that could lead to a source of water on impervious
surfaces. As such, a simulation with sufficient artificial total precipitation to fill the maximum
water holding capacity of the street (0.5 mm) was applied for each hour between the working
hours of 09:00 and 17:00 on each day. The addition of this water each hour provides a source
reservoir that is large enough to reduce f to values far less than observed (Fig. 3). However, a
sensitivity study shows that an amount of 0.035 mm each hour gives a modelled median of S
that is close to that observed (Fig. 3). Hence it requires only a small amount of water to be
added at each hour to explain the observed g, so it is possible that such a source of water is

responsible for the observed evaporation.

An alternative explanation is that the moisture originates from the advective flux at atmospheric
levels below the height of the eddy covariance system. Indeed, the wind direction around mid-
day for most of the observational period was from the direction of False Creek, an inlet of the
Pacific Ocean located 600 m to 1 km upwind of the tower. A relatively warm and dry surface
such as that within the observational footprint could give the buoyancy required to lift the
advected vapour flux at low levels, hence leading to an observed mid-day average Qyof 36 W

m at the site.

8.3.6 Influence of a garden irrigation ban

The VS92 site is the only site where the model substantially underestimates observed f. The
observational period for this site coincided with the VVL92 site, so was also experiencing drought

conditions with an irrigation ban. However, the initial soil moisture profile for the model
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derived from the spin-up has a soil moisture profile that is above the critical point, and hence
the vegetation in the model is not soil moisture stressed (Fig. 8.2). This implies that the there
was too much precipitation in the forcing data from the WFDEI dataset during the spin-up
period, especially during the period immediately prior to the start of the observations.

Observations for the VS92 dataset were taken over 56 days, during which there was no
precipitation in either the observational dataset or the WFDEI dataset. Therefore it is not
possible to make conclusions about any biases that there could be in the WFDEI dataset
compared to the observations. In addition, the complex topography of the Vancouver area and
the proximity of the site being a coastal location results in large precipitation gradients across
the city (Oke and Hay, 1998). As such, comparing the WFDEI dataset to a synoptic station
would not necessarily result in any conclusions about precipitation biases compared to the
observational site. Moreover the WFDEI dataset has a resolution of 0.5° and as such can not be
expected to give accurate precipitation values for specific parts in a region of such topographic

heterogeneity.

The WFDEI dataset has two precipitation datasets based upon monthly climatologies from
either GCPC or CRU (section 2.3). In this study we have used the values from the GCPC data,
but both climatologies are based upon a similar global precipitation gauge network. The number
of gauges used for the climatology has a much lower density in the Vancouver (Canada) region
compared to the coastal regions just to the south in the USA (see Schneider et al., 2013, Fig.
8.5). Also, New et al. (2000, their Fig. 8.1) show that the rain gauge density used for the CRU
climatology decreased substantially between 1981 and 1995. Hence it is quite likely that with
the heterogeneous nature of precipitation around Vancouver, the rain gauge density during the
period of the observational campaign could have resulted in a lower quality precipitation
product for this site compared to other regions that have higher gauge densities. Thus the 10
year spin-up for both VL92 and VS92 could be impacted.

Irrigation restrictions were also enforced during the summer at the MB03_04 site. However
unlike the complete ban at VS92 and VL92, at MB03_04 this involved no watering of lawns,
whilst for trees and other vegetation automatic sprinkler systems were limited to the hours of
23:00 and 06:00, and manual sprinkler systems limited to the hours of 05:00 - 08:00 and 20:00 -
23:00. In addition, although the times during which irrigation could be applied were limited, the

amount of water was not.

Calculating an average p for both the summer and winter at the MBO03_04 site shows that

although g is slightly reduced in the winter, there is no impact on the ability of the model to
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simulate the observed values if it is assumed that the vegetation is sufficiently irrigated (not
shown). The summer values for both observed and modelled g are similar to the overall results.
Hence the partial irrigation ban for the MB03_04 site has little impact on the overall 5 compared
to the complete ban at the VS92 site.

8.4. Conclusions

The initial soil moisture conditions have been shown previously to be critical for modelling
sensible and latent heat fluxes in urban environments (Best and Grimmond, 2015). In this study,
initialising soil moisture with saturated conditions prior to a 10 year spin-up is shown to
produce a soil moisture profile that is consistent with the model physics whilst enabling a
realistic simulation. Hence we recommend this for future studies when soil moisture profile

observations are unavailable.

In addition, the WFDEI dataset is demonstrated to in general provide good quality forcing data
that can be used with this spin-up strategy. Whilst the quality of the precipitation data within the
WFDEI dataset can vary depending upon the rain gauge density used to create monthly
climatologies such as GPCC and CRU, it was of sufficient quality for most of the sites
considered in this study. Hence we also conclude that by using the WFDEI data and the 10 year
spin-up strategy, it should be possible to initialise a LSM (including ULSM) at any site, as long
as consideration is given to the density of rain gauges used for the monthly precipitation

climatology.

In a summary of the results from PILPS-Urban, Best and Grimmond (2015) concluded that the
important processes in the urban environment were the bulk reflection of the downward
shortwave radiation, the influence of the urban morphology on the longwave radiation fluxes
and the vegetation processes for the distribution of the sensible and latent heat fluxes. This
study has focused on the ability of JULES to simulate $ across 22 observational datasets, i.e.,
exploration of the model’s ability to partition surface energy between the sensible and latent
heat fluxes, hence the third physical process identified by Best and Grimmond (2015) is
addressed. However, a good simulation of £ does not necessarily imply that the model gives

accurate values of Oy and Qg separately, which are also influenced by the radiative processes.
The results from the model show that at sites where the transpiration from vegetation is not

restricted by limited soil moisture the model can reproduce observed S, whilst for the sites with

limited soil moisture the model overestimates  compared to the observations. However, if we
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make the assumption that urban sites are irrigated to ensure that vegetation is not soil moisture
stressed (i.e., urban residents maintain ‘healthy’ gardens and parks), then the model is in good
agreement with observed f at these sites as well. The one exception, the VS92 site, was known
to be in drought conditions with an irrigation ban in force. Hence we conclude that when
modelling vegetation within urban environments it should be assumed that the vegetation is not
soil moisture stressed, unless it is known to be a dry period with an irrigation ban in place.

The possibility of an irrigation ban within urban environments makes the modelling of urban
vegetation complex, but important. The availability of soil moisture for transpiration is not a
physical condition as it is for the rural environment, but becomes a combination of physical and
social conditions. Factors such as population density (i.e., water demand), wealth (e.g., artificial
water storage), national infrastructure (i.e., transport of water) and stake holder requirements
(e.g., city dweller water use versus agricultural irrigation) may all contribute towards the
political decision making with regards to an irrigation ban. For instance, compare the different
urban water use practices and water availability in the climates of Ouagadougou (Offerle et al.,
2005b), Marseille (Grimmond et al., 2004a), Vancouver and Chicago (Grimmond and Oke,
1999a), and Arcadia and San Gabriel (Grimmond et al., 1996). Hence we conclude that there
should be further studies investigating the implementation of irrigation bans and their impact on

the surface energy balance for urban areas.

Irrigation of vegetation is not the only anthropogenic moisture source that can influence the
turbulent fluxes of heat and moisture within the urban environment. This work has shown that
maintenance activities such as street cleaning can provide a source of water that can moderately
increase Q. Hence all possible sources of anthropogenic water availability are important and
need to be represented within an urban land surface model. Furthermore, the impact of such
anthropogenic water injections suggests that they are at least as important as the anthropogenic

heat flux density on the terms in the surface energy balance for urban areas.

For well irrigated vegetation, there is little change in g for sites with vegetation cover between
20-30% and 70-90%. Whilst there is some day to day variability at the sites, the average S is
typically in the range of 1-2. The two rural sites with almost total vegetation cover (BO2R1,
B02R2) have g values less than one, which is typical for rural locations. However, as the
vegetation fraction decreases below 20-30%, £ increases substantially, with a maximum value
of around eight for the most densely built up urban site studied here (ME93). However, for this
site S was reduced due to being controlled by water availability from street cleaning. Also, for
the second most impervious site (VL92) the observations may have been influenced by water

added to the surface in a similar manor to street cleaning, or atmospheric advection of moisture
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into the source area at levels below the height of the observations. As such, it is possible that
without these additional sources of moisture, g could be as large as 20 for urban sites with little
vegetation during summertime. However, Offerle et al. (2006b) suggested that sparse vegetation
may well be exposed to higher vapour pressure deficits and higher temperatures, whilst isolated
trees are exposed to higher Photosynthetic Active Radiation (PAR), which could increase
transpiration. Also, Meier and Scherer (2012) concluded that trees surrounded by a high fraction
of impervious surfaces showed consistently higher canopy temperatures. In addition, we have
made no attempt to distinguish between native and non-native vegetation. High latitude, mid-
latitude, semi arid and tropical vegetation all have different characteristics which could
influence the results for sparse vegetation cover. Hence additional observational studies are
required for urban environments with sparse vegetation and no additional anthropogenic water

injections,to determine the behavior of vegetation in such environments.

If we consider how QO varies with vegetation fraction, we find that as a proportion of the
available energy at the surface, there is a step change around vegetation fractions of 20-30%
(Fig. 8.7a). This step change is also seen when scaling Oy by the incoming all-wave radiation
(Fig. 8.7b). This result agrees with Loridan and Grimmond (2012a) who found such a step
change in the scaled O against their active vegetation index. Furthermore, when scaled by the
incoming all-wave radiation, there is also a step change in Qr with almost total vegetation cover
(70-90%, Fig 8.7b), or little built area cover, although this step change is not seen in Oz as a
proportion of the available energy at the surface. This suggests that there could be a step change
in the net heat storage flux density for small built fractions, as confirmed by the results of
Loridan and Grimmond (2012a) who showed a step change in the storage heat density for
changes in active built index. Hence we conclude that the sensitivity of O, and hence the Oy
through the available energy at the surface, is greatly increased when there is little vegetation
cover, whilst the sensitivity of the heat storage is greatly increased when there is little built area

cover.

The results from this study suggest that an urban land surface model, such as JULES, can
reproduce the observed £ values of urban sites. However, the sensitivity of the urban energy
balance at sites with low fractions of vegetation land cover, or low fractions of built area,
suggests that further studies are required for urban environments with less than 30% vegetation
cover, and less than 30% built area cover. This can only be achieved if there are future
observational campaigns for such environments, or observational data are analysed according to
wind sectors that have differing plan area vegetation fractions. There is a need for future
observational campaigns to be long term in order to sample a range of synoptic and climatic

extremes, so that the nature of the variability and sequencing can be evaluated for their impacts
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on the surface fluxes.
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Table 8.1: Sources of observational data used in the analyses, with the main references for the

data and the site characteristics.

City Site Lat/ Period / Instrument References
Long Length height (m)
IArcadia, AR93 34.1N| Jul-Aug93 30.5 Grimmond and Oke, 1995
CA, USA 118.0 W| 40 days Grimmond and Oke, 2002
IArcadia, AR94 341N Jul 94 32.8 Grimmond et al., 1996
CA, USA 118.0 W| 19 days Grimmond and Oke, 2002
Baltimore BAO1 06 | 39.2 N| May 01— Dec 06 41.2 Crawford et al., 2011
76.7W| 2049 days
Basel, Switzerland | BO2R1 475N Jun—Jul 02 1.5-28.0 Christen and Vogt, 2004
7.7E 30 days
Basel, Switzerland | BO2R2 476Nl Jun—Jul 02 20-33 Christen and Vogt, 2004
76 E 30 days
Basel, Switzerland | B02S1 476N/ Jun—Jul 02 15.0-15.8 Christen and Vogt, 2004
76 E 30 days
Basel, Switzerland | B02U1 476N/ Jun—Jul 02 25.5-31.7 Christen and Vogt, 2004
76 E 30 days
Basel, Switzerland | B02U2 476N/ Jun—Jul 02 33.0-37.6 Christen and Vogt, 2004
76 E 30 days
Chicago, CH92 416 N Jul 92 18.0 Grimmond and Oke, 1995, 2002
IL, USA 87.5W, 13 days
Chicago, C95U 41.6 N|  Jun- Aug 95 27.0 King and Grimmond, 1997
IL, USA 87.5W 57 days Grimmond and Oke, 2002
Helsinki, Finland | HEO7_09 | 60.2 N| Jan 08 - Dec 09 31.0 Vesala et a., 2008
249 E 853 days Jarvi etal., 2014
Lodz, LO01 02| 51.8N| Mar 01 - Dec 02 37.0 Offerle et al., 2005a, 2006a,b
Poland 195E 730 days Pawlak et al., 2011
Marseille, France MAO1 432N Jun - Jul 01 39.0 Grimmond et al., 2004a
52E 27 days
Melbourne, MBO04_05| 37.8S Aug 04— Nov 05 35.0 Coultts et al., 2007a
Australia 1449 E 475 days Coultts et al, 2007b
Mexico City, ME93 19.2N Dec 93 28.0 Oke et al., 1999
Mexico 99.1E 7 days Grimmond and Oke, 2002
Miama, MI95 254N May-Jun95 40.8 Newton, 1999
FL, USA 80.2W 26 days Grimmond and Oke, 2002
Newton et al., 2007
Ouagadougou, ou03 122N Feb 03 10.0 Offerle et al., 2005b
Burkina Faso 1.3E 26 days
San Gabriel, CA, SG9Y4 341N Jul 94 18.0 Grimmond et al., 1996
USA 118.0 W 22 days Grimmond and Oke, 2002
Sacramento, CA, S91U 38.3N Aug 91 29.0 Grimmond et al., 1993, Grimmond
USA 121.3 W, 10 days and Oke, 1995, 19993, 2002
Tuscon, TU90 32.1N| May—-Jun90 25.6 Grimmond and Oke, 1995, 2002
IAZ, USA 110.6 W| 45 days
'Vancouver, Canada| VL92 49.3N Aug 92 9.0 Grimmond and Oke, 1999a, 2002
123.1 W, 15 days
'Vancouver, Canada| VS92 493Nl  Jul—Sep 92 14.1 Grimmond and Oke, 1999a, 2002
123.1 W, 56 days
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Table 8.2: Sites ordered by increasing plan vegetation area within the footprint of the
observations. See Table 8.1 for site names and sources of data. * indicates the sites where

judgement had to be used to determine tree and grass cover.

Site Trees | Grass Total | Buildings | Streets |Total built| Bare soil | Water
(%) (%) Veg (%) (%) (%) (%) (%)
(%)
IMEQ93 1 0 1 54 44 97 2 0
\V/L92 2 5 51 44 95 0 0
OuU03 10 0 10 40 20 60 30 0
IMAO1 13 0 13 60 27 86 1 0
B0O2U1 0 16 16 54 30 84 0 0
TU90 11 7 18 23 42 65 17 0
B0O2U2 0 31 31 37 32 69 0 0
|LOOl_02 31* 0= 31 30 40 69 0 0
[M195 7 27 34 35 29 64 0 2
SG94 12 25 37 29 31 60 0 4
IMB04_05 23 15 38 45 18 62 1 0
C9o5U 7 32 39 36 25 61 0 0
/S92 9 35 44 31 24 55 2 0
CH92 10 34 44 33 22 55 1 0
HEO07_09 24 25 49 15 36 51 0 0
S91U 13 34 47 36 12 48 1 5
B02S1 0 53 53 28 19 47 0 0
AR94 30 23 53 24 19 43 2 2
AR93 32 24 56 22 18 40 2 2
BAO1_06 54 14 67 16 15 31 1 1
BO2R1 0 91 91 2 0 0
B0O2R2 0 98 98 0 2 2 0 0
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Figure 8.1: Mid-day (10 - 14 local solar time) variability of observed and modelled Bowen ratio
shown by the inter-quartile range (box), median (-) and 10th and 90th percentiles (whiskers).

Codes for the sites are given in Table 8.1.
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Figure 8.2: Initial soil moisture profile used in the model simulations at each site (Table 8.1)

derived from the spin-up, and the model root density profiles for a grass and tree land cover

type.
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Figure 8.3: (a) as for Fig.8.1 except that anthropogenic moisture has been added in various
ways: Irrigated — soil moisture fixed at the critical point; WFDEI forcing — WFDEI precipitation
instead of local observations; only vegetation irrigated — soil moisture held at critical point for
vegetated land cover only; 0.5 mm street cleaning — precipitation added to forcing in the
morning amounting to a total of 0.5 mm; 0.2 mm street cleaning — precipitation added to forcing
in the morning amounting to a total of 0.2 mm; 0.035 mm/h street cleaning — precipitation
added to forcing each hour between 09:00 — 17:00 amounting to a total of 0.035 mm every hour.

See text for further discussion. (b) As for (a) but for evaporative fraction.
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Figure 8.4: As for Fig. 8.2 but for initial, final and end of calendar year soil moisture profiles for
model integrations at multi-year observational sites.
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Figure 8.6: Mid-day (10 — 14 local solar time) downward solar radiation (K|), net all-wave
radiation (Q*), latent heat flux (QE) and latent heat flux scaled by fraction of vegetation land

cover within observational footprint (QE/fv), against wind direction for the VL92 site.
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Figure 8.7: Mid-day (10 - 14 local solar time) variability of observed and modelled (a) latent

heat scaled by available energy and (b) latent heat scaled by incoming all-wave radiation, shown
by the inter-quartile range (box), median (-) and 10th and 90th percentiles (whiskers). Codes for
the sites are given in Table 8.1. Linear dashed lines have no significance and are purely a visual

guide.
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Chapter 9: Conclusions and recommendations

The objectives of this PhD were to establish the level of complexity required in an urban surface
exchange scheme for the application of weather forecasting and climate modelling (i.e., accurate
prediction of the turbulent sensible and latent heat flux exchange with the atmospheric boundary
layer), identify the dominant physical processes within an urban environment for such
applications, assess the seasonal behaviour of the urban models and the influence of initial
conditions, understand the impact of the anthropogenic heat flux and assess if an urban scheme

can represent the surface fluxes over a wide range of vegetation fractions in land cover.

This research has analysed the results for an urban model comparison, from which the following

conclusions can be drawn:

The dominant physical processes impacting on the urban surface energy balance (with a focus
on the surface/atmosphere exchange of sensible and latent heat fluxes) in order are:
1. The albedos of building materials and shortwave trapping from canyon geometry that
influence the amount of shortwave radiation absorbed by the urban surface.
2. Areduced sky view factor from the urban geometry combined with the non-linear
combination of outgoing longwave radiation from roofs and canyons, impacting on the
net longwave radiation.

3. Evaporation from vegetation which influences the Bowen ratio.

Hence to accurately predict the sensible and latent heat flux exchange between the urban surface
and the atmospheric boundary layer, an urban scheme must be able to utilise the bulk surface
albedo, be able to distinguish between roofs of buildings and urban canyons, and have a
representation of vegetation. To achieve this an urban model requires parameter information of
the bulk surface albedo, the height to width ratio of the urban canyons and the fraction of
building roofs to the urban canyons, and the vegetation fraction. This information can be

determined globally from satellite data and/or simple formulations utilising satellite data.

In general urban models are able to capture the seasonal cycle of the surface fluxes in the energy
balance, although they tend to have larger errors in the summer than in the winter, as might be
anticipated as the fluxes themselves are larger. On average, only the sensible heat flux has a
positive bias throughout the year, with the other surface fluxes (net all wave radiation, latent and
net storage heat fluxes) having a negative bias. Moreover, in general the models perform best

when there is no time shift between the model results and the observational data, implying that
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the models do not have an overall phase error. A simple representation of the physical processes
performs at least as well as more complexity, apart for the representation of vegetation. Not
enabling a source of moisture for evaporation through vegetation or other processes results in no
model data points for the latent heat flux being within 100% of the observed flux.

Due to the importance of representing vegetation within an urban area, the initial conditions of
soil moisture are critical. If the soil moisture is set too dry the model fluxes will be impacted
until there is sufficient rainfall, whereas if set too wet then the model is not able to restrict
evaporation as observed. The impact of incorrect initialisation of soil moisture can influence the
model fluxes for over a year and affects not only the latent heat flux but also the sensible and

net storage heat fluxes.

The model errors caused by initial soil moisture have implications for future observational
studies in urban environments. To make maximum benefit of these observations, an estimate of
the soil moisture profile, or at least an indication of the soil moisture state, is required.
However, if this is not available then a spin-up strategy using atmospheric forcing data from the
WFDEI dataset can give a good estimate of the initial soil moisture, if a 10 year spin-up period
is undertaken. Good initial conditions from this strategy are not guaranteed, however, due to
assumptions in the algorithms and source datasets used to create the WFDEI forcing, so care
should be taken to understand the limitation of this approach.

Urban areas can have a high thermal inertia due to the construction materials used in the
buildings. However, the initial condition of the surface temperatures of the various urban facets
is not as important as for that of soil moisture. The spin-up timescale for the surface
temperatures is less than that for soil moisture and the impact of initial temperature errors are

not seen after a seasonal cycle.

The majority of models that contributed to the urban model comparison are generally able to
capture the observed trends in the surface fluxes from each of the atmospheric forcing variables.
This includes the non-linear trends with respect to humidity and wind speed. However, the
models are not able to capture the increasing trend in the net storage heat flux with increasing
downward shortwave radiation. Overall the models put too much available energy at the surface
into the sensible heat flux at the expense of the net storage heat flux. Improving the models with
respect to these biases is not straight forward due to the interaction of each flux with the surface
temperature and the implications of thermal properties on the phase and magnitude of the

fluxes.
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For the models in the comparison that were not able to capture the observed trends in the
surface fluxes with regards to the atmospheric forcing, these models do not share common
characteristics in their representation of the physical processes, so no general conclusions can be
drawn in this regard. More likely it is the way in which the processes have been implemented
within the parameterisations rather than the processes themselves.

Conclusions that models which neglect the anthropogenic heat flux performed at least as well as
those that include this flux, determined from initial studies of the results from the urban model
comparison, may have been influenced by the representation of vegetation within the models.
Results from one of the models that contributed to the comparison demonstrate that additional
benefit can be obtained from including the anthropogenic heat flux, but the benefit is small due
to the size of the anthropogenic heat flux itself. For the Melbourne data, having a temporal
variation in the anthropogenic heat flux gives no additional benefit over including a constant
value. It is not only the size of the flux that determines this result, but also the fact that the times
in the diurnal cycle at which the surface energy balance is likely to be at its most sensitive to

this additional source of energy, are the times when the flux itself has its smallest values.

Despite the positive impact of the anthropogenic heat flux being small at the Melbourne site, it
is anticipated that the benefits would be much greater at sites with larger anthropogenic heat
fluxes. In addition, a larger magnitude in the diurnal variation of the anthropogenic heat flux is
also likely to demonstrate additional benefits from a temporal representation of the flux.
However, for this to be demonstrated observational campaigns in downtown areas with large

anthropogenic heat emissions are required.

In addition to anthropogenic activities leading to additional heating in urban environments,
additional water sources through irrigation and street cleaning can also play a critical role in the
surface energy balance. For most studies it can be assumed that vegetation is never soil moisture
stressed, due to anthropogenic irrigation of gardens and parks, unless restrictions have been

applied through complete irrigation bans.

Over most of the range of plan area vegetation cover (30% - 70%), there is a similar response to
the distribution of available energy at the surface into sensible and latent heat, with Bowen ratio
values around 1 - 2. However, for low vegetation cover (< 20%) there is an increased sensitivity
in the Bowen ratio to the vegetation cover, partly due to the low values in the denominator of

this parameter, with values potentially as high as 20. For high vegetation cover (> 90%) there is
a suggestion that there is sensitivity in the net storage heat flux which impacts on the fraction of

the downward net radiation that results in latent heat.
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Despite the suggestions of how the surface energy balance terms might be sensitive to the plan
area fraction of vegetation, there are observational dataset gaps in the continuum of vegetation
fraction, in particular, between 20% - 30% and 70% - 90%. As such, further observational
campaigns are needed to fill these gaps and to provide a better understanding of how the surface
energy balance components are sensitive to vegetation cover. However, there is no guarantee
that such sites can be identified or observational campaigns undertaken. Hence an alternative
could be to study the performance of models for differing wind directions that are likely to have
different plan area vegetation fractions within their source areas.

The key scientific contributions of the research within this thesis include:

a) ldentifying the dominant physical processes within an urban environment that are
important for accurate prediction of the turbulent sensible and latent heat flux exchange
with the atmospheric boundary layer;

b) Describing the level of complexity of an urban surface energy balance model for this
application;

c) Establishing the parameter requirements for such a model;

d) The first consistent evaluation of many urban models over a full seasonal cycle;

e) ldentifying the critical impact of initial soil moisture on urban model performance,
given the importance of vegetation;

f) The recommendation that future urban observational campaigns should include an
assessment of soil moisture;

g) The demonstration that in the absence of a soil moisture estimate, that a spin-up strategy
involving the WFDEI data is recommended:;

h) Anthropogenic irrigation can have as significant an impact on the surface energy
balance fluxes as the anthropogenic heat flux ;

i) It can be assumed that urban vegetation is not soil moisture stressed unless a specific
irrigation ban is enforced;

j)  The JULES land surface model is able to represent the partitioning of turbulent sensible
and latent heat fluxes within urban environments spanning a wide range of vegetation

fraction coverage.

The conclusions from the first international urban model comparison are only for the two sites.
To ensure that these conclusions are robust, additional sites should be considered. Ideally a
more extensive urban model comparison study could be undertaken using a wider range of
urban sites (e.g., Chapter 8 and other data sets). This would allow a wider range of

morphologies, building materials, vegetation fractions, cultural habits and meteorological
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conditions to be assessed. The modelling community should support the observational data sets
being established and maintained. This would permit more rapid analysis of these data for

comparisons.

Alternative urban model applications may have different model complexity requirements due to
their nature (e.g., dispersion within a street canyon). However, the commonality of complexity
required for various applications is an important scientific question that needs to be addressed.
Hence, a suitably comprehensive urban dataset should be identified (or collected) to assess
urban models over a variety of applications.

The organisation of such community comparisons is complex and difficult to achieve in
practice. The first urban model comparison experiment was conducted under the banner of
PILPS (Project for Intercomparison of Land-surface Parameterization Schemes), a GEWEX
(Global Energy and Water cycle EXchanges project) GLASS (Global Land Atmosphere System
Study) panel activity. Maintaining and expanding linkages between these two communities to
share knowledge and practices will be mutually beneficial, helping to enable future model

comparisons and integrate urban areas within wider land modelling activities.
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ABSTRACT

A large number of urban surface energy balance models now exist with different assumptions about the
important features of the surface and exchange processes that need to be incorporated. To date, no com-
parison of these models has been conducted; in contrast, models for natural surfaces have been compared
extensively as part of the Project for Intercomparison of Land-surface Parameterization Schemes. Here, the
methods and first results from an extensive international comparison of 33 models are presented. The aim of
the comparison overall is to understand the complexity required to model energy and water exchanges in
urban areas. The degree of complexity included in the models is outlined and impacts on model performance
are discussed. During the comparison there have been significant developments in the models with resulting
improvements in performance (root-mean-square error falling by up to two-thirds). Evaluation is based on a
dataset containing net all-wave radiation, sensible heat, and latent heat flux observations for an industrial area in
Vancouver, British Columbia, Canada. The aim of the comparison is twofold: to identify those modeling ap-
proaches that minimize the errors in the simulated fluxes of the urban energy balance and to determine the
degree of model complexity required for accurate simulations. There is evidence that some classes of models
perform better for individual fluxes but no model performs best or worst for all fluxes. In general, the simpler
models perform as well as the more complex models based on all statistical measures. Generally the schemes
have best overall capability to model net all-wave radiation and least capability to model latent heat flux.
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1. Introduction

The world’s population has become increasingly ur-
banized: around 29% of the global population were ur-
ban dwellers in 1950, rising to 47% by 2000, and this
proportion is predicted to rise to 69% by 2050 (UN
2009). Thus increasing numbers of people are impacted
by weather and climate in urban areas. There is a grow-
ing requirement for accurate weather forecasts and cli-
mate change information within cities, and concurrent
increases in computer capabilities allow greater spatial
resolution within models. In combination, there is
a greater proportion of the earth’s surface being cate-
gorized as “‘urban” and there are a larger number of
smaller grid boxes in atmospheric models in which urban
areas need to be resolved.

The surface morphology (i.e., urban form) and pres-
ence of impervious building materials, sparseness of
vegetation, and anthropogenic heat, water, and pollut-
ant contributions each have a significant effect on the
climate of urban regions, which lead to phenomena such
as the urban heat island. Thus, effects of the urban sur-
face on the fluxes of heat, moisture, and momentum need
to be accounted for in the land-surface schemes used
within numerical models, although the complexity of
these schemes has to be balanced with their computa-
tional requirements. A fundamental aim of urban en-
ergy balance models is to accurately predict fluxes at the
local scale (10°-10* m). Some calculate additional terms
including within-canyon air temperatures and wind speed,
and facet surface temperature. A facet is a surface of the
urban geometry that can be characterized by a single
temperature and surface energy balance, and that can
interact thermodynamically with other facets (e.g.,
a wall facet exchanging longwave radiation with the
road facet; Fig. 1). The outputs from the model may be
hourly or higher temporal resolution for the whole
surface, or be facet/orientation-specific.

Models have been developed to incorporate urban fea-
tures for different applications including global climate
modeling (e.g., Oleson et al. 2008a,b); numerical weather
prediction (e.g., Best 1998, 2005; Masson 2000; Chen et al.
2004; Harman and Belcher 2006; Liu et al. 2006); air
quality forecasting (e.g., Martilli et al. 2003) and disper-
sion modeling (e.g., Hanna and Chang 1992, 1993); char-
acterization of measurements (e.g., Krayenhoff and Voogt
2007); and water balance modeling (e.g., Grimmond et al.
1986; Grimmond and Oke 1991). Across these schemes
a wide range of urban features are incorporated; the
models have varying levels of complexity, and different
fluxes modeled (Table 1; Figs. 1, 2).

In this paper, the methodology and initial results from
the first international comparison of a broad range of
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urban land-surface schemes are presented. The require-
ments of a land-surface model from the perspective of
an atmospheric model are considered; that is, surface
fluxes of heat, moisture, and momentum. Thus, the fun-
damental requirement for the models to be included
is that they simulate urban energy balance fluxes. The
forcing data for the surface models are the same as that
which would be provided by an atmospheric model; that
is, the incoming shortwave (K|) and longwave fluxes
(L), air temperature, specific humidity, and the wind
components. From these the outgoing radiative fluxes
(K1, L1), net all-wave radiation (Q*), turbulent sensi-
ble heat flux (Qy), turbulent latent heat flux (Q), and
net heat storage flux (AQg) are modeled. In this context,
the net heat storage includes the energy storage within
the buildings, the road and underlying soil, and for some
models the air space within the street canyon (Grimmond
and Oke 1999a). In the urban environment it is also useful
to consider the anthropogenic heat flux (Qp) in the sur-
face energy balance (Oke 1988):

0%+ Q,=0, + 0, +A0,. (1)

Features such as additional sources of energy (Qp),
presence of built and natural surfaces, the bluff body
nature of the buildings, and existence of urban canyons,
combine to change energy partitioning in urban areas.
Thus significant modification to rural land parameteri-
zation schemes is needed. While many urban models
have been evaluated against observational datasets (e.g.,
Grimmond and Oke 2002; Masson et al. 2002; Dupont
and Mestayer 2006; Hamdi and Schayes 2007; Krayenhoff
and Voogt 2007; Kawai et al. 2009), with some models
even using the same observations, these comparisons have
not been conducted in a controlled manner that allows
robust model intercomparison. The objective here is to do
just that: to undertake a staged and carefully controlled
classification and comparison of urban energy balance
models and their performance. An important objective
also is to determine which approaches minimize the er-
rors in the simulated fluxes.

2. The characteristics of urban energy
balance models

Urban energy balance models can be classified in a
number of ways (see also Grimmond et al. 2009a); for
example, they vary in terms of the fluxes they calculate
(“F” in Figs. 1 and 2). While all the models examined
here calculate K1, L1, O*, and Qy, some do not model
either Qf or the QF, and some model neither. Here, a
series of features are used to classify the approaches
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FIG. 1. Characteristics used to classify models (see Fig. 2).

taken. Figures 1 and 2 illustrate these, and the latter
provides the numbers of models in each category. The
illustrations also give each model class a reference in
order to identify the category and its classification.

a. Vegetation and latent heat flux
(“V”in Figs. 1 and 2)

A key decision in modeling an urban surface is whether
or not vegetation (V) is simulated. A threefold classifi-
cation is used here, where vegetation is

Vn: not considered,

Vs: modeled using a “tile”” scheme to represent the
surface heterogeneity (e.g., Essery et al. 2003) that
does not interact with other surface types until the
first atmospheric level of a mesoscale model (e.g.,
Best et al. 2006), and

Vi: “integrated” into the modeled urban surface.

The implication of not including vegetation is that there
can be no latent heat except for periods immediately
following rainfall. Some, even after rainfall, calculate
no Qp, whereas some account for dewfall and its later
evaporation (Fig. 2b). For central business districts in
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many cities it may be reasonable to assume a negligible
amount of vegetation and, hence, an absence of Q. as-
sociated with vegetated surfaces. However, in residen-
tial areas (e.g., suburban North America) extensive
fractions of the surface are vegetated, so the assumption
of no urban Q is unrealistic. Moreover, in many loca-
tions, extensive street cleaning can result in water being
available for evaporation despite the lack of vegetation
(e.g., Mexico City, Mexico, Oke et al. 1999; Marseille,
France, Grimmond et al. 2004).

The two classes of model that do incorporate vegeta-
tion differ in terms of the interactions which occur be-
tween the “built” and “vegetated” fractions (Figs. 2a—c).
In the first case, “tiles” (Vs; Fig. 1), models typically take
advantage of traditional land-surface schemes that have
a wide variety of vegetation categories (e.g., Noilhan and
Mahfouf 1996; Chen and Dudhia 2001; Essery and Clark
2003). Many have been extensively evaluated in the
Project for Intercomparison of Land-Surface Parame-
terization Schemes (PILPS) (Henderson-Sellers et al.
1993, 2003; Irranejad et al. 2003) and other studies.
Urban vegetation typically is more diverse than an in-
dividual vegetation class so a number of classes may be
required (e.g., needleleaf and evergreen broadleaf trees)
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(a) Class details [(b)  Turbulent Flux Methods
[Class code Cap VL92 Qy Qe
Fluxes included (F) B \' B V4
All fluxes (a) 14 10 |Resistance/Conductance (G)
NoQg(e} 6 2 Bulk (1) 9 11 9 11
No Qf(f) 13 16 Single layer (3) 19 4 12 4
Neither QenorQ(g) 0 5 Multilayer (4) 5 2 3 2
1 Vegetation (V) [Surface temp/moisture (Z)
Not included (n) 9 14 Bulk (1) 9 8 9 8
Separate tile (s) 18 13 Single layer facet (3) 14 3 9 3
Integrated (i) 6 6 Multi layer facet (4) 8 4 4 3
2 Q¢ (AN) Penman/comb no surface (P) 2 2 2 3
Negligible orignored (n}) 12 26  |Air temperature/moisture {A)
Prescribed (p)* 6 1 Single layer air (3) 24 14 17 14
Internal Temp. (i}* 4 4 Multi layer air (4) 6 2 4 2
Modelled (m)* 5 1 Forcing height (F) 3 9 3 1
ip* 6 1 |Other (0)
13 Temporal Q; variation (T} Not included (N) - 14 7 14
None(n) 13 26 Specified/fixed evap. rate (E) - - 2t 2§
Fixed (f) 6 2 Soil only (W) - 2 - 2
Variable (v) 14 5 Human perspiration (H) - - 1 -
J# Urban Morphologva(‘lj.l)k w s ¢ i(c ) Urban morphology (L) and vegetation (V) combinations (see b)
Single layer (L2) 5 7 BQy VQu B Qg vV Qe BQy VaQy BQ: vaQe
(13) 13 13 L1 113 (4) 113(2) 113(2) 113(2) |Vn|113(2) N(2) 113(2) N(2)
Multiple layer (Lm) (Lay* 2 2 N(2) 113(2) N(2) 31F(2) N(2) 31F(2) N(2)
(s 1 1 1P3 (2) 1P3(2) 1P3(2) 1P3(2) 333(5) N(5) 333(1) N(1)
(Ley* 1 1 12 [113(2) 113(2) 113(2) 113(2) N(4) N(4)
w)>* 3 3 11F (1) 11F (1) 11F (1) 11F(1) 334(1) N(1) 334(1) N(1)
I5 Facets & orientation (FO) B1F(2) N(2) 31F(2) N(2) 343 (3) N(3) 343(1) N(1)
Bulk (1} 5 5 333(2) N(2) N(2) N (2) N (2) N(2)
No orientation (n) 12 16 |13 33 (9) 113(3) 333(3) 113(3) 444 (1) N(1) 444(1) N(1)
Orientation no intersec. (0) 10 6 133 (1) 333(1) 133(1) | Vs [113(4) 113(4) 113 (4) 113(4)
Orientation & intersect. (i) 6 6 343(2) 333(1) 343(1) 11F (1) 11F (1) 11F(1) 11F(1)
6 Reflection (R) 343E (1) 3P3E(1) 333 (4) 113(1) 333(1) 113(1)
Single (1) 11 11 N(3) 333(1) N({(1) 133(1) 333(1) 133(1)
Multiple (m) 15 15 N(2) N(2) 343(2) 333(1) 343(1)
Infinite (i) 7 7 [334(1) N(1) 334(1) N(1) 343E (1) 3P3E (1)
|7 Albedo, Emissisivity (AE) 343 (3) 343 (2) 343 (1) 343E(1) 343 (1) 343(1) E(1) 343(1)
Bulk(1) 5 6 E(1)  343(1) 434 (1) 434 (1) 434 (1) 434(1)
Two facets (2) 6 4 N(1) 343(1) N(1) 1444(2) W(2) N(1) W(1)
Three or more facets (3) 22 23 14 444 (2) W(2) N(1) W (1) H(1) w()
8 4Q;(S) H(1) W (1) Vi [1P3(2) 1P3(2) 1P3(2) 1P3(2)
Residual (r)* 6 7 |15 434(1) 434(1) 434 (1) 434(1) 333(2) 113(2) 333(2) 113(2)
Conduction (c) 24 23 L6 444 (1) N(1) 444(1) N(1) 343 (1) 343(1) 343 (1) 343E(1)
Net radiation based (n)* 3 3 [7[343(2) N2 N{2 N2 434 (1) 434 (1) 434 (1) 434(1)
1434 (1) 434 (1) 434(1) 434(1)
(d) Energy Balance Closure
Yes No VL92 actual closure
Forced
24 9
Surface Temperature 6 Model checks closure Yes No
Closure -
fforced by lAQ; residual 17 Yes No 31 2
[Turbulent fluxes available energy limited 1 7 2

FIG. 2. Characteristics used to classify the models (see Fig. 1). (a) Class code and number of models that have this
capability (cap) and were applied this way for VL92. Classes with few models (asterisks) are amalgamated for analysis. (b)
Approaches used to simulate the built (B) and vegetated (V) turbulent heat fluxes (Q;, Q). The numbers are for the
VL2 runs. (¢) Combined features [from (b)] GZA or *‘Other” used in the turbulent flux modeling for the VL92 runs with
the numbers in each class shown. (d) Energy balance closure approach. In (b), the dagger symbol indicates that one is also
343 and § indicates that one is 3P3 and one is 343.
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to ensure adequate representation. In the tile approach,
the built and vegetated fluxes are typically weighted by
their respective plan area fractions to contribute to total
fluxes (e.g., Lemonsu et al. 2004). The integrated case
(Vi) is the most physically realistic as it allows for direct
interaction of built and vegetated surfaces. This additional
complexity may require increased computing resources
and parameter values.

b. Anthropogenic heat fluxes
(“AN” in Figs. I and 2)

The magnitude of Q varies across a city. Typically it
will be greatest in the densest part of the city (Oke 1988;
Grimmond 1992; Ichinose et al. 1999). But even low
absolute Qf values may be important where they exceed
the radiative forcing (e.g., cloudy, cold winters with low
solar input).

Similar to Qp, not all models consider Q. The four
general approaches are

1) ANn: Qp is assumed to be zero, negligible, or ig-
nored;

2) ANp: Oy is assumed to be a fixed amount that is
required as specified input to the model, or is directly
coded into the program;

3) ANi: Qp is calculated based on assumed internal
building temperature; and

4) ANm: Qfis calculated and incorporates internal heat
sources from buildings, and/or mobile sources asso-
ciated with traffic, and/or metabolism.

Models that calculate Qf typically include the heat
related to internal heating of buildings as a minimum. A
fixed temperature is assigned internally and this may,
or may not, be allowed to vary seasonally or diurnally.
Alternatively a fixed minimum (maximum) temperature
is used so the internal temperature of the building may
vary but within limits. The heat flux from traffic typically
is based on assumptions about traffic flow from vehicle
counts. The models that calculate Q in more detail,
using a building energy model, mostly use the method of
Kikegawa et al. (2003).

Beyond the internal temperature, the introduction of
QO requires consideration of where the heat is released
or added to the atmosphere; for example, whether heat
is added within or above the canyon.

c. Anthropogenic heat fluxes: Temporal variation
(“T” in Figs. 1 and 2)

Anthropogenic heat flux Q varies both diurnally and
seasonally (e.g., Sailor and Lu 2004; Offerle et al. 2005;
Pigeon et al. 2007; Lee et al. 2009), although only some
models consider this. Models that prescribe a fixed
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value (Tf) are likely to provide too much Qp at night
and insufficient quantities in the day; they will also not
capture peak values normally associated with commut-
ing (seasonally this peak may be associated with low
solar radiation forcing). The inclusion of a diurnal and/
or seasonal cycle (Tv) is more significant for certain
applications when the modeled fluxes must be correct
for specific short time periods. It is less significant when
applications are not concerned with diurnal patterns.

d. Urban morphology (“L” in Figs. I and 2)

Urban morphology affects radiative and turbulent heat
exchanges. A number of approaches are used to capture
these features, including

L1: Slab or bulk surface;

L2: single-layer approaches, which separate the sur-
face into a roof and canyon (wall plus road) or

L3: where the three facets (roof, wall, and road) are
treated separately; and

L4-L7: multiple-layer approaches, which divide one
or more of the facets into layers or patches.

Slab models represent the urban form as a flat horizontal
surface with appropriate ‘“‘bulk” radiative, acrodynamic,
and thermal characteristics. This has the advantage of
simplicity and reduced computational time and param-
eter requirements. Single-layer models simplify the ur-
ban form to an urban canyon with a roof, wall, and a
road. This allows for more realistic representations of
radiative trapping and turbulent exchange (Masson 2000;
Kusaka et al. 2001; Harman et al. 2004a,b; Lee and Park
2008). Parameter values are assigned for each facet and
one set of energy exchanges per facet is modeled. Mul-
tilayer schemes divide the walls into a number of vertical
and/or the roof and road into a number of horizontal
patches; each with their own parameter values and energy
exchanges modeled. For some models this allows for
variable building height, and for others even differing
roof, wall, and road characteristics. Note that the range of
multilayer models L4-L.7 is not exhaustive; rather it covers
the range compared here.

e. Urban morphology: Facets and orientation
(“FO” in Figs. I and 2)

Models can be further subdivided by how urban can-
yon morphology, specifically the number of facets and
orientations, are dealt with. Models include those that
assume no facets (or orientation) and hence a bulk (or
slab) surface (FO1), those that assume one infinitely
long canyon (FOn), and those that have infinitely long
canyons that run in two cardinal directions (FOo). The
canyons may be fixed in orientation and neglect shading
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or assume a random distribution of street canyons within
the domain. Alternatively, the canyon may be modeled
assuming two walls that have sunlit and shaded fractions
that vary through the day and year. More realistic models
also include an intersection between canyons (FOI), sig-
nificantly increasing the number of the interactions with
other facets that need to be computed.

f- Radiative fluxes: Reflections (“R” in Figs. 1 and 2)

As K| and L | are provided, it is the K1 and L1 that
are modeled. Beyond the morphology, and therefore the
degree of detail needed for the surface parameters, the
major differences relate to the number of reflections
assumed—R1: single; Rm: multiple; Ri: infinite.

The single reflection model is the least computationally
intensive and used in both slab and single-layer models.
Models that simulate multiple reflections include both
single-layer and multiple-layer models. Infinite reflections
may be accounted for by slab, single-layer, and multilayer
models.

For longwave radiation, slab models determine one
surface temperature, whereas for facet-specific models,
multiple surface temperatures are calculated (Figs. 2b.c).
The surface temperatures then provide the forcing for
Qpr and AQy.

g. Radiative fluxes: Albedo and emissivity (“AE”
in Figs. 1 and 2)

The albedo and emissivity values that determine the
radiative fluxes may either be defined as a single value
(bulk, AE1); as two facets, similarly to the L2 category
(AE2); or may consist of combinations of various facets,
analogous to the L3 (or greater) category of models
(AEY).

h. Storage heat flux (AQs; *“S” in Figs. 1 and 2)

The AQg is significant in urban areas given the ma-
terials and morphology of the urban surface (Grimmond
and Oke 1999a). In urban models, it is determined in the
following ways:

1) Sr: difference or residual of the energy balance,

2) Sc: solution of the heat conduction equation by di-
viding the facets into a number of thickness layers, and

3) Sn: function of Q* and surface characteristics.

All three methods are used by slab or bulk models
(Fig. 3). For all three, the ability to model the outgoing
longwave radiation will impact the values obtained given
the common need to model surface temperature.

For those models in which heat storage is calculated as
the residual of the surface energy balance, assumptions
as to which fluxes are included (specifically Oy and Q)
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are important. The second method, the solution of the
heat conduction equation, is used extensively by slab,
single-, and multiple-layer models. It requires various pa-
rameters for each (sub) facet, including: number of layers,
layer thickness, thermal conductivity, and volumetric heat
capacity of the various layer materials (Table 2). The
number of layers resolved varies between 1 and 48, and
may be of fixed or variable thickness. Currently, none
account for changing water content of built materials
associated with rain, so the material parameters are static.
Some solve the heat conduction equation using the force-
restore method, while others solve the one-dimensional
heat conduction equation.

The third approach is to use a fraction of Q*(Sn). Some
models take into account the diurnal pattern of the flux
through the objective hysteresis model (Grimmond et al.
1991).

i. Other features

The following characteristics are not explicitly used to
classify the models in this evaluation but are presented
here because of differences between models. They do
not necessarily result in the models being grouped dif-
ferently to the classifications above; that is, models
fall into some common groupings across model classes
(Figs. 2, 3).

1) TURBULENT SENSIBLE (Qf/) AND LATENT HEAT
(QF) FLUX

Typically surface resistance (or its inverse, conduc-
tance) schemes are used to model Qy and Q (“G” in
Fig. 1, Fig. 2b). Depending on urban morphology,
these consist of either single (G3) or multiple (G4) re-
sistance networks, which account for the number of
facets and layers that are resolved. Bulk models (G1)
have the simplest resistance network (Figs. 1, 2b). A
wide range of resistance schemes is used (e.g., Rowley
et al. 1930; Clarke 1985; Zilitinkevich 1995; Guilloteau
1998; Harman et al. 2004b). To determine the resistance
the wind profile within/above the canyon, roughness length,
and displacement length or drag coefficients and atmo-
spheric stability may be taken into account. Drag is either
not considered or is calculated using roughness length,
exponential wind profile, or distributed drag. Exchange
between the canopy air and building surfaces may be pa-
rameterized by a roughness length approach or distributed
sources of heat (generally in conjunction with a distributed
drag approach).

The number of temperatures resolved, which drive the
gradients, varies both for the surface and the air (within
the canyon; “Z” and ““A” respectively in Figs. 1 and 2b),
and these are related to morphology and the number
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TABLE 2. Urban parameters used by the number of models indicated for the VL92 runs and also those indicated as being applicable for
the models. Each subscript refers to a separate parameter: f = roof: r = road; w = wall: v = pervious; t = tree; H = building; g = grass, s =
soil, m = momentum; h = heat, u = urban; b = bulk. For some models § indicates state variables, a dagger indicates fundamental
parameters, or an asterisk indicates derived parameters. Also noted is visible (VIS), ultraviolet (UV), and near infrared (NIR).

Name (units) Parameter No. models (VL92) No. models (capability)

Radiative

Albedo (-) B winel 24,22,19,9,6,6,4 24,22,19,9,6,6,4

VIS, UV, and NIR albedo of vegetation (-) QVIS.UV.NIR 1,0,3 2,1,4

Emissivity (-) Efrwuitgh 23,21, 19,5, 6,5,2 23,21,19,5,6,5, -
Roughness

Roughness length above canyon (m) z0m.c; zOh.c 10,8 10, 10

Material roughness length for heat (m) zOh(mat)y,,, 14,16, 6 4,16,6

Material roughness length for momentum (m) z0m(mat)y,,, 16,14, 6 17,14,6

Effective roughness length for heat (m) z0h(eff)z, ., — 50,2

Effective roughness length for momentum (m) z0m(eff), — 5,2

Roughness length of grass/tree surfaces (m) z0my, 4,5 —

Bulk roughness length (m) z0b 1 2

Sublayer Stanton no. (-) Sh 1

Zero-place displacement height (m) dOg,y 2,1,.1 74 W |
Thermal characteristics

Volumetric heat capacity (MJ K ! m’z) CPtrwuitg,s 23,24,20,8,6,5,12 23,24,20,8,6,5,12

Thermal conductivity (MJ K ' m ) Kirwa 22,22,21,8 22,22,21,8

No. of layers (-) nlprwa.s 19,18,17,3, 14 19,18,17,3,14

No. of walls modeled (-) nw 17 17

Layer thickness (m) dlg s 22,20,2,13 22,20,2,16
Urban morphology

Height of measurements/reference height (m) Ziet 15 16

Mean height (m) Zut gran 17,4,5,5 17,4,6,7

Avg building separation/canyon width (m) Wyt 8 8

Avg width of buildings (m) Lyt 8 8

Vertical floor density (building proportion > n stories) (-) A 3 3

Sky view factor (-) SVF 1 1

Mean block length (m) Lyt 3 3

Mean long axis azimuth of walls (m) az 2 2

Canyon height-to-width ratio (-) A% 2 11

Frontal area index (-) Af 6 6

Wall to nonbuilt horizontal area (-) Adnb 2 2
Plan area

Fraction of area (-) Afruge 19,19,10,8, 6 19,19,10,8, 6
Anthropogenic heat flux

Total anthropogenic heat flux (W m~?) Qftor 6 6

Sensible heat flux from vehicles (W m2) O veat 4 4

Sensible heat flux from industry (W m 2y Onina 3 3
Temperature §

Mean internal building temperature (K) Tt 6 8

Deep temperature (K) Taes 6,6 6,8

Facet temperature (K) Tfrws 6,6,5,4 6,6,5,6

Min; max internal building temperature (K) Tintmimsmiae 6,3 6,3
Vegetation/soil specific

Vegetation wilting point (m* m %) Swilt 9 10

Rooting depth of grass/tree (m) drg,, 33,2 4,4,3

Min stomatal resistance (s m ') Ruin 5 5

Leaf area index of vegetation within the urban canyon (-) LAI 6 7

Vegetation thermal inertia (J m > K ' s~ ?) T; 1 1

Parameters used in radiation stress function (-) R, 3 3

Parameter used in vapor pressure deficit function (-) P, 3 3

B parameter (-) B 12 12

Sand/clay/loam/quartz content of soil (-) Sscitq 6,4,3,1 Vuilidi2

Max vegetation canopy water holding capacity (mm) M, 6,3 6,4

Optimum temperature in temperature stress function (K) Topt 1 1

Coef for max interception water storage capacity (-) & 1 2

206



JUNE 2010 GRIMMOND ET AL. 1277

TABLE 2. (Continued)
Name (units) Parameter No. models (VL92) No. models (capability)
Ecosystem respiration parameter (-) E; 1 2
Ratio d(biomass)/d(LAI) (-) dld 1 2
e-folding time for senescence (-) Ef 1 2
Cuticular conductance (-) C: 1 2
Max air saturation deficit (100 g kg ') A 1 2
Leaf area ratio sensitivity to nitrogen (m> kg™ ") Sy i 2
Lethal min value of LA ratio (m* kg ") Lia 1 2
Nitrogen concentration of biomass (m? kg ) N, 1 2
Root fraction (%) Ry 1 2
Tree coverage (%) Ta 1 1
Sunny spots (%) o 1 1
Canopy solar absorptivity (-) C, 1 1
Canopy solar transmissivity (-) Cii 1 1
Canopy thermal time constant (-) (67 1 1
Tree evaporative cooling coef (-) Es 1 1
Moisture availability
Moisture availability (m* m~?) Mg, 3,39 4,48
Hydraulic conductivity of the soil at saturation (m s?) Ko 13 13
Critical normalized soil water content for stress (m s ') Serit 2 3
Air dry soil moisture content limit (m s ') Stim 3 3
Soil suction experienced in the soil at saturation (m) Ssuc 9 10
Max soil moisture content (field capacity; m* m ) M max 12 12

of vertical layers in the model. Many assume Monin—
Obukhov similarity holds, which may not be applicable
within the urban canyon or within the roughness sublayer
(Roth 2000). However, given the lack of well-tested al-
ternatives, currently, this may be the most appropriate
approach.

As Qyyis calculated typically using surface temperature
to force the gradient, a balance is inherent in the solution
of surface temperature between the L1, Qy, and heat
conduction. Depending on the model objective, perfor-
mance may be improved for one flux at the expense
of another. Models that use a combination method
(P, Penman-Monteith, or combination-type approach)
do not need to determine the surface temperature to
calculate Qy;, but still need to allow for the transport of
heat away from the surface.

The approaches taken to model resistances (G), sur-
face temperature (Z), and air temperature (A) resultin a
large number of combinations (Fig. 2c, expressed in
GZA order). Here they are shown relative to the urban
morphology classes (L1-L7; Fig. 1) and the vegetation
class (Vn, Vs, Vi). The approach taken for each turbu-
lent flux (Qpu, Qg) for the built (B) and vegetated (V)
part of the surface are shown. It is clear that the ear-
lier classifications (Fig. 2a) do not produce common
characteristics for these fluxes. Given the wide range
of approaches, these are not investigated in further
detail in this paper. Subsequent analysis of a larger
dataset will investigate this. For the calculation of
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Qy for the built (B) fraction of the surface, the two
most common classes of the nine different combina-
tions are

1) 333: single-layer resistance (G3), surface tempera-
ture (Z3), and air temperature (A3); and

2) 113: bulk resistance per facet (G1), surface temper-
ature (Z1), and a single air temperature (A3).

For the vegetated surfaces the two most common classes
for Qp are N: O isnot calculated; and 113. For Qf from
built surfaces the predominant classes are N, 113, and
333; but also of note are those models that account for
the evaporative loss of water in one time step immedi-
ately following precipitation with a fixed rate of evapo-
ration (E). For Qp from vegetated surfaces, the
predominant classes are also N and 113. Two models,
which do simulate Qy and Qpf for vegetated area, ac-
count for evaporation from soil moisture only and not
the loss of water through vegetation. In these cases the
soil temperature and moisture profile are calculated
using the approach of Tremback and Kessler (1985). In
urban areas bare soil is rare, some sort of vegetation is
most likely to be present.

2) ENERGY BALANCE CLOSURE

Not all models explicitly force or check that they have
energy balance closure [i.e., that Eq. (1) holds; Fig. 2d].
Lack of closure may result from numerical instabilities or
lack of precision in the code, from a lack of evaluation, or
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from inconsistent assumptions. Closure may be forced in
a number of ways: through the calculation of AQg at the
end of each time step as a residual, by updating the surface
temperature of the facets, or by restricting the turbulent
heat fluxes to the available energy (Q* — AQs). Closure is
an important issue when the land-surface scheme is part of
a long-term climate model simulation; without it, there
may be long-term bias in the model.

3) ANTHROPOGENIC WATER FLUX AND OTHER
CAPABILITIES

Water can be added to the urban environment by hu-
man activity. Water is released by combustion processes,
cooling towers, and by people, which is equivalent to the
Qp release (anthropogenic latent heat flux). One model
takes into account the loss of water through perspiration
(a source of Qf). Given there are very few estimates of
this term (Heiple and Sailor 2008; Moriwaki et al. 2008),
and it is likely to be small in many settings, it is not sur-
prising that it has not been included in most models.
The term may be important in very dry areas (e.g., high-
latitude cities in winter, hot dry cities) and in areas with
excessive air conditioning. The second significant source
of water comes via the pipe network, most typically as
irrigation (e.g., garden sprinkling) or broken water pipes.
In many suburban areas, if gardening is a common resi-
dential activity, this can be a large additional source of
water relative to precipitation, especially during the sum-
mertime (e.g., Grimmond and Oke 1986; Grimmond et al.
1996). Estimating this component requires assumptions in
the algorithms and/or the input data to define: 1) how
much, and when, water is applied to the area and 2) where
in the area it is released (e.g., to all vegetated surfaces or
just to irrigated grass). The representation of this source is
important (e.g., Mitchell et al. 2001) but has been con-
sidered in few models (e.g., Grimmond and Oke 1991).

The presence of snow cover will influence the energy
balance of urban regions, affecting the albedo and, dur-
ing periods of snowmelt, acting as a significant sink for
latent energy (Lemonsu et al. 2008). For models with
facets, the energy budgets of horizontal surfaces (roof and
road) will be the most significantly affected, with addi-
tional energy budgets for these surfaces being necessary
(Masson 2000).

Jj. Model uniqueness

Using the 31 individual characteristics to classify the
models compared (Fig. 2a), 26 unique combinations
occur (Fig. 3). This varies between model capability and
actual use (demonstrated here for a dataset termed
VL92; see section 4). For example, 21 models have the
capability to account for Q but only 7 utilize this ca-
pability for the VL92 application. Although there are
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preferred approaches (e.g., for O Tv over Tf), there is
anotable diversity; models that have a similar approach
for one aspect frequently use quite different approaches
for other model components.

3. Model inputs

Inputs of three general types are required to model
urban areas: 1) site parameters to describe the surface
morphology and materials; 2) time series of atmospheric
or forcing variables as boundary conditions; and 3) ini-
tial thermodynamic and moisture state conditions. The
complexity of urban areas and diversity of surface de-
scription methods in the 33 models results in more than
145 (or >200 if individual layer values are considered)
different parameters and state variables being needed
for all of the models. The parameters fall into nine broad
classes (Table 2). Some parameters, which are unique
to individual models, can be derived from more basic
parameters (Table 3; Fig. 4). Given the large effort
needed to collect these data over the wide range of ur-
ban areas globally, or even within individual countries
(e.g., Feddema et al. 2005; Ching et al. 2009), we encour-
age model developers to use common parameters. Also, it
is important that the parameters are clearly defined and
not open to misinterpretation (Loridan et al. 2010).

Morphometric parameters vary greatly, using either
basic information (e.g., height, width) from which re-
quired parameters are calculated (e.g., canyon aspect
ratio, sky view factor), or the ‘‘higher” level parameters
as the inputs. Table 2 lists basic parameters from which
higher-level parameters can be calculated.

Urban material related parameters are required to
account for radiative transfer (e.g., albedo, emissivity)
and thermal characteristics. Because of the different
ways to describe the surface (Figs. 1, 2), there are vary-
ing numbers of models that use particular parameters
(Table 2). All models use some form of albedo but this
may be a single bulk albedo («,,), or albedos for the roof
(ay), wall («,,), road (a,) and so on. Thermal properties
are specified explicitly either relative to mass (specific
heat capacity) or volume (volumetric heat capacity), or
implicitly from model lookup tables.

As noted in Fig. 2, Qf is dealt with in a variety of ways.
For those using a fixed value, a model parameter has to be
specified or alternatively, internal building temperature
may need to be specified (in Table 2, it is included under
temperatures but could be specified under Qp).

Temperatures are required for many models. These
may be initial state conditions (e.g., facet temperatures),
which will evolve during the run, or require model spinup
of sufficient time, or may be fixed for the duration of the
run (e.g., deep soil temperature). In many applications, it
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TABLE 3. Fundamental morphometric parameters (units of meters) that can be used to derive dimensionless morphometric parameters.
Also shown are thermal parameters. Note many different names are used for the same parameters. Refer to Fig. 4 for further definitions.

Parameteralternative names Symbol Derivation
Fundamental morphometric parameters (m)
Mean building height ZH
Zn

Mean building length T Ly = M = /LTLV
Mean building width Xy : 2n

n = all relevant directions for weighting
Mean canyon width n

o . W N W W)
Xy _ L=t =/

Mean building separation Wy = + =/ WxWs
Mean block length D = [ 5
Mean canyon length Dre o T W

Derived morphological parameters

Canyon height-to-width ratio A =M
i As S Wiy

Canyon aspect ratio Y
Plan area ratio 5
Roof area ratio Ly

. ’ Ap Ap=—=5=
Building coverage ratio P DZX_Y
Building fraction

WD+ WL
Road area fraction A At
Dzw
Frontal area index A Ay 2y Lyy
Building frontal density & E Di’T’
2(Ly+Ly)z

W i iz e o i L 48

all to nonbuilt horizontal area AWNB AwnB WD, TW,L,

Thermal parameters: fundamental
Density (kg m ) p
Specific heat (J kg ' K™") ¢
Thermal conductivity (W m ' K™') A
Thermal parameter: derived

Volumetric heat capacity (J m * K™") C = pc

is likely to be difficult to have realistic or observed values  to ensure that the temperature profiles are stable and
to meet the need for the temperature profile within a  representative of expected conditions.

building or the soil to be prescribed. This may mean that For the models that use a vegetation tile, all the
some models require a long initialization period (spinup) parameters required are not summarized in Table 2.

FIG. 4. Definitions of fundamental morphometric parameters (see Table 3). Note that with
changing wind direction the frontal area index will vary.
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F1G. 5. Urban land-surface schemes simulate exchanges between the urban surface and the first layer of larger-scale atmospheric models. The
observed fluxes and the forcing data are representative of the same level since they are above the roughness sublayer or blending height.

Parameter values, based on class selection, have been
determined for extensive nonurban vegetated areas, and
are assigned through model lookup tables. Model users
have selected the vegetation class (e.g., grassland, de-
ciduous or evergreen woodland, and/or bare soil) that
they think is most appropriate in relation to the urban
region they are modeling.

Soil moisture characteristics require both initial values
and fixed parameters. These state variables have similar
constraints and implications to that of the temperature.
As urban areas often have disturbed soils and additional
materials mixed into the media, it may mean that adop-
tion of rural soil physical properties for parameters is not
appropriate.

4. The International Urban Energy Balance Model
Comparison Project

The methodology adopted here follows that of PILPS
(Henderson-Sellers et al. 1993), which provided insight
into both the models and real world processes. This allows
the relative importance of key parameters to be deter-
mined and an assessment of the level of complexity re-
quired to produce reliable results. The International Urban
Surface Energy Balance Model Comparison Project has
been endorsed by the Global Energy and Water Cycle
Experiment (GEWEX) Global Land-Atmosphere Sys-
tem Study (GLASS) and World Meteorological Organi-
zation Expert Team on Urban and Building Climatology.
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The procedure for the comparison requires individual
modeling groups (users and/or developers) to run their
model(s) offline using forcing data provided for the top
of the model, as would be provided by an atmospheric
model (Fig. 5). This implies that parameter values should
be representative of the observational footprint (see dis-
cussion in Masson et al. 2002). There is no feedback to
larger-scale conditions within the modeling domain, so no
larger-scale advection can occur, as would be present in
a mesoscale or larger-scale model. The temporal resolu-
tion of analysis is typically 30 or 60 min, but individual
models may be run at higher temporal resolution (1.5—
300 s) and then average or sample their data back to the
specified time interval of analysis (60 min). The spatial
scale for both the measurements and models is the local
or neighborhood scale (10°~10* m). However there is no
actual grid size because the models are run in single
column mode. The observed fluxes and the forcing data
are taken from tall towers that have the sensors located
above the roughness sublayer (Grimmond and Oke 1999b;
Roth 2000; Masson et al. 2002; Grimmond et al. 2004;
Grimmond 2006). This height is equivalent to being above
or at the blending height and is typically taken as the first
atmospheric layer in mesoscale or larger-scale models
(Fig. 5). The rationale for offline simulation is that al-
though larger-scale circulation models may be accurate at
the macroscale, their outputs will often be incompatible
with those required as inputs to mesoscale urban surface
models (Pitman et al. 1990). Equally, running such models
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offline prevents feedbacks between climate and land
surface, meaning that the sensitivity of the land-surface
schemes themselves can be examined while the overly-
ing atmospheric conditions are effectively held fixed
(Wilson et al. 1987; Henderson-Sellers and Dickinson
1992).

The forcing data provided to participants were col-
lected from a light industrial site in Vancouver, British
Columbia, Canada (termed here VL92; Voogt and
Grimmond 2000; Grimmond and Oke 2002). All obser-
vational data have measurement errors. These are associ-
ated with instrumental errors, instrument siting, fetch, flux
corrections, lack of energy balance closure, and neglected
terms etc. (e.g., Offerle et al. 2005; Grimmond 2006).
This dataset was chosen as it has been used previously by
a number of groups to evaluate their models (Grimmond
and Oke 2002; Masson et al. 2002; Best et al. 2006;
Krayenhoff and Voogt 2007; Oleson et al. 2008a). This
meant that parameter values were reasonably well known.
Also, the observed fluxes were provided so no model/
group had an advantage from previous knowledge of
this data.

The observations used in the evaluation consist of
Q*, Qp, and Qf plus AQg determined as a residual
(Grimmond and Oke 1999a). During the observations
(14 days in August 1992), the area was in drought and
there was an irrigation ban in the city that was adhered
to (Grimmond and Oke 1999c¢). The area is characterized
by little vegetation (<5% plan area cover) and the soil
moisture was very low at the time of data collection
(Grimmond and Oke 1999a,c), making Qf at this site
small relative to the other fluxes (Table 4). The sum-
mertime conditions are expected to be associated with
low Qp as the area did not have extensive use of air con-
ditioning or other significant sources of Q. This would be
expected to be more significant in the winter but is not
considered here as no observational data were available.

The purpose of this comparison is not to identify the
best model, but to understand model errors related to
the type of approach taken (Figs. 1, 2). Each model was
assigned a random identifier number, which is used in
the subsequent analysis of the results to ensure ano-
nymity. The returned simulation data from each of these
models were used to perform a series of statistical an-
alyses to evaluate model performance (Table 5).

5. Results from VL92

Using the VL92 dataset, 33 different models/versions
of models were analyzed (Table 1). Modeling groups
assigned parameter values and initial state conditions
they thought appropriate. Of the 33 participants, 20
chose to rerun their models subsequent to their initial
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submission and based on developments of their models
during the period of the model comparison, thereby
improving performance. Of those who did, 16, three, and
one groups reran their models once, twice, and three
times, respectively, with a decrease in the root-mean-
square error (RMSE) in all cases except for the minimum
values for O and AQg, which remain the same (Table 4).
The remainder of this paper evaluates the performance
based on the final run results only.

As noted, this site has been used to evaluate model
performance in previous studies (Table 4). These eval-
uations are not directly comparable to the current data
as the same forcing data were not used in all the studies,
and the time periods are not consistent, unlike the cur-
rent comparison where all models have followed an
identical protocol. However, comparing those results
with the “final” runs presented here we can see that the
results are similar. As with the overall cohort of models
participating in the International Urban Model Com-
parison, there is some suggestion that model performance
may have improved in the current (final) runs.

For O* the models, on average, have a smaller sys-
tematic RMSE (RMSEy) than unsystematic RMSE
(RMSE,; Table 4). However, the maximum RMSEg
(81.9 W m?) is the same order of magnitude as the
maximum RMSE,, (80.7 W m™?), suggesting there are
problems that could be fixed, for example, by changing
parameter values. For Oy, the mean and maximum RMSEg
are larger than the RMSE, also suggesting that model
results might be improved.

The ranked performance of the individual models,
based on RMSE calculated for the 312-h dataset, for the
four fluxes is shown in Fig. 6. No individual model per-
forms best or poorest for all fluxes. For each flux, when
models are ordered from best to poorer performance, in
the better performing models there are small differences
in RMSE. However, there is a point of step drop in
performance: for Q* five models performing less well;
for Qy;, 15 models show distinctly poorer performance.

The encouraging performance for Qg, with small
RMSE values and only two models performing notice-
ably poorer, is a function of its small flux (Table 4).
When a normalized Taylor (2001) plot is considered
(Figs. 6e-h), where the ideal model would fall at the
square (the observations), Q is the least well modeled
(Fig. 6h). For Q*, the models cluster most closely to the
observed value, except for the five outliers already iden-
tified. Again for Q*, all models have a correlation co-
efficient (r) of greater than 0.95 except for one, which has
an r value of over 0.9. Itis interesting that there is less of
a step drop in AQg model performance but an almost
constant correlation coefficient for all models (~0.9).
Also Qg has an almost constant correlation coefficient
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TABLE 4. Summary of the mean, maximum, and minimum statistical performance (see Table 5 for definitions of statistics) across
33 models when compared with the VL92 dataset for all hours (7 = 312 h). Also, RMSE statistics are displayed for the first run of the
models. RMSE values from previous evaluations using VL92 data for all hours (note these are not directly comparable as different time
periods and forcing data are used in some cases): 1 indicates Grimmond and Oke (2002); 2 indicates Masson et al. (2002) for periods 223—
236,225-231, and 232-236), respectively (the asterisk denotes combined Qy + Qf): 3indicates Best et al. (2006) tile 1 and 2, respectively: 4
indicates Krayenhoff and Voogt (2007) LI1 (original simulation) and LI2 (with parameter adjustments), respectively, for TUF3D for
0300-2100 on day 227: 5 indicates Oleson et al. (2008b) for periods 225-231 and 232-236, respectively.

Statistic (0) Ou AQg O
T, (Wm?) 131.2 7.8 2.4 15.5
Tops (W m™?) 217.6 89.2 133.0 21.0
Toog (Wm™?) Max 193.6 208.5 83.9 30.7
Min 84.4 49.8 -15.3 0
Mean 1337 113.6 133 7.4
Timod (W m™?) Max 268.6 197.4 187.3 34
Min 153.8 67.7 41.5 0
Mean 231 120.5 119.2 8.8
R? Max 0.99 0.85 0.88 0.39
Min 0.85 0.61 0.45 0.01
Mean 0.98 0.8 0.79 0.25
RMSE prior runs (W m?) 1 — 49 - 20
2 59,57.59 76, 97, 50% 91, 105, 66 —
3 69,71 56,43 103, 81 27,24
4 402,311 138.5,107.4 109.9, 98.1 s
5 34,34 81,49 86, 59 16,23
*RMSE first run (W m " ?) Max 1779 2333 311.4 157.4
Min 28.4 393 49.1 17.2
Mean 58.4 95.5 87.8 30.3
RMSE final run (W m?) Max 92.3 183.1 1157 315
Min 21 36.8 49.1 17.2
Mean 47 81.7 77.8 23
RMSEs (W m?) Max 81.9 163.8 1115 26.1
Min 42 6.8 16 48
Mean 30.3 58.9 54.8 19.8
RMSE,, (W m?) Max 80.7 81.8 79.3 27.6
Min 18.1 322 15.7 0
Mean 33.6 53 50.6 7.4
MAE (W m?) Max 76.6 136.7 89.7 21.4
Min 154 247 33.1 115
Mean 37 571 575 15.6
MBE (W m?) Max 62.4 136.7 41.4 152
Min —46.9 -22 571 -15.6
Mean 27 44.1 =309 -83
d Max 1 0.95 0.96 0.78
Min 0.94 0.66 0.58 0.42
Mean 0.99 0.86 0.88 0.54

for all models (~0.9). Based on the index of agreement
d, on average model performance is best for O*, followed
by AQg, O, and Qf (Table 4). This ranking is retained
when the best overall performance (maximum d) of any
model for each flux is considered.

Models need to respond to changes in exchange pro-
cesses through the course of the day. Of interest, for
example, is whether they resolve peak radiant and tur-
bulent heat fluxes during the day as well as fluxes at night
when shortwave radiation does not need to be consid-
ered. When the data are analyzed by time of day, RMSE
is larger during the day (Fig. 7) as expected because of its
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larger absolute magnitude. Figure 7 shows results for
three time periods: 1) day (1 h after Q* =0 W m™?),2)
night (1 h after Q* = 0 W m™?), and 3) transition (re-
maining hours when Q* is going through 0 W m™?). The
five models with the largest RMSE for daytime Q* (Fig. 7),
are the same as those for all hours (Fig. 6), although
the ranked order differs slightly. The transition hours
are particularly problematic for these models. The two
poorest performing in the daytime are among the six-
poorest performing at night.

The observed fluxes of Qy may be underestimated
on some occasions because of advection caused by sea
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TABLE 5. Statistics used to analyze model performance (Willmott 1981; Jacobson 1999): P; and O; = predicted and observed values;
n = number of data points; ¢; = P; — O;P; = a + bO; (where a and b are the intercept and slope of regression line between O and P).

Statistic Description/equation
X Mean = z—
o Std dev ’(P Py
n n
ZI" OP. — zl:loi 21=1Pi
R Correlation coef (Pearson’s) R= ki 4
n 2 n
n el n P
\/ZIIOI; _ (ZI;II ,) Z’_:l P (2:: ,)}

R? Coef of determination R?
RMSE Root-mean-square error RMSE = [n b 2 l(e) ]

"o 0.5
RMSEj Systematic RMSE RMSE, = [n" > B 0‘.)2]

noo 0.5
RMSE, Unsystematic RMSE RMSEU = [n ! ZH(P,. — P,.)z]
MAE Mean absolute error MAE =n"! zl - el
MBE Mean bias error MBE =n"! zi:, e =2F -0

zn 4

d Index of agreement d=1- =1 €

7T =e —
2.(10,- 0| + P, DI}

breezes (Masson et al. 2002). For Q the daytime errors
are largest. At night the models generally do well almost
across the board but the absolute values of the fluxes are
smaller (Fig. 7). The daytime RMSE for Qy; is larger than
for Q* for all models. The RMSEg tends to be greater for
Qy than for Q*. For the most poorly performing models,
RMSE; is generally larger than RMSE; (Fig. 7, circles
plot above triangles).

Using the model classifications (Figs. 1, 2) we can
evaluate whether particular approaches result in clear
improvements in performance. It should be noted that
the options used by groups were not always their most
complex (cf. capability with VL92 options used in Figs.
2,3). Two sets of statistics are used: RMSE and the mean
bias error (MBE) for day and night (Figs. 8, 9) with re-
sults for each model shown as a point for each class and
category (Fig. 2). The range, interquartile range (IQR),
and mean and median performance of the category
within the class can be compared. Perfect performance
would have an RMSE and MBE of 0 W m 2. Given the
relative magnitude of the MBE for nighttime Qf (<|12|
w m"z), these results are not considered further here.
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First, the method to represent vegetation (V class 1) is
considered. Of the 18 models that have the ability to
include vegetation as a separate tile (Vs; Fig. 2), five did
not. Six additional models have integrated vegetation
(Vi) within their urban surface. For the VL92 runs,
a total of 14 models do not consider vegetation (Vn).
The IQR of RMSE (bars on Fig. 8) is smaller in the
daytime for O*, Oy, and AQg when vegetation is included
as a separate tile (Vs). In the daytime, not including veg-
etation (Vn) results in the largest RMSE medians (Qy =
181, AQs = 136, Q* = 59, and Qr = 36 W m™?) and
MBE medians (Q = 158 W m™ %, AQg = —107, Q% = 42,
and Qg = —28). For daytime Q4 and Q% the tiled ap-
proach (Vs) has the smallest RMSE (median = 71 and
46 W m 2, respectively) and MBE (median = 18 and
—14 W m ™2, respectively), whereas the integrated vege-
tation (Vi) has the lowest individual RMSE values for
O* and AQg. For daytime Qp, the RMSE and MBE are
best for Vi (median = 27 and 3 W m ™2, respectively). At
night for Qy, the performance is poorest for those
models that assume a separate tile (Vs; median RMSE =
19 W m 2, MBE = 17 W m™?) and best for Vi models
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FIG. 6. (top) Ranked RMSE (W m™2) and (bottom) normalized Taylor diagrams associated with each model for
the whole time period. Each model is randomly assigned a number and symbol. The key for the symbols is shown in
(c). (a),(e) Net all-wave radiation, (b).(f) turbulent sensible heat, (c).(g) latent heat, and (d),(h) storage heat fluxes.
The dotted line is the mean RMSE. The Taylor plots display the correlation coefficient in relation to the polar axis
comparing hourly values, the normalized standard deviation in relation to the horizontal axis and the normalized
RMSE in relation to the internal circular axes (Taylor 2001); (N = 312 h).
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day (see text) for (a),(d) day, (b),(e) night, and (c).(f) transition time periods. Circles and triangles are RMSEg and
RMSEy, respectively. The mean observed flux (W m™?) is for each period is given.

(median RMSE = 14 Wm ™2, MBE = -2 W m?).
However, for Q*, Vi and Vn have similar performance
(median RMSE Vi = 16,Vn = 19;MBE: Vi= —11,Vn =
-8Wm™).

Examining the combination of model characteristics
(Fig. 3) shows that for those that do not take into ac-
count vegetation, Vn, share only one common charac-
teristic: their calculation of AQg via conduction or net
radiation (class 8, Sc, Sn). However, many models that
doinclude vegetation (Vs) also use this approach to heat
conduction (Sc), so this is not likely to be a primary co-
explanation. Not including vegetation even in this area
where there is very little, and where the measured Q. is
small relative to the other fluxes, appears to impact the
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ability to model O* and Qy, with a resulting poor per-
formance also in AQg.

The VL92 site also has low Q. Most groups assumed
it is negligible (ANn) with only seven groups explicitly
including the flux (Fig. 2). Those that have considered
it have taken a wide range of approaches but because
of the small numbers they are grouped together into
one class for analysis (ANm). Similarly, different
temporal approaches to modeling Q- (Tf, Tv) are used
but the small number of models per class means anal-
ysis is the same and so is not shown separately. In the
daytime, median RMSE and MBE are smallest for
all fluxes when Q is ignored (ANn). This differs for
nighttime fluxes however, where ANm models have
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FIG. 8. RMSE (W m?) for each of the seven categories (see Fig. 2 for key) (left to right) AQs, Q ., Qy;, and Q* for
(top) day and (bottom) night. Each dot is a model, the shaded bar shows the 25th and 75th percentile, and the line
indicates the median and the “x’’ the mean. The maximum and minimum are indicated by the triangles. Note that the
vertical scale varies between graphs. Mean observed fluxes for Qs 28.6 (day) and 3.9 W m % (night) and for AQg is
191.7 (day) and —70.7 W m ™2 (night). For Q* and Qy, see Fig. 7.
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the smallest RMSE and absolute MBE for all fluxes
except Op.

The model combinations in Fig. 3 show that those
models that use an internal temperature (ANi) tend to
have a fixed or variable temporal variation in QO (class 3,
Tf, Tv), an urban morphology that is multilayered (L4
L7), and a surface albedo—emissivity that has three or
more facets (class 7, AEf).

The urban morphology (class 4, L) has a relatively
large within-class difference (range of median RMSE:
98 W m 2 and MBE: 130 W m?) for the daytime Q.
For both RMSE and MBE, there is no clear best per-
former of models across all fluxes (best for RMSE me-
dian: Q* = L3, Oy = Lm and L1, Qg = L3, AQg = L1;
best for MBE median: AQg = L1, Qi = Lm, Q% = L1,
Qf = L1; Figs. 8,9). At night, multilayer models (Lm =
L4-L7) perform best for Q*, Q, and AQgbased on MBE
(median Q* = —1,Qp = —1, AQs = 6 W m ™). The ur-
ban morphology classes have few common characteristics,
although all L1 models use a single reflection and a bulk
albedo and emissivity. In addition, and by definition, L3
and all Lm models have three facets for albedo and
emissivity.

With respect to the categorization based on facets and
orientation (FO class 5), the largest difference is for the
simulation of daytime Q (difference between category
medians ARMSE of 96 W m™%, AMBE = 129 W m™?).
Those that treat the surface as a whole (FO1) have the
lowest daytime RMSE for Oy and AQg (although for
Qp, median RMSE for FO1, FOo, and FOi differ by
<8 W m > while it is lowest for FOo and Q*and for FOIi
and Q). At night, the lowest median RMSE is: Q% =
FOo, Oy =FOl,and FOn, Qf = all groups equal, AQs =
FOn. There is no consistency in groupings with the
smallest daytime MBEs (Q* = FOn, Q; = FOI, Qf =
FO1, AQs = FOo). Except for Q*, during the daytime,
models that simulate a canyon but have no associated
orientation (FOn), have the largest biases (Q;: positive
bias, O and AQg: negative bias) and these are likely to
be complementary. At night, models that incorporate
orientation and intersections (FOi) have the smallest
bias, again except for Q*, where it is FOo models (al-
though differing by just 1 W m~2 when compared with
FOi). In the daytime, for Qy, the median RMSE per-
formance improves from FOn, FOo, FO1, and FO1 (165,
77, 74, and 69 W m 2, respectively); and for Q% im-
proves from FOi, FOn, FO1, and FOo (67, 52, 46, and
43 W m ). The unique combinations that these cate-
gories of models have in common include those that treat
the surface as a whole (FO1), have no anthropogenic
heat fluxes calculated (ANn) and, obviously, have just
a slab surface morphology, single reflections, and a bulk
albedo and emissivity. Models that include orientation
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(FOo, FOi) all assume three or more facets for albedo
and emissivity (AEf; as would be expected). Models
without orientation (FOn) largely utilize conduction
methods to calculate the storage heat flux (Sc).

When the models are classified based on the number
of reflections used, there are large within class differ-
ences (ARMSE = 89 W m ™2 for daytime Q; Fig. 8).
This is also the largest difference for the MBE (AMBE
109 W m™ % Fig. 9). During the day, models with a single
reflection scheme (class 6, R1) perform best for all fluxes
except Qf (median RMSE AQg = 98, Oy = 73, Q% =
46 W m™?). The daytime MBE is smallest for Q* models
that calculate single reflections (Rs; median MBE Q* =
—14). Generally, during the daytime the models that have
infinite reflections (Ri) perform least well for Q; and Q,
(median MBE Qy = 147, Qg = =27 W m ™% median
RMSE Qy, = 162, Q; = 35 W m ™ 2); there are also neg-
ative median MBE:s for all classes for Qx and AQ,, while
Qp and O* have a positive bias, with the exception of
the single reflection class and Q*. This suggests that the
single reflection models may not allow enough radiation
to be absorbed in comparison with observations. For AQg
and Q, RMSE increases with the number of reflections
modeled.

At night, models using increasing numbers of reflec-
tions have smaller RMSE for Q* (Q*: Ri = 13, Rm = 20,
R1=28 W m_z); whereas, the situation reverses for Q;
and Qp, with those modeling fewer reflections yielding
better results (Qz: Ri =27,Rm = 18, R1 = 17 W m ™ 2).
For the calculation of Q* at night, the Ri type models
perform best with the lowest median RMSE and MBE
(RMSE = 13, MBE = 4 W m?). However, as for day-
time, superior performance for one flux is accompanied
by poorer performance in another. All approaches have a
similar sized negative MBE for nocturnal AQg (median
from —21 to —22 W m2). The MBE for single re-
flections suggests that the surface temperature is too
high, but correcting the bias during the daytime is likely
to increase the nocturnal surface temperature, so there
may be other issues with the models that use this method.
Compensation also occurs between Q* and Qy most
particularly at night. All schemes with infinite reflections
(Ri) have three facets for albedo and emissivity (AEf).

The differences within groups of models are amongst
the greatest when stratified based on specification of
albedo/emissivity (class 7, AE). In general, using a bulk
albedo—emissivity (AE1) results in better performance
for all fluxes during the day based on median RMSE
and MBE (median MBE AQg = —23, O* = 3, Q. = 10,
QO =28 W m?). Models using two facets (AE2) tend
to have the poorest daytime performance (except for
Q* where median MBE for all groups is similar). At
night, the differences in median MBE are smaller (Q;:
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AE2 = 14, AEf = 16, AE1 = 9; O*: AEl = —14, AEf =
—13, AE2 = —17 W m?). In this evaluation, where
buildings are small and widely spaced, the ability to dis-
tinguish different facet characteristics of albedo and emis-
sivity is not important. However, where buildings are
taller, more tightly spaced, and/or constructed with very
different materials, this result may not necessarily be the
same. It is also important to remember that depending on
the intended application, the ability to change facet ma-
terial characteristics may be very important; for example,
for scenario testing (e.g., for urban heat island mitigation).

Classifying models based on method used to calculate
AQgs (S class 8) has a relatively small difference in the
median RMSE and MBE for all fluxes. Again the biggest
difference in performance is associated with daytime Q
(52 and 74 W m~? for RMSE and MBE). The daytime
Q* differences are 6 and 12 W m 2 for RMSE and
MBE, respectively; these are the smallest within-group
differences in median for Q* across the classes. The
residual method (Sr) performs better during the daytime
for all fluxes except Q* daytime (median MBE: Qy =
27, 0% =6,0r = —11,AQs = =30 W m_z) and for all
nighttime fluxes (median MBE: Qy; = 11, Q. = 4,AQs =
—5,0% = —5 W m™?). The Sc models often assume three
facets (AEf) without orientation (FOn).

If the 31 different classes are considered, the best per-
formance during the daytime for Q* is from the FOo
class (median RMSE of 43 W m~?). There are two
classes with an absolute median MBE of =3 W m 2
(L1, AE1). There are six models with both these charac-
teristics (Fig. 3). For daytime Qy, there are four classes
with an MBE of <20 W m ™2 (Vs, Lm, FO1, FOi). There
is only one model with all of these (viz., Vs, Lm, FOIi). The
best overall performance for daytime Q, based on me-
dian RMSE, has a value of 69 W m ™2 (FO1), but there are
seven other classes within4 W m ™2 of this (Vs, Vi, Ls, Lm,
R1, AEL, Sr) and three additional classes within 7 W m >
(ANm, FOo, FOi), thereby accounting for all seven major
classes (Fig. 2). No models have all of these character-
istics, while two have five of them but do not generally
fall within the group of best-performing models.

At night, best performance for Q* is associated with
ANm, Lm, Ri (median RMSE 11-13 W m~? and/or
median MBE < [4| W m™2) and for Q,; with Vi, Lm, and
FOi (median MBE = -2, —1, and —6, median RMSE =
14, 27, and 27 W m 2, respectively). The Sr and Sc
models have a similarly good RMSE (17-18 W m ™ ?).

For daytime Qp, best overall performance is from Ls,
FO1, AEL, Vi, FOi, and R1 (median MBE < [10] W m ™).
For daytime AQg, models with median RMSE < 96 W m >
are Vi, Ls, FO1, AEL, and Sr but based on the absolute
MBE, the best-performing models are FOo (median
MBE = =[10| W m"z), and FO1, AEL, Sr, Vi, Lm, and
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Ls (median MBE < [30| W m~?). At night, Lm, ANm,
FOi, Sr, and Vi models perform well based on median
MBE and RMSE (<|4| and/or <22 W m"?).

6. Conclusions

Urban surface—atmospheric exchanges are modeled
for a wide variety of applications. The large set of
models, examined here, have a range of approaches,
complexities, and parameter requirements. Through
the first stage of the first international model compar-
ison reported here, significant model developments have
taken place and improvements in model performance
have resulted.

Evaluation of 33 models, with Vancouver (VL92) data,
shows that generally models have best overall capa-
bility to model Q* and least capability to model Qf
(order Q*, AQg, Oy, and Qp; Table 4). No model per-
forms best or worst for all fluxes. In particular, it seems
to be difficult to minimize both Q* and Q4 errors. There
is evidence that some classes of models perform better
for individual fluxes but not overall. Typically, those that
perform best during daytime do not perform best at night.

The daytime RMSE for Qy; is larger than for Q* for all
but four models. These four are characterized as having
amongst the four largest O* RMSE values. For RMSEg,
there is the tendency for Qy; errors to be greater than for
Q%*, although there are more cases where the errors are
similar. The unsystematic errors are generally smaller
than systematic errors, particularly for the most poorly
performing models. For most models, Q; has a positive
MBE, which observational errors may contribute to.

Seven characteristics (relating to vegetation, Q, mor-
phology, facets and orientations, reflection, albedo and
emissivity, and AQy) are used to classify each model. Some
of the greatest differences in model performance are
found between classes of model that treat vegetation and
reflections differently. Some of the smallest differences
relate to approaches used to calculate the AQg followed by
urban morphology. Not including vegetation, even at a site
with limited vegetation, yields the poorest performance
for all fluxes during the day (in terms of RMSE) and for
Qp at night. During the day, median RMSE for models
that do not include Qp is similar (or better) than for
those that do. However, at night, median RMSE for
models, which include Qf shows better performance
for O*, Qpu, and AQs. Models that account for urban
morphology orientation, and also intersections, often
have slightly better performance than schemes that
do not (e.g., Qy in the daytime). The addition of in-
tersections, however, does not always improve perfor-
mance appreciably and in some cases has a negative
impact on model performance.
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The results for reflection schemes vary between day
and night and with statistical measure (RMSE or MBE).
In general, using a bulk albedo—emissivity results in bet-
ter performance for all fluxes during the day. Classifying
based on method used to calculate AQg has the smallest
difference in the median of the RMSE and MBE of all
classes. The residual method performs better during the
day for all fluxes, while at night, differences are less sig-
nificant. Class combinations show no models display all
characteristics associated with strongest performance,
although two display a large proportion of these. In
general, the simpler models perform as well as the more
complex models based on all statistical measures.

These results are based on a short time series for one
urban location. In phase 2, the same models will be eval-
uated using a second dataset (Grimmond et al. 2009b).
These results raise a number of questions that will be
considered, with different flux partitioning, a wider
range of conditions, and a longer time series. Of par-
ticular interest is whether the same models and classes
perform well; whether the relative ability to model the
individual fluxes remain the same; and whether it is
possible for any class of models to minimize errors in
both O* and Q.
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1. Introduction wide range of different land surface types (e.g. deciduous
trees, coniferous trees, grasses, bare soil, and urban).
They provide the lower boundary conditions (fluxes)
to meso- and global-scale atmospheric models and are
W O P— forced with .meteor.ology from the overlying atmospheric
King's College Lon don. London WC2R 2LS. UK. * model. A wide variety of approaches are taken to model
E-mail: sue.grimmond @kcl.ac.uk the influence of the underlying land surface type. To

Land surface models (LSMs) parameterize energy ex-
changes between the surface and the atmosphere for a

Copyright © 2010 Royal Meteorological Society
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model the exchanges for an urban environment, LSMs
range from a relatively simple representation of the urban
environment as an impervious slab to models that take
into account the 3D geometry of buildings with vary-
ing heights and material characteristics (Grimmond er al.,
2009, 2010). During the process of simplification inherent
to modelling, urban LSM (ULSM) developers have also
chosen whether or not, for example, to include turbulent
latent heat and/or anthropogenic heat fluxes. Increasing
complexity, however, comes at the cost of both greater
computational requirements and the number of parame-
ters requiring specification. As even the most complex
models do not include the complete specifications of all
exchange processes, of interest is what level of improve-
ment in performance, if any, is obtained with increased
complexity.

Previously ULSMs have been evaluated individually
against observational datasets of fluxes (e.g. Grimmond
and Oke, 2002; Masson et al., 2002; Dupont and Mes-
tayer, 2006; Hamdi and Schayes, 2007; Krayenhoff and
Voogt, 2007; Kawai et al., 2009; Loridan et al., 2010a,
2010b; Porson et al., 2010). Although providing use-
ful insights, these studies lack a structure that facili-
tates robust intercomparison. Here the principles of the
project for intercomparison of land surface parameteri-
zation schemes (PILPS) (Henderson-Sellers et al., 1993,
2003; Irranejad et al., 2003) are followed. This paper,
the second in an international model comparison study
(PILPS-urban), evaluates ULSM in a common and con-
sistent manner. In the first paper (Grimmond e al., 2010),
results from an evaluation that used a short dataset
(14 days) for a known site were presented (hereafter
called Phase 1). By knowing the site location, a mod-
eller should be able to assign more appropriate parameter
values. Here the results from a comparison of 32 urban
LSM (Table I), which represent a range of approaches
(Figure 1), are analysed for a longer dataset (16 months)
with the participants initially not knowing the location
of the site beyond its designation as urban (hereafter
called Phase 2). The Phase 1 and 2 sites have very
different land cover, most notably the amount of vegeta-
tion (less/more, respectively), and land use characteristics
(industrial/residential, respectively). All participants in
the second phase had to have completed Phase 1 (Grim-
mond et al., 2010); one model from Phase 1 is not part
of Phase 2. Phase 2 was structured into four stages cor-
responding to the controlled release of information about
the site to enable a comparison of the importance of the
parameters for each of the models. Although each group
is informed how their own model performs, each one is
not told about individual performance of other models.

The objectives of this paper are

—

. To evaluate the ability of ULSM, in general, to
model urban energy balance fluxes when provided
with varying degrees of information about the urban
environment.

. To evaluate the performance of models with similar
characteristics and complexity.

3]
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3. To reveal opportunities for future improvement of
ULSM.

The first objective aims to highlight what might be
expected in terms of ULSM performance when modelling
urban energy balance fluxes for an area when only limited
information is available about the site. With a steady
release of surface characteristics it is possible to assess
what surface information is most critical for optimal
model performance. With these results it is also possible
to address the second objective, the results of which will
aid users in assessing what type of modelling approach
is most appropriate for further development or for a
particular application.

2. Methodology

To participate in this comparison a model had to simu-
late urban energy balance fluxes from the forcing data
provided (Table II). The urban energy balance for these
purposes is defined as:

Q"+ Qr=Qu+Qr+AQs (1)
where Q is the net all wave radiation flux density which
consists of the incoming shortwave (K;) and longwave
(L) radiation, which was provided as part of the forcing
data, and the outgoing shortwave (K4 ) and longwave (L)
radiation which have to be modelled as:

0*=K, —-Kp+(@L,—-Lyp 2)
The anthropogenic heat flux (Qr) may be modelled,
prescribed, or ignored. All models have to simulate the
turbulent sensible heat flux (Qy), but the turbulent latent
heat flux (Qg) is neglected by some (Figure 1). All
models calculate the net storage heat flux (AQs). The
advective flux is not included in the energy balance at
this scale, although it does not mean that advection does
not exist. The micro-scale advection should be included
within the sub-grid surface flux parameterizations. At the
meso-scale, the inter-grid variations would be resolved
by the overlying atmospheric model. Here, the ULSM are
run independently of any large-scale model (i.e. offline).
This is to ensure that the model performance evaluates
the ULSM and not any compensation occurring within a
larger scale model. It also ensures that the atmospheric
conditions are fixed and independent of larger scale
model performance. Similarly, this comparison neither
evaluates the facet or micro-scale energy balance fluxes
nor the vertical profiles within the urban canopy of the
mean meteorological variables that some of the models
are capable of calculating. Here we discuss only the
results for the directly observed fluxes, so the storage
heat flux and anthropogenic heat flux are not discussed.
These will be discussed in future papers.

To conduct this comparison, the principles of the
PILPS are employed. At the completion of each of the
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Table I. The number of versions of each model used in the comparison and number of groups using it.

Code Model name References Versions Groups
BEP02 Building effect parameterization Martilli er al. (2002) 1 1
BEP_BEMO08 BEP coupled with building energy Martilli et al. (2002); Salamanca 1 1
model et al. (2009, 2010); Salamanca
and Martilli (2010)
CLMU Community land model — urban Oleson et al. (2008a, 2008b) 1 1
IISUCM Institute of industrial science Kawamoto and Ooka (2006, 1 1
urban canopy model 2009a, 2009b)
JULES Joint UK land environment Essery et al. (2003); Best (2005); 4 2
simulator Best er al. (2006)
LUMPS Local-scale urban meteorological Grimmond and Oke (2002); 2 1
parameterization scheme Offerle et al. (2003); Loridan
et al. (2010b)
NKUA University of Athens model Dandou et al. (2005) 1 1
MORUSES Met Office reading urban surface Harman et al. (2004a, 2004b); 2 1
exchange scheme Porson et al. (2010)
MUCM Multi-layer urban canopy model Kondo and Liu (1998); Kondo 1 1
et al. (2005)
NJU-UCM-S Nanjing University urban canopy Masson (2000); Kusaka ef al. 1 1
model-single layer (2001)
NJUC-UM-M Nanjing University urban canopy Kondo et al. (2005), Kanda 1 1
model-multiple layer (2005a, 2005b)
NSLUCM/ Noah land surface Kusaka er al. (2001); Chen et al. 3 3
NSLUCMK/ model/single-layer urban canopy (2004); Loridan et al. (2010a)
NSLUCM- model
WRF
SM2U Soil Model for submesoscales Dupont and Mestayer (2006); 1 1
(urbanized) Dupont et al. (2006)
SNUUCM Seoul National University urban Ryu et al. (2009) 1 1
canopy model
SRUM2/ Single column reading urban Harman and Belcher (2006) 4 1
SRUM4 model tile version
SUEB Slab urban energy balance model Fortuniak (2003); Fortuniak er al. 1 1
(2004, 2005)
SUMM Simple urban energy balance Kanda er al. (2005a, 2005b); 1 1
model for mesoscale simulation Kawai et al. (2007, 2009)
TEB Town energy balance Masson (2000); Masson et al. 1 1
(2002); Lemonsu et al. (2004);
Pigeon er al. (2008)
TEB-ml Town energy balance with Hamdi and Masson (2008); 1 1
multi-layer option Masson and Seity (2009)
TUF2D Temperatures of urban facets 2D Krayenhoff and Voogt (2007) 1 1
TUF3D Temperatures of urban facets 3D Krayenhoff and Voogt (2007) 1 1
VUCM Vegetated urban canopy model Lee and Park (2008) 1 1

Note these are assigned anonymous numerical identifiers in the analysis.

four stages, additional site information was provided
(Table II). In Stage 1, only the forcing data were provided
along with knowledge that observations were measured
at 6.25 times the mean roughness height (zy) for an urban
area. In later stages, more site information consisting
of basic surface cover fractions (Stage 2), urban mor-
phology (Stage 3), and characteristics of urban materials
(Stage 4) was provided. From this information, further
parameters could be derived by participants as necessary
(Grimmond ef al., 2010). After the completion of each
run, participants sent back the calculated fluxes and the
parameter values used for their model runs.
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The site selected for Phase 2 was chosen based on
having (1) a year or more of data to allow seasonality
to be incorporated into the modelling; (2) little previous
use by modelling groups to test models; (3) an almost
complete quality controlled dataset available (i.e. not just
for certain meteorological conditions only); and (4) co-
operation with those that were involved in the data col-
lection to participate in PILPS-urban.

The Phase 2 observation site was in suburban (Pre-
ston) Melbourne, Australia (Coutts et al., 2007a, 2007b).
This location was concealed from participants until the
completion of Stage 4 before which equivalent latitude
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Table II. Data provided at each stage.

Category Data provided Stage 4: Material characteristics
_ |Forcing data K. L, air temperature, station pressure, specific humidity, Wall d Cy c A
o wmf] components, rainfall 1 4040 1008.5 1.25 0.61
Z |site Latitude®, Longitude™ . 2 5400 | 14563 1.40 0.43
height: 6.25 mean roughness height 3 [ 4200 [ 10100 [ 00015 0024°
s, | Plan area 4 1250 837.0 0.67° 0.16"
2 |fraction Roof
Heights Instrument height 40 m 1 11.6 865.2 2.07 6.53
Roughness length for 04m 2 50.00 965.3 0.0071 0.025
Maximum height of roughness elements 12m 3 40.00 1880.0 1.50" 0.23"
Mean building height 64m 4 12.50 837.0 0.67° 0.16°
Height to width ratio 042 Road
Mean wall to plan area ratio 0.4 1 28.75 912.79 1.14 1.17
e | Plan area Surface cover Fraction Total 2 158.3° 840 1.05" 0.30°
& |fraction Building 0.445 Impervious 3 125° 840 1.29° 042°
& Concrete 0.045 0.62 4 650.45" 801 1.43° 3720
Road 0.130 £* brick = 1500; softwood = 560.5; hardwood = 800; concrete = 1822;
Vegetation (excl. grass) 0225 Pervious asphalt = 2100; glass = 2535.7; asbestos cement building board =
Grass 0150 0288 192 stos cement tiles = 1900; terracotta = 1700; metal = 7900
Other (bare or pools) V00> ; air = 1.29; gypsum/plaster board = 800; coarse crushed
Other Urban climate zone = 5 Population density = 415.78 km—2 rock = 1250; fine crushed rock = 1540; sandy loam = 1780
Site albedo = 0.15 __[Site emissivity = 0.973

Stage 4: details of layers components for each facet

Wall Roof Road
1| Material x| G ¢ » | d Material %] Cp | & | A" | g |Mowerial [ %] G | o [N 1d
Brick __[27.94] 8400 | 126 | 0.71 | 110 Metal __[30] 1105 | 8.73 | 7200 3.0 |Asphalt 175 | 920 | 1.10] 12 | 35
Softwood __[59.43] 19755 | LI | 0.14 | 20 Concrete [40] 837 | 152 | .10 [16.5 | Concrete [ 25 | 837.0 | 1.5 [0.87] 10
Concrete [5.37| 8370 | 152 | 087 | 100 | 2 [Terracota [20] 837 | 1.42 | 099 [16.5
Asbestos cement | 5.37 | 1005.0 [ 1.93 [ 0.58 8 | = [ Asbestos
Concrete/wood | 113 | 14062 | 131 | 079 | 60 cement |10 945 | 179 | 055 | 80
Metal 076] 11050 | 873 | 7200 | 3
Pl Hardwood 80| 1880 |1.50 [0.23 40 Air [ 851010 ] 0.0013 J0.024] 50 Coarse crushed rock
Brick 20| 8400 126 [ 071 [ 110 | Fibreglass [ 15[ 712 | 0.04 | 0.03 | 50
g Tnsulation Gair) Wood Fine crushed rock
H Gﬂsum/pluilcr board Gﬂnum/plmlcr board Soil (\andx loam)

The exact latitude and longitude (*) were not known only an equivalent for solar zenith angle is used. The material characteristics provided at
Stage 4 consisted of information for four layers for each facet (roof, wall, and road) that included: layer composition/material, layer width (d,
mm), specific heat capacity (Cp, J kg~! K~!) and volumetric heat capacity (¢, MJ m™—3 K~!) which are related through density (p, kg m—3)
and thermal conductivity (A, W m~! K~') as well as the site observed mean albedo and emissivity.

AClarke et al. (1991).

b Ochsner et al. (2001).

¢ Engineering Toolbox (2005a).
9 Engineering Toolbox (2005b).

and longitude for solar zenith angle were released. The
radiative fluxes were measured using Kipp & Zonen
CM 7B and CG4 radiometers. Temperature and rela-
tive humidity were measured using a Campbell Scien-
tific Inc. (CSI) HMP45C sensor. Both were sampled at
1 Hz and averaged to 30 min. To evaluate the modelled
fluxes, the outgoing radiation components and its net
balance were determined from Equation (2). The turbu-
lent sensible and latent heat fluxes were measured using
the eddy covariance technique. A CSI CSAT3 3D sonic
anemometer was used with a CSI krypton hygrometer
(KH20, August 2003 to February 2004) or a LI-COR
LI7500 open path infrared gas analyser (February 2004
to November 2004). They were sampled at 10 Hz and
block averaged using a CSI CR23X datalogger. The
fluxes were calculated for 30-min intervals (Coutts et al.,
2007a, 2007b). Diurnal and seasonal Qf fluxes were esti-
mated for the site, following Sailor and Lu (2004); the
estimates include sources of Qr from vehicles, buildings
(from the consumption of electricity and natural gas), and
human metabolism (Coutts et al., 2007b). The storage
heat flux was calculated as the residual to Equation (1).
This approach has the inherent problem that it accu-
mulates all the measurement errors and missing terms
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(e.g. horizontal advection AQy) in this flux (Grimmond
and Oke, 1999; Offerle et al., 2005). However, Offerle
et al. (2005) and Roberts et al. (2006) obtained close
correspondence between fluxes from detailed facet tem-
perature measurements and local-scale residual estimates
of AQs. It is important to recognize that for all observa-
tions measurement errors occur. The observed fluxes and
the forcing data are not without errors which are sys-
tematic and unsystematic. Typical errors are related to
the instruments and their calibration, the meteorological
conditions under which the observations are taken (e.g.
changing turbulence conditions, shading), the processing
of the data, the representativeness of the turbulent and
radiant footprint, and siting of the instruments (Offerle
et al., 2003; Lee et al., 2004; Hollinger and Richardson,
2005; Dragoni et al., 2007; Foken 2008). Hollinger and
Richardson (2005) have demonstrated that the sizes of
uncertainty increase as a function of net all wave radia-
tion therefore increasing with the size of the flux; for the
growing season for Qu and Qg, uncertainty increases
roughly as 0.1 Q* and 0.08 Q* when Q* >0 W m™2
and above ~10 W m~2 in an evergreen forest, respec-
tively. They found no seasonality for Qy errors but did
for Q. Richardson et al. (2006) in an analysis of seven

Int. J. Climatol. 31: 244-272 (2011)
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sites, with a wider range of vegetation types, also found
the error scales with the magnitude of the flux.

The forcing data consisted of 22772 continuous
30-min intervals (474.5 days) from August 2003 to
November 2004. Not all of the fluxes were available dur-
ing all of these intervals, so here analysis is limited to the
periods when all of the fluxes were measured. This gives
8865 intervals (38.9%) which were separated into two
periods: the first 108 days and the last 365 days (8519
intervals when all fluxes were observed). The first period
was to provide a spin-up, or initialization, period (the
impact of this will be evaluated in a future paper). The
post-initialization period allows for performance through
an annual cycle to be evaluated.

Here, 32 different ULSMs are compared (Table I). The
results are presented anonymously based on a randomly
assigned unique model number. The models are grouped
using a number of classifications based upon their char-
acteristics (Figure 1) as described in Grimmond et al.
(2010). To maintain anonymity, the number of models
within each class had to be greater than three, thereby
requiring some classes to be merged. Within each class,
the approaches are categorized according to complexity
(either simple or complex; Figure 1). Models are fur-
ther categorized by their overall complexity depending on
the number of ‘complex’ or ‘simple’ characteristics they
possessed. The three groups are (1) ‘complex’ when all
characteristics were complex (Cc), (2) ‘medium’ when
the models possess one or two simple characteristics
(Cm), and (c) ‘simple’ when they had three or more sim-
ple characteristics (Cs). Vegetation is not incorporated
into this classification.

Comparison statistics reported here include root mean
square error (RMSE), with both systematic (RMSEg) and
unsystematic (RMSEy) components; the mean bias error
(MBE); and the coefficient of determination (r2). These
are formally defined in Grimmond et al. (2010) from
Willmott (1981) and Jacobson (1999). A larger systematic
error typically indicates that the model has a problem in
the model physics or parameter values, whereas a large
unsystematic error is associated with the inability to cope
with the variability in the observations which may be
related to the ‘randomness’ of the conditions observed.
Ideally, the systematic error would be the smaller of the
two errors.

3. Results
3.1.

To evaluate a model’s ability to simulate radiative
fluxes, the first aspect considered is whether there is
closure in the radiation budget. Closure is assessed
through comparison of the net all wave radiation (Q* i)
calculated from the two variables provided (K, L) and
the two modelled variables (K, L;) with the returned
modelled Q*;,4. No difference results in a coefficient
of determination (r2) of 1. At Stage 1, 15 of 32 models
do not have a difference. In Stages 2/3/4, the number

Radiation comparison
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of models with »2 =1 is 13/16/13, respectively, but the
total number of models that have r> =1 at any stage
is 18. Through four stages only ten models maintained
no difference between Q*cye and Q*pod. If time periods
with a difference of less than 1 W m~2 are considered
(which includes one model with an 72 of 0.999999), then
Stages 1/2/3/4 have 16/14/16/13 models, respectively.
These models are considered in the later analyses as
being ‘closed’. After this the > values for Stage 1 range
from 0.999991 to 0.0989 [sic]; with seven above 0.998,
two more above 0.990, four more above 0.980, and two
more greater than 0.870. The general groupings remain
the same through the stages but the r* values do vary,
except for the poorest models in Stages 1 and 2, which
jump to greater than 0.998 at Stage 3.

Each modelling group which had a case of nonclosure
was asked to determine the cause. The models without
radiation balance closure problems are classified as PO
in the following analysis. Explanations for non-closure
include (classified in analysis) not using the forcing data
provided (P1), fluxes calculated independently (P1), tim-
ing issues (P3), day length (P3), spatial resolution (P3),
and unknown (P4). In the first case, there are two differ-
ent explanations: instead of using the individual 30-min
interval forcing K, data, the daily peak observed K|
was used and the other time periods for the day were
obtained by assuming clear sky conditions, resulting in
over-predicted K| and therefore Q* (four cases, P1); and,
the observed L; data were not used but modelled (one
case, P1). In the second case, fluxes were calculated inde-
pendently, the ULSMs calculate Q* but for the purpose
of this comparison, the radiative components have been
calculated (three cases, P1) or there is an additional term
in Ly which is not incorporated into Q* (one case, P4).
In the third case, which relates to timing, the lack of
closure is related to the 30-min forcing data being inter-
polated to a shorter time step for model calculations and
then averaged back to the 30-min period for analysis
(two cases, P3). This approach requires the forcing data
to be interpolated which for K; may be questionable.
For L4, the approach depends on an emitted contribu-
tion from the surface temperature and a reflected part:
Ly(t) = (1 — &)L, (t — 8t) + o Ts*(r). The surface tem-
perature 75 depends on the energy received and has iner-
tia. Alternatively, it is because K; is only calculated if the
sun is above the horizon for the whole time interval (one
case, P3), thereby impacting the day length. The fifth case
of spatial resolution (two cases, P3) is related to an under-
estimation of the total sky view factor (all model patches
sum to less than 1.0) that arises in the process of raster-
izing the surface within the model. The affected models
then absorb slightly too much or too little diffuse solar
or longwave radiation. The final case is where there are
problems which the modelling groups have not been able
to determine, leading to the imbalance (three cases, P4).

3.1.1.

The performance of each model, with respect to outgoing
shortwave radiation (K4), is shown in Figure 2 based on

Qutgoing shortwave radiation
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RMSE; models that do not have closure are indicated.
For this upwelling solar flux, only daytime fluxes are
analysed. This gives 4266 x 30-min periods for compar-
ison. The mean observed flux is 54.2 W m~2. The Stage
1 K4 mean RMSE for all (N = 32)/(N = 31 models — as
model 17 did not complete all stages)/not-closed/closed
are 28/17/42/15 W m~2, respectively, but the large dif-
ference is because of one model (17) which does not have
closure. The mean RMSE for all 32 models by stage is
generally larger than the median (Figure 2) because the
mean is impacted by two poorly performing models, one
of which did not complete Stage 4.

Considering all 32 models, as increasing information
was provided (Stages 1-4) there was an improvement at
each stage in mean but not in the median RMSE. The
median RMSE improves from Stage 1 to 2 and again
between Stage 3 and 4 (Figure 2). Of the 16/32 models
with an improved RMSE from Stage 1 to Stage 2, 7/16
improved from Stage 2 to 3; and 2/7 of those improved
from Stage 3 to 4. Thus, only two models had a reduction
in RMSE at each stage. At Stage 2, improvement is
associated with the fraction of vegetation to built areas
becoming known (Table II). This fraction provides for
the more realistic assignment of ‘urban’ and ‘vegetated’
albedos within the models. However, RMSE for five
models became poorer. In Stages 2 and 3, a total of 14
models reduced (and 14 models increased) their RMSE
and 13 in Stages 3 and 4 (and 4 increased). At Stage
3, more detailed information was provided about the
surface fractions and heights. For the urban fraction it was
now possible to distinguish the road and roof fractions
correctly, in addition to knowing the wall heights. In the
pervious fraction, grass could be distinguished from other
vegetation. As expected, the largest overall improvement
in K, based on the mean and median RMSE occurred
at Stage 4 when the site observed albedo was provided
(Figure 2).

The relative ordering of models in terms of perfor-
mance remains relatively similar for all stages for K4
with the same three models performing in the top three
for all stages (Figure 2). Similarly, the poorest perform-
ing models, with slight reordering, remain the same for
the four stages. But there are some notable changes for
individual models between stages; e.g. model 22 does
very well in Stages 1 and 2, then in Stage 3 the per-
formance is much poorer but then returns to very good
performance for K; in Stage 4. This demonstrates the
importance not only of the model physics but also of
the user’s choice of parameter values, which can signifi-
cantly influence the outcome. For Stages 1-3, there is a
larger median systematic error (RMSEg) than unsystem-
atic error (RMSEy), even when excluding model 17, but
not for Stage 4 (Figure 2), suggesting that the additional
surface information is important for improving the model
performance. In Stage 4, once information about the
albedo is available, 80% of the models have an RMSEy
that is greater than the RMSEg. The shading of the bars
distinguishes the models complexity (C) among simple
(s, yellow, light grey), medium (m, blue, medium grey),
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and complex (c, crimson, dark grey) (see Section 2 for
definition). It can be seen that the three model types are
distributed across the range of model performances, with
all three occurring in the first and last five at Stage 1.
By Stage 4, the Cc models are all in the middle group,
(except a Cc model has dropped out). At Stage 4, the
majority of the Cs models are doing well but the poorest
performing model belongs to that group.

The effective albedo (ceg) used in the models can
be determined from Kjmoa/Kops. Here this value is
investigated at two times of the year (June 21 and
December 21) at 13:00 h. These two times will have
maximum and minimum amount of midday shadow. The
range of values at Stage 1 is from 0.08 to 0.28 (except
for two extreme outliers). The best performing model
had an a.g of 0.15, which was the same as the observed
value provided at Stage 4, on both dates. The December
21 range of values were 4 (3) cases <0.1 (or >0.2);
3 (4) cases that were 0.10-0.125 (0.175-0.20); and 16
cases with an a,g within 0.125-0.175, of which 11 have
the lowest RMSE for K. For June 21, there was a similar
distribution. The slightly higher a.g (0.175-0.18) values
are associated with the next best cohort in terms of RMSE
performance.

The average cohort MBE is strongly influenced by
the poorest performing models (Figure 2). The models
have both positive and negative biases across the range
which results in a net small negative bias (—4 W m~2
excluding model 17) for Stage 1. The median MBE has
a large improvement from Stage 1 to 2 but after that
remains almost constant at —1 W m™2. At Stage 4, the
Cm models which perform least well all have a negative
bias, whereas the poor Cs models have both positive and
negative MBE.

On a normalized Taylor (2001) plot, where the ideal
model performance is indicated by the open circle at 1.0,
1.0, 0.0 (Figure 3), the correlation coefficient (polar) and
normalized standard deviation (y-axis) and normalized
RMSE (inner cirles) are shown. Except for one model
the correlation coefficient is better than 0.8; for the
majority of the models it is better than 0.9; and for
many better than 0.99. One can track the impact of
the additional information for the individual models; e.g.
model 44 (medium complexity so blue with a symbol of
a plus sign within a circle shown in Figure 3) in Stage
1 had a correlation of ~0.85 which improved in Stage
2 to ~0.91 and improved again in Stage 4 to ~0.95.
Between Stages 2 and 3 there is a very minor change
in correlation. In addition, one can see that there is an
improvement in the normalized RMSE from greater than
0.5 to 0.4 to less than 0.4 (ideal is 0.0); and improvement
of the normalized standard deviation from 0.62-0.73 to
0.74-0.88 (ideal is 1.0). For model 46 (same symbol but
simple complexity) one can see that the model does not
systematically improve.

Ensemble modelling, where the mean result from a
number of different models is reported, is now used quite
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Figure 3. Normalized Taylor plot for the four stages, for the last 12 months for outgoing shortwave radiation (K4) (daytime only). Taylor plots

have the correlation coefficient on the polar axis, the normalized standard deviation on the radial y-axis and the normalized RMSE (x-axis) on

the internal circular axes (Taylor, 2001). Performance for each model (symbol, colour indicates complexity and stage) and the ensemble results

by complexity (letter) and stage (colour) are shown. Legend symbols are shown for simple Stage 4 colour. This figure is available in colour
online at wileyonlinelibrary.com/journal/joc

extensively in the climate community (e.g. Gillett et al.,
2002). Here we consider the model performance of four
different ensembles, three based on complexity [simple
with 14 models, medium with 11, and complex with 7
(or 6 when model 17 drops out in Stage 4)] and the
fourth is when all of the models are included [32 (Stages
1-3) or 31 (Stage 4)]. In Figure 3, these are shown for
each stage. For the simple models, the correlation remains
approximately constant, but there is an improvement in
both the normalized standard deviation and normalized
RMSE in the ensemble performance with stage. This
is also the case for the medium and complex models.
However, the ensemble performance of the complex
models is clearly strongly influenced by the outlier
model (17), which is beyond the plot boundaries, in
Stages 1 and 2. At Stage 4 the ensemble performance
is best when all (A) models are used but this is only
slightly better than the ensemble mean performance
of the complex models; the simple models’ ensemble
mean is slightly better than the medium complexity
models.

The characteristics used to classify the models
(Figure 1) include some that are directly related to radia-
tive modelling. When the model results are grouped by
these characteristics (Figure 4), we can determine if par-
ticular approaches result in better performance. In several
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classes, there is a clear separation in the mean perfor-
mance associated with modelling K;. However, in many
cases the change in the mean is caused by one model’s
performance so the median is more robust as a measure of
central location within the data. To maintain anonymity,
each set of results plotted was required to have four or
more results. This means that some classes are amalga-
mated. For each characteristic at each stage a box-plot of
the RMSE gives the interquartile range (IQR), the indi-
vidual models are plotted as dots, the median as a square,
and the mean as a circle. Below each box the stage, the
classification type, the characteristic with the class, then
the number of models, the median, and the mean appear.
For example, Figure 4(a) 1-Vn/11/14/17 indicates that for
Stage 1 when the models are classified based on their
approach to vegetation (V), there were 11 models that
did not include it (n) with a median RMSE of 14 W m™2
and a mean of 17 W m~2.

The first characteristic considered is whether the model
integrates vegetation with the urban tile (Vi) rather than
treating it separately (Vs) or not including it at all
(Vn). For the Vi models there is a clear improvement
in all four stages (Figure 4(a)). By Stage 3, the Vi
models have a median RMSE of <4 W m~2 which is
the smallest value. From Stage 2, when more models
included vegetation (Vs models increase in number at

Int. J. Climatol. 31: 244-272 (2011)
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Figure 4. Model RMSE performance for the four stages, using the last
classes by approach taken (see Figure 1 for code interpretation or text)

12 months for outgoing shortwave radiation (K4) (daytime only) for the

: (a) vegetation (V), (b) urban morphology (L), (c) facets and orientation

(FO), (d) reflections (R), (e) radiative closure performance (P), (f) complexity (C). Individual models are shown by the points, maximum and
minimum by the triangles and the IQR by the box. Note the plots are cut-off at 0.40 of the maximum and the statistics are for N = 31 models

(excludes 17). The circles are the mean of the cohort and the square

is the median. The number of models, median, and mean are given for

each. See text for further details. This figure is available in colour online at wileyonlinelibrary.com/journal/joc

the expense of Vn) the model cohorts retained the same
ordering Vn, Vs, and Vi (decreasing median RMSE),
but both Vn and Vs median performances deteriorate
slightly in Stage 3. We can conclude that account-
ing for vegetation is important which is consistent
with the conclusions from Phase 1 (Grimmond ef al.,
2010).

Urban morphology (L) is specified using seven dif-
ferent approaches; from a slab surface (L1) to single-
layer models (L2 — two components, L3 — three facets)
and multi-layer (L4-7) models. The multi-layer mod-
els (L4-7) have different aspects of the surface that
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are treated in more detail (Figure 1) which leads to
small numbers in each class. In this paper, these have
been grouped together and labelled L6. This group has
by far the largest mean RMSE because of one outlier
(Figure 4(b)). The median performance for the simplest
slab models (L1) improves at each stage and has the low-
est median RMSE at Stage 4. For the other classes, there
is not a consistent trend between stages; and for the L2
models the Stage 3 and 4 results have a higher median
although reduced range, maximum and minimum than the
earlier stages. The L3 models have second best median
RMSE at Stage 4. Note for this characteristic that there

Int. J. Climatol. 31: 244-272 (2011)
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is no change in the model numbers per cohort between
stages.

The approach to surface geometry with respect to
whether the surface explicitly includes shaded surfaces
or not (FO) has distinct differences between groups
(Figure 4(c)). The simplest case, where the surface has a
bulk geometry (FO1), has the lowest RMSE at all stages.
It has a median RMSE of 4 W m~2 for all stages; how-
ever, the IQR decreases indicating more similar results.
The most complex approach, which has both shading and
intersections (FOi), has a systematic decrease in median
RMSE at each stage, but at Stage 4 it is 11 W m~2.
This is greater than for models that take shading into
account but have no intersection (i.e. have infinitely long
canyons) (FOo) which have a median RMSE at Stage
4 of 7W m~2. The FOi models are clearly benefitting
from the additional information provided, such as the
wall height and built fraction provided at Stage 3. Both
the FOo models and those that have an infinitely long
canyon but do not account for shaded areas (FOn) have
varying behaviour between stages; neither shows a con-
tinuous or significant improvement. The latter have the
larger median RMSE at Stage 4 (16 W m~2). The chang-
ing geometry influences the complexity of the modelling
significantly with the simplest FO1 requiring consider-
ably less computer resources than the more complete
FOi which is theoretically much more realistic if within
canyon information is required. Note, however, that the
ability to model in-canyon information is not actually
evaluated here.

Not only may the surface morphology description
be different, but the approach taken to model reflec-
tions (R) also varies from those that include single (R1),
multiple (Rm), or infinite reflections (Ri). The sim-
plest (R1), unlike the other two approaches, has a sys-
tematic improvement in the median RMSE with stage
(Figure 4(d)). By Stage 4, the median RMSE of 6 W m~2
is the smallest of the three approaches. The Rm approach,
although it has a large scatter, shows a net improve-
ment by Stage 4 (median RMSE = 8 W m~2). The Ri
group (median RMSE = 17 W m~2) actually deterio-
rates through stages. So the simplest group consistently
is the best performing and benefits from the additional
information provided.

The albedo and emissivity (AE) classification distin-
guishes the amount of parameter information that is
required by the models. The simplest case requires one
bulk value (AE1) and so has a similar behaviour to FO1
and L1 (not shown). Significant improvement for these
models at Stage 4 is a simple consequence of model for-
mulation. Prior to Stage 4 albedo was assumed, but in
Stage 4 for some models K; is just the product of two
given values: site albedo and K. Models also can require
two values (per parameter) typically associated with two
facets (AE2) or three or more values (AE3). The median
RMSE is lowest for the AE1 group and largest for AE2
(median RMSE at Stage 4 is 4 and 20 W m2, respec-
tively). The vast majority of the models (22) require at
least three values (AE3) for which the median RMSE by
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Stage 4 is 9 W m~2; a net improvement from Stage 1.
However this group, like the Rm, continue to have a wide
range of values for the individual models.

The models that do not have a problem with net
radiation balance closure (P0O) have the smallest median
RMSE at each Stage (Figure 4(e)). Their IQR does not
have the smallest spread but the minimum values are
lowest, and except for Stage 4, the 75 percentile is the
lowest. The P3 (time and space resolution issues) and P4
models (unknown) have a systematic improvement with
stage. At Stage 4, the median RMSE is 6/20/8/5 W m~2
for the PO/P1/P3/P4 models, respectively. The P1 models
that have problems calculating a component of the
radiative balance or did not use the forcing data for
individual time intervals perform poorly throughout.

For all three model complexities, there are steady
improvements in performance as additional information
is provided (Figure 4(f)). The simplest and most complex
(Cs, Cc) have a larger overall improvement than the
Cm models with additional surface information. The Cs
models have a slightly better median (6 rather than
7 W m~2) but the mean is better for the Cc models
8 Wm™).

Overall K4 is modelled well and the provision of
additional information about the surface does result in
better performance. The models that perform best, for
individual characteristics, are those that are the simplest
as they can be assigned one parameter that is close to the
observed value. The inclusion of vegetation is important
to the performance. Based on overall complexity the
simplest and the most complex models have similar
results. The models that have net radiation closure
perform better generally. The poorest performing cohort
overall (P1) at Stage 4 does not have radiative closure
and either did not make use of the individual time interval
data and/or calculated the fluxes independently.

3.1.2.  Outgoing longwave radiation

A combination of parameter information and flux calcula-
tions impact surface temperatures and hence the outgoing
longwave radiation flux (L4 ). Thus, the modelling of day-
and night-time L; is more complex than modelling K4
because of the relation between surface temperature, sen-
sible heat, and storage heat fluxes, as well as L; itself.
This means that, unlike the K; case, when additional
information is provided more related parameters may be
influenced.

For L;, the median RMSE for the 32 models
from Stages 1/2/3/4 are 16/13/14/17 W m~2, respectively
(Figure 5). Overall, 18 models improved from Stage 1 to
2, 11 from Stage 2 to 3, and 8 from Stage 3 to 4. Of the
32 models, only two improved across all the stages but
eight improved in three consecutive stages. The largest
improvement for an individual model was from Stage 2
to 3 with a greater than 20 W m~2 decrease in RMSE.
The model performance from Stages 3 to 4, despite now
having the most information about the site (Table II),
suffered the largest loss of performance with 23 models

Int. J. Climatol. 31: 244-272 (2011)
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having an increase in RMSE. This relates to the trade-off
that is made in parameter values. The largest individual
performance deterioration also occurred between Stages
3 and 4 (increase of >35 W m~2 in the RMSE). There
was one model that deteriorated across all four stages.

The models that close the radiation balance generally
have better performance (e.g. smaller median RMSE)
but that is not the case in Stage 1. At all stages,
the models have a larger mean RMSEg than RMSEy
but by Stage 3 and 4 the median RMSEy is slightly
larger (Figure 5), suggesting that the model parameter
information is appropriate for most of the models. In
terms of the MBE more models have a positive bias rather
than negative, but the two (one at Stage 4) models which
perform least well have a large negative bias. The median
MBE remains at about 8 W m~2 across all four stages.

The overall range of RMSE is smaller for L; than K;
but the best performing model for L; has a larger RMSE
than the best model for K;. From comparison of the
normalized Taylor plots (Figures 3 and 6), it is clear that
the correlation is generally poorer for Ly. The mean L,
flux is larger, but the diurnal range is smaller, than K;. As
with K4, one (although different to K4) model performs
best across almost all stages (based on RMSE) and shows
very little improvement with additional information being
provided. This again is a simple model (Cs). The poorest
performing model (excluding Model 17) does improve
slightly with additional site information but still has a
larger RMSEg than RMSEy;, suggesting that the model
could be improved further. This differs from the next
least well-performing model which has a larger RMSEy
and a small positive MBE.

The three classes of complexity are scattered across
the range of performance. However, again the best and
poorest models are simple (Cs). In general, the simpler
models are grouped in the middle or poorer end by
Stage 4, whereas many of the Cm models are amongst
the best. Unlike for K, the ensemble mean performance
of the models does not improve with stage (Figure 6).
At Stage 4 for all four ensembles all three measures
have deteriorated. There is one model that is clearly
performing better than the ensemble (but this is not the
model with the lowest RMSE) pre-Stage 4. From the
Taylor plot the best performing ensemble is the medium
complexity but the four ensembles are clustered (and have
moved together as a cluster between stages).

There is no model class that is better than the others. In
most cases the model cohorts show poorest performance
for all classes in Stage 4. For example (Figure 7), at
Stage 4 the IQR is greater than in Stage 3 for all the
approaches taken for vegetation (V); treatment of the
urban morphology (L) has a drop in performance for each
cohort in Stage 4, with the more complex models (L6)
having the largest increase in median RMSE. There is
very little change between stages in the other L classes.
A similar result is obtained for the facet and orientation
characteristics (FO) with no cohort improving across all
four stages. One class (FOo) has a 6 W m~? increase
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in median RMSE. For R and AE, similar results are
obtained.

The models that have radiative closure (PO) have a
median RMSE of 15 W m~2 at Stage 1 and 4. At Stage
4, the PO cohort has the lowest median but this is not
the case for all stages. For those without closure, the
Stage 4 median is larger in all cases than Stage 1. For
all P classes, Stage 2 was when the median RMSE was
smallest.

The modelling of L initially has the same size median
RMSE as K; but not the general improvement with
additional information (or progressive stage). This is seen
consistently across all the classes of model types. In
most cases, the Stage 4 results are poorer and have a
larger IQR. At Stage 4, the best performing modelling
approaches (lowest median RMSE) have the Vi, L3, FOI,
Ri, AEl and Cc characteristics. As was demonstrated
previously (Grimmond et al., 2010, Fig. 3), no single
model has all these characteristics.

The models perform generally better at night than
over the 24 h period (mean observed flux day =
410.14 W m~2 and night = 368.98 W m~2). At night,
the median RMSE for Stages 1/2/3/4 are 12/11/10/12 W
m~2 and the median MBE are 8/7/2/—0.2 W m~2. At
Stage 4, the best performing (median RMSE W m~2)
models have Vn (13)/L2 (10)/FOn (11)/Rm (11)/AE2
(10) characteristics. Notably there is no difference
between Cs/Cm/Cc models; they all have a median
RMSE of 12 W m~2. The daytime, as expected, is poorer
with median RMSE for Stages 1/2/3/4 of 18/14/16/20 W
m~2 and the median MBE are 9/7/9/12 W m~2. At Stage
4, the best performing (median RMSE W m~2) mod-
els have Vi(16)/L2 (17)/FOi (18)/Ri (15)/AEl and AE3
(20)/Cc (15) characteristics. Thus, the characteristics that
result in the lowest median RMSE change with time of
day so there is not a clear choice, although the differences
in the errors are small.

The models that do not have radiative closure occur
across the complete spectrum of model performance
for all time periods. The daytime median RMSE for
PO models improves from Stage 1 to 4 from 18 to
16 W m~2 but the Stage 2 result is the best for PO/P3/P4
models. For P1 models, the best performance is Stage
3 (15 W m™2) but at Stage 4 the median RMSE is the
poorest (26 W m~2). At night the median RMSE for PO
models is 11 W m~2 at all stages (but deteriorating). The
best performance is Stage 3/2/4 for P1/3/4 models.

Overall L, is not as well modelled as K;. The daytime,
when the mean flux is larger, has the larger median
RMSE. The models generally improve when information
about the pervious/impervious fraction is provided but
generally did not improve when further details about
heights and surface fractions were provided. Most models
deteriorated when they were provided with details of the
building materials typically back to Stage 1 performance
but in many cases even poorer. Given both the wide
range of materials that are in urban areas and the
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Figure 6. As for Figure 3 but for outgoing longwave radiation

(L1) for all hours. This figure is available in colour online at

wileyonlinelibrary.com/journal/joc

associated wide range of values for individual material
types, the difficulty of deciding what the appropriate
values should be suggests that until there is a way to
obtain realistic values for actual sites specification of
materials may not be worth the effort required to obtain
the information. Here we contacted a large number of
people associated with the building and planning design
plus materials suppliers (see ‘Acknowledgements’) to
allow us to provide the data in Table II.

3.1.3.  Net all wave radiation

Figure 8 shows the ranked performance of the models
based on RMSE of net all wave radiation (Q*), with the
lack of radiative closure indicated. It can be seen from
Figures 2, 5, and 8 that models which do not have closure
are distributed from the best performing to the poorest
performing for all three radiative fluxes evaluated, but
are mainly the poorest performing for Q*. For Stage
1 the mean RMSE for all models is 29 W m~? for
Q* or 28 W m~2 when the model with poorest closure
(r? of 0.0989) is removed because it did not complete
all four stages. However, this model is not the poorest
performing for Q* but is for K4 and L; at Stage 1
(Figures 2 and 5). Models that have radiative closure
generally perform better over all stages for Q* than those
that do not; on average having a mean RMSE 20 W m~2
smaller. However, closure of the radiation balance is
not a good measure of ability to calculate a particular
flux. Comparing the performance of the components
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to the net all wave radiation shows a clear re-ranking
between fluxes. Notably those that perform poorly for
an individual component flux are not the poorest for Q*
(Figures 2, 5, and 8). This means that the application that
the model is being used for is important; for example,
when assessing a mitigation strategy’s impact (such as
changing the albedo of the materials on the change in
radiative fluxes and temperatures) an ULSM may be
modelling the most directly impacted flux well, but not
able to model the other fluxes (or vice versa).

There were 14 models which showed a reduction in
RMSE from Stage 1 to 2; of these five had a further
improvement at Stage 3; and two of these improved again
at Stage 4. However, in the opposite situation there are
eight models whose RMSE increased from Stage 1 to 2;
of which five had a further increase at Stage 3 and four
had a further drop in performance at Stage 4.

The overall performance for Q* does not vary much
between stages though, with the mean RMSE being
approximately 30 W m~2 at Stage 4, which is slightly
larger than in the earlier stages. Also at Stage 4 mod-
els that do have closure of the radiation balance have
a smaller mean and median RMSE (both 18 W m~2,
Figure 8). At Stage 4, however, these models have a
slightly larger RMSEg than RMSEy suggesting that an
improvement could still be made in the physics or param-
eter specification but this is not the case for both K1
and L4. The models generally have a negative MBE
(Figure 8, Stage 4 median —6 W m~2). The models with
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Figure 7. As for Figure 4 but for outgoing longwave radiation (L1) for all hours. Note plots are cut-off at 0.40 of the maximum. This figure is
available in colour online at wileyonlinelibrary.com/journal/joc

the largest absolute MBE are both positive and negative
(Figure 8).

The best and poorest performing models at all stages
are of medium complexity (Cm). At Stage 1 at both ends
of the performance spectrum we have models from the
three levels of complexity. By Stage 4 the more complex
models have generally improved with three of the six
(remember model 17 no longer appears) best performing
models. Cm models are grouped more at the end with
poor performance.

From the Taylor plot (Figure 9) it is clear, except for
three models, all do an excellent job of modelling Q*.
There is a very tight cluster around (but not on) the
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ideal point. This performance is clearly better than for the
separate radiative fluxes. Although this is good, this does
suggest that there is some compensation occurring within
the individual fluxes which may not be physically correct.
As noted previously this result suggests that caution is
needed when using the models to account for changing
radiative characteristics. For the ensemble performance
the medium complexity models are poorer than the other
three. The best are the simple and complex models with
slightly poorer performance from the ‘all’ ensemble.
The models that do not account for vegetation (Vn)
show a steady decline in performance across all stages
(Figure 10(a)). In contrast, there is no strong evidence
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for improvement by those that do include vegetation. The
lowest median RMSE at Stage 4 (21 W m~2) is for Vi
models, but as for L, the performance deteriorates from
13 W m~2 at Stage 3. The best performing morphology
class at Stage 4 is the simplest (L1) but the best
performance across all stages and classes is Stage 2 L3,
with a median RMSE of 14 W m~2. This is the same
result when the models are sorted by their approach to
facets and orientation (FO) for the simplest models (FO1)
at Stage 2, although FOo is only slightly larger at the
same stage. This result is repeated again for classification
based on treatment of R1 and for AEI.

The models with radiative closure (PO) have their
lowest median RMSE at Stage 2 (15 W m~2) and their
largest at Stage 4 (25 W m~2). The smallest median
RMSE for P1 models is Stage 3 but these models have
the largest IQR in Stages 3 and 4 (Figure 10(e)). As
for Ly at Stage 4, the complex (Cc) models perform
slightly better than the less complex models even though
they have deteriorated from better performance at earlier
stages. The Cm models perform least well as a group
with an increasing median RMSE with each stage.

The models perform generally better at night than
for the 24 h period or for the daytime period (mean
observed flux day = 216.83, night = —59.45 W m~2).
The night-time median RMSE for Stages 1-4 are
11/10/10/12 W m~2 and the median MBE are —7/—7/
—2/1 W m~2. At Stage 4, the best performing (median
RMSE W m~2) models have Vs (11)/L1&L2 (10)/FO1
(7)R1 (7)/AE1 (7)/Cs (9) characteristics. The daytime
performance for Stages 1-4 for the median RMSE
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was 27/24/28/29 W m~2 and for the median MBE was
—5/—5/—8/—12 W m~2. At Stage 4, the best perform-
ing (median RMSE W m~2) models have Vi (28)/L1
(25)/FO1 (21)/R1 (25)/AE1 (21)/Cc (27) and Cs (28)
characteristics. Compared to L; there is much greater
variability between classes; e.g. the Cm models have day-
time median RMSE of 50 W m~2 at Stage 4.

Models defined by simpler characteristics often per-
form best driven by the treatment of solar radiation. How-
ever, accounting for vegetation is important in improving
the performance of the models. But when the overall
complexity of the model is considered it is the more com-
plex models that perform best overall and as a cohort
make better use of the new site characteristics pro-
vided. The medium complexity models systematically
drop in performance with increasing information pro-
vided, although there is consistently a Cm-type model
performing best throughout.

3.2. Turbulent sensible heat flux

Model errors are larger for the turbulent sensible heat flux
(Qn) than for the radiative fluxes (compare Figures 2, 5,
8, and 11 and Figures 3, 6, 9, and 12). As for the radiative
fluxes, the provision of information about the fraction of
vegetation (Table II) results in an improvement with a
reduction in median RMSE from 62 to 55 W m~2 (32
models). A similar sized reduction, down to 49 W m~2,
is evident at Stage 3, but at Stage 4 there is a small
deterioration in performance (51 W m~2). Throughout,
the RMSEg is smaller than the RMSEy, suggesting
that overall RMSE is substantially driven by variability

Q* #SMC
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21,28,15
P 32,30,17
33,35,22
37,36,25
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40,42 -
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Figure 9. As for Figure 3 but for net all wave radiation (Q*) for all hours. This figure is available in colour online at wileyonlinelibrary.
com/journal/joc
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Figure 10. As for Figure 4 but for net all wave radiation (Q*) for all hours. Note plots are cut-off at 0.50 of the maximum. This figure is
available in colour online at wileyonlinelibrary.com/journal/joc

in the observed processes not included in the model
physics and is less subject to improvement by better
parameter specification. These may be at time scales
the models do not capture. The median RMSEg drops
(36/31/23/22 W m~2 — 31 models) at each stage as more
information is provided about the site but unsystematic
error remains around 42 W m~? from Stage 2. The MBE
is positive for most models and remains positive at all
stages. The largest change in median MBE is at Stage 2,
with a reduction from 20 to 6 W m~2. In Stage 3, it rises
slightly and then again at Stage 4. Overall there are five
models with reduced RMSE at each stage (18 improved
from Stage 1 to 2, 10 of which improved from Stage 2 to
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3). There are also models whose performance deteriorates
between stages; e.g. seven models from Stage 1 to 2 and
of those two have a further increase in RMSE at Stage 3.
From Stage 2 to 3, 11 models decline in performance (20
improved) followed by four which continue to increase
their RMSE (10 improved) at the next stage. From Stage
3 to 4, 17 models improved (14 declined) in performance.

The model which performs best (or second best at
Stage 4) is the model which did best for K4, although
it did not do best for Q* or L;. However, the daytime
radiation should be reasonable because the shortwave
dominates. The performance does not markedly improve
through the stages for this model (i.e. there is not a

Int. J. Climatol. 31: 244-272 (2011)
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large reduction in the RMSE). At Stage 1, there are
six models with RMSE which have a step drop in
performance relative to the others (>10 W m~2). None
of these models have radiative closure. In the four stages
the poorest model remains the same and has only a
7 W m~? improvement as additional site data became
available. Both the best and worst models in Stage 1 do
not significantly improve by Stage 4, indicating that they
are not benefiting from additional information. However,
there is improvement within the middle range of models,
most notably model 16 which performs best in Stage 4.
The behaviour of the individual models with respect to
systematic error shows some slightly surprising results.
For example, model 50 which performs poorly overall
has almost the smallest RMSEg overall. In fact, the small
RMSEj are distributed throughout the range of the RMSE
(Figure 11).

The normalized Taylor plots (Figure 12) show that no
models or the ensembles have a correlation of 0.96 or
greater. The ensemble mean values show generally better
performance than the individual models. The ensemble
of the simple models is the best with a clear change
in performance between stages. When all models are
included in the ensemble there is clear improvement from
Stage 1 to 2 and 3 but reduced performance at Stage 4
(although it is slightly better than Stage 1). The modelling
of Qy is clearly poorer than the radiative fluxes and much
more variable than for the radiative fluxes (e.g. compare
Figures 9 and 12).

The models without radiation balance closure problems
(PO) have a lower median RMSE than those that do not
close (P1, P3, P4), except at Stage 4 (P4) (Figure 13(e))
when there is a rise in the median RMSE. For P1 (models
which did not use the provided data) and P4 (unknown
explanations), there is a reduction in RMSE across stages.
Here we do not consider energy balance closure because
the details of how Qp enters the models are critical.
Given the different assumption models made (Figure 1),
it appears as an input, internal model assumption, and
calculated output. At this stage we do not have all these
values.

The impact of how vegetation is considered is seen
clearly when comparing the Vn models to the Vs and
Vi (Figure 13(a)). The Vn models have the widest range,
largest IQR, and the poorest median performance. The
Vi models perform the best but have a slight decrease in
performance at Stage 4. The Vs cohort has the greatest
improvement through the stages but also have a decrease
at Stage 4. This suggests more complex and realistic
treatments of vegetation may be important for modelling
Ou.

The simplest models with respect to morphology
(L1) perform best relative to the others and improve
across the stages (Figure 13(b)). The L2 models show
the largest change between stages. The models which
have a canyon but do not account for facet orientation
(FOI1) have the smallest median RMSE throughout and a
steady reduction in the mean RMSE (Figure 13(c)). The
treatment of surface temperature (Figure 1) for the built
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(B) fraction (Zg) deteriorates with increasing complexity
(not shown). The simplest (Zg1) had an improvement at
each stage with the median RMSE improving from 62
to 39 W m~2 across the four stages. In the other two
approaches a steady improvement is not seen.

The treatment of AN varies from not including it
or assuming it is negligible (ANn), to prescribing a
value (ANp), to modelling it explicitly, or to using an
internal temperature (ANc combined code of ANi, ANm,
Figure 1). The simplest (ANn) has the lowest median
RMSE and improves steadily across the four stages.
Overall, the simplest models (Cs) have the smallest
median RMSE at each stage, with improvements evident
at each stage (Figure 13(f)). The median RMSE at Stage
4 for the three approaches with increasing level of
complexity are 42/55/73 W m~2 (Cs/Cm/Cc). Thus, the
simpler models often showed a net improvement with
additional information, whereas that was not the case for
the more complex models. This may be because there
was not enough additional detailed information provided
for the more complex models so it was more difficult
for the users to decide how to use this information
appropriately. In addition, such models typically have
many more parameter values that could be altered in
response to the new information provided.

The daytime results at Stage 1 have a larger median
RMSE than the 24 h or night-time (79/62/28 W m~2)
which continues to Stage 4 (68/51/21 W m~2). Obvi-
ously, the variability and the magnitude of Qg is
much greater during the daytime than for night-time
hours (mean observed flux: day = 88.72, night=
—13.16 W m~2). The median daytime MBE is positive
during the day (40/25 W m~? Stage 1/4) and negative
at night by Stage 4 (10/—8 W m~2 Stage 1/4). At night,
there is one poor model (17) for the three stages, but
there is another model that performs very poorly at Stage
3 but in Stage 4 returns to much better performance.
These individual model RMSE results are >115 W m~>
compared to under <50 W m~2 for the remainder of
the models. The poorly performing models during the
daytime are different and the same two models perform
poorly throughout (the difference to the next models is
of the order of 50 W m~2). Thus, the models that are
performing least well on the all hour basis are caused
by different abilities related to day- and night-time pro-
cesses.

Overall, the simple complexity (Cs) models perform
best but it is important to include vegetation. With addi-
tional information the models improve but the simplest
models have a systematic improvement at each stage,
whereas for the more complex models this is not the case.
In this case, where Qp is not very large, the models that
do not account for Qg do better. The slab or bulk models
also show a consistent improvement at each stage.

3.3. Turbulent latent heat flux

The modelling of latent heat flux (Qg) needs to deal with
the loss of water from a wet surface, e.g. after rainfall
from roofs, roads, and vegetation; and the transpiration
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Figure 12. As for Figure 3 but for turbulent sensible heat flux

(Qu) for all hours. This figure is available in colour online at
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of vegetation which continues between rainfall events.
The median RMSE for the modelled latent heat flux
(Figure 14) dropped by the largest amount at Stage 2
when information about the vegetation was provided
(54/42/42/43 W m~2, for 31 models). There was no
general improvement from knowing more details about
the plan area fractions of vegetation (e.g. grass vs
nongrass, Stage 3). Across the four stages there are
six (seven Stage 1) models that have a large RMSEg
(58 W m~2) and a 0 W m~2 RMSEy; these are ignoring
latent heat flux completely. There are a couple of models
that address some aspect of this flux but have even poorer
performance than those that neglect it. However, all but
one of these models improves so by Stage 4 there is only
one model that is in this category. It should be noted
that this model does not close the radiation or the energy
balance.

From Stage 1 to 2, 17 models have a reduced RMSE;
11 of which improve at Stage 3; and of these, four
improve at Stage 4. In the reverse direction, of the eight
models which have an increase in RMSE at Stage 2; three
have a further increase at Stage 3 and one deteriorates
again at Stage 4. Similarly, there is one model that has
the largest increase in RMSEg at Stage 2 and retains this
across the stages.

Overall, the systematic errors are generally larger than
the unsystematic errors. As noted above, this is largely
due to the models not attempting to model latent heat flux
(Figure 14). By Stage 4, the median RMSEg has dropped
by nearly 20 W m~2, whereas the RMSEy remains about
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the same so there is a definite benefit from the new
information provided (either directly as parameters or
recognizing the need to consider particular processes
more fully). Overall there is a negative MBE, with a
median of —18 W m~2 at Stage 1. The best performing
models based on MBE at Stage 1 have a small positive
MBE but the majority have a negative MBE. By Stage 2,
the MBE halved to —9 W m~2. This obviously remains
large because of those models that have not modelled Qg
but does suggest that those that do include it are generally
underestimating the flux. This could be because they do
not account for additional urban sources of water through
irrigation, which can influence evaporation rates and soil
moisture (Grimmond and Oke, 1991). This information
was not provided at any of these stages to the model
participants.

Initially, except for one Cc model, all the best perform-
ing models are simple models and the Cm are all grouped
at the poorer performing end (Figure 14). However, at
Stage 2, when vegetation fraction became known, Cm
models start to improve. By Stage 4, we have all model
types represented at the poor end, but the five models
with the lowest RMSE are Cs.

The correlation coefficient for all models at all stages is
less than 0.8 (Figure 15). This result along with the other
normalized statistics on the Taylor plot, demonstrates that
Qg is the least well-modelled flux (compare Figures 3,
6, 9, 12, and 15). There is even wider scatter amongst
the models than for Qp. The ensemble performances
generally have the better correlations but the normalized

Int. J. Climatol. 31: 244-272 (2011)
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Figure 13. As for Figure 4 but for turbulent sensible heat flux (Qy) for all hours. Note plots are cut-off at 0.90 of the maximum. This figure is
available in colour online at wileyonlinelibrary.com/journal/joc

RMSE are small. The best ensemble performance is for
the simple models, followed by the all ensemble. After
Stage 1, the medium and complex models have a very
similar ensemble performance.

From Stage 1 to 2, three more models chose to include
vegetation (Figure 16(a)). The three models which incor-
porated vegetation did so by using separate vegetation
tile(s) (Vs). The Vs approach, the most common, had a
10 W m~? improvement between Stages 1 and 2. This is
because in Stage 2 the separate tiles can be more realis-
tically weighted. For Vs models, there is a reduction in
the mean RMSE at each stage. For the Vs models, except
after rainfall, the latent heat flux is coming exclusively
from the vegetation scheme that has been ‘coupled’ to
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the urban scheme. These schemes have been extensively
tested in earlier PILPS studies; however, they have not
been extensively tested for use in urban areas. The user
has to decide which vegetation type to select (see discus-
sion in Grimmond er al., 2010) as well as the appropriate
parameter values for that vegetation class.

The simpler models which take a bulk approach to
the urban morphology (L1) initially have the smallest
median RMSE compared to more complex models (L2,
L3, L6) (43/58/56/56 W m~2) (Figure 16(b)). The LI
models do improve with subsequent stages but the range
also becomes larger. The improvement, however, is not
as great by Stage 4 as that which occurs for the L2/L3/L6
(39/38/45/48 W m~2). The L2 models thus improve the

Int. J. Climatol. 31: 244-272 (2011)
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most and have the lowest median RMSE. A small
improvement is seen in the median across all four facet
and orientations classes (FO) by Stage 4. The models
which do not distinguish facets (FO1) have the smallest
median RMSE at Stage 4 but the greatest improvement
is for those models that have facets but do not account
for orientation (FOn).

The models with radiative closure (PO) have a larger
median RMSE at Stage 4 than the P1 and P4 models.
The P4 models have improvement at each of the four
stages but have a slightly larger median RMSE at Stage
4 than the P1 models. The P3 models show no change in
the median with stage as many do not model vegetation.
Overall, the simplest models (Cs) perform best at all four
stages but the Cm models have a greater gain from the
additional information provided across the four stages
(Figure 16(f)).

The daytime RMSE values are larger than for the
night-time period (Stage 1 median 71/21 W m~2) and
all hours which is when the observed flux is larger and
more variable (mean observed flux day = 56.41 W mre;
night = 8.53 W m™~). The night-time fluxes do not show
any improvement in performance over the four stages and
there is little variation between methods. At Stage 4, the
daytime RMSE is 57 W m~2. The simplest models (Cs)
have a median RMSE that is the smallest with a RMSE
of 51 W m~2 and have a 10 W m~2 improvement over
the four stages.

The turbulent heat fluxes are not modelled as well
as the radiative fluxes. But as with the radiative fluxes
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the inclusion of vegetation improves model performance.
However, despite in Stage 4 knowing the site location,
many models did a poorer job than at previous stages.

Overall, the simple models (Cs) do the best job
of modelling latent heat flux. They also systematically
improve as the additional information becomes available.
Taking vegetation into account is critical to model Qg
appropriately. The models that use the separate tile
scheme have about the same overall performance as those
that take an integrated approach. But there is a much
wider range of results from the separate tile models.
This suggests that using vegetation schemes that have
been tested in nonurban areas are better than ignoring
vegetation, but given the wide range of results it suggests
that some careful thought may need to be given to ensure
their use is appropriate. Here we have not investigated
whether the modellers assumed any additional water,
such as irrigation, to be available for evaporation.

4. Conclusions

Groups around the world have run ULSMs in offline
mode for four stages, with increasing information about
the site provided. Initially, the groups knew only that the
site was urban but by Stage 4 detailed surface materials
characteristics had been provided. Here the ability to
model the radiation and energy balance fluxes on average
for a year is evaluated. It should be remembered that
observations also have errors which vary with time of
day, season, latitude, local geography, and land cover.

Int. J. Climatol. 31: 244-272 (2011)
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Figure 16. As for Figure 4 but for turbulent latent heat flux (Qg) for all hours. Note plots are cut-off at 0.80 of the maximum. This figure is
available in colour online at wileyonlinelibrary.com/journal/joc

In the process of running the models, a small number implications for the application of any model. It may

of models improved for an individual flux at each stage also imply that in some cases models perform well
as new information was provided (2, 2, 2, 5, 4; for K4, but for the wrong physical reasons. For example, if a
L+, O, Onu, Q. respectively). However, there are other model overestimates the net shortwave radiation, but
models that have a drop in performance with the addition accurately models the sensible heat flux, then it may
of more complete information, and cases where there is indicate a problem also in the physical representation
a systematic decline at all stages (0, 1, 4, 0, 1; for K4, of the heat exchanges between the surfaces and the
L4, O%, On, Qg, respectively). atmosphere (since it needs to ‘absorb’ more energy to

From the analysis of the data returned from the get the right sensible heat flux).
modelling groups in relation to the observed flux data ¢ Taking vegetation cover into account (or not) signifi-
the following conclusions are drawn: cantly impacts model performance. This conclusion is
in agreement with those of Phase 1 (Grimmond et al.,
e A wide range of model performance is evident for 2010) where the site had a much lower plan area frac-
each flux. No individual model does best for every tion of vegetation than the Phase 2 site. Data provided
flux modelled. Clearly this finding has very significant at Stage 2 (surface cover fractions) usually had the

Copyright © 2010 Royal Meteorological Society Int. J. Climatol. 31: 244-272 (2011)
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largest impact on model performance. Moreover, the
fact that the RMSE for the latent heat flux is of the
same order as the latent heat flux itself, indicates that
work needs to be done to improve simulations of this
flux.

Closure of the radiation balance is not a good measure
of the ability to calculate a particular radiative flux.
Comparing the performance of the components of
the radiation balance to the net all wave radiation
shows a clear re-ranking between fluxes. Notably those
that perform poorly for an individual component flux
are not the poorest for Q* (Figures 2, 5, and 8).
This means it is important that when a user applies
a model they are aware of the performance of the
ULSM not only for the initial flux of interest but also
for the other fluxes for which the user may wish to
infer impact. Given the increasing use of ULSM for
assessing mitigation and adaptation strategies this is
very important.

Overall, the ULSM generally model K; well and addi-
tional surface information does result in an improve-
ment of performance. The models are able to estimate
reasonably well the amount of energy absorbed by the
urban fabric, but have bigger problems in partitioning
it between longwave, sensible, latent, and storage heat
fluxes.

Overall L; is not as well modelled as K;. The
set of model characteristics that minimize the errors
in the outgoing longwave radiation change with the
time of day. Generally performance improved when
the pervious/impervious fraction became known but
did not when heights and further information on
surface fractions were provided. The performance
of most models deteriorated when building material
information was provided; typically back to the levels
at Stage 1 but in many cases even poorer. Given
the difficulty to gather appropriate values of material
characteristics, their provision may not currently be
worth the effort given how models then perform.
Alternatively, there is a need to ensure that the data
are of much better quality than is currently ‘easily’
obtainable.

Net all wave radiation is modelled better than either
K4 or Ly. In general, the radiative fluxes are modelled
better than the turbulent fluxes. The net all wave
radiation is clearly the best modelled flux which is
in agreement with Phase 1 results (Grimmond et al.,
2010). There is clear trade-off in performance between
net all wave radiation (Q*) and turbulent sensible heat
flux (Qy) which is in agreement with Loridan er al.
(2010a).

The errors from the models were smaller during the
night than they were during the daytime, although this
might be expected as the surface energy balance is not
dominated by the solar radiation during this period.
For the net radiation, simple characteristics (L1/FO1/
RI1/AE1/Cs) give the best results for both daytime and
night-time, although there is much greater variability
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between the classes than for the outgoing longwave
radiation.

The models that perform best, for individual charac-
teristics, are those that are the simplest as they can be
assigned one parameter that is close to the observed
value. Based on overall complexity the simplest and
the most complex have similar results which are better
than the medium complexity models.

Additional surface information is important in improv-
ing model performance. However, there is evidence
that good model physics is not enough to prevent
the users’ choice of parameter values from signifi-
cantly influencing the outcome. Therefore, it is essen-
tial when models are being used for scenario testing
that appropriate parameter values are used.

Simpler models often showed a net improvement with
additional information; the more complex models did
not. This may be because there was not enough
additional detailed information provided so it was
more difficult for the users to decide how to use this
information appropriately. It is important to note that
parameters specified for simpler models (e.g. overall
albedo) often equate to empirical aggregations of
processes in more complex models (e.g. the net effect
of reflections due to facet albedos). Nevertheless, the
results here suggest that increased model complexity
does not necessarily increase model performance.

It is expected that more complex models may have
more potential for future improvements as they are
able to resolve more details without deteriorating their
performance. The most complex models are more flex-
ible and have the potential to describe the biophysical
interactions between the atmosphere and urban sur-
faces. Although the ability to do this has not been
tested here, these models can provide vertical pro-
files of atmospheric variables within the urban canopy
layer. If the simulation is for weather forecasting, a
good estimate of the heat fluxes at the top of the
urban canopy is probably sufficient, and, consequently,
a simple scheme may be the appropriate choice. If air
quality is the focus, the atmospheric behaviour within
the urban canopy layer may be important, and a more
complex scheme can be useful. An important finding
of PILPS-urban is that in many cases, work is needed
to improve the complex schemes (both in terms of
physics and definition of numerical constants), in order
to have skills comparable to those of the more simple
schemes in estimating energy fluxes at the top of the
urban canopy. More complicated models are generally
more difficult to use and it is even difficult for mod-
ellers to identify which are the most critical points of
their model.

As a community it is clear that in terms of surface
characteristics, the information up to Stage 3 (Table II)
benefited a large number of models. The AE were also
beneficial (Stage 4) but the provision and acquisition
of the most appropriate wall, roof, and road thermal
properties need further thought and development from
the modelling community. This model intercomparison

Int. J. Climatol. 31: 244-272 (2011)
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has already generated a suggested improved method
for thermal parameter specification that accounts for
the high degree of heterogeneity of such parameters
in cities (Salamanca et al. 2009, 2010). Hopefully,
additional analyses will shed more light on this issue.
Using an ensemble of models rather than one model is
generally better than any individual model for an indi-
vidual flux. In general, the medium complexity ensem-
ble performs least well and the simple performs best.
The ‘all’ ensemble is always better than the medium
complexity. Given the overall better performance of
the ensembles they may be better than using one indi-
vidual model when considering all of the fluxes.

These results are the first of a number of different
studies that will be undertaken from these model runs.
Future analyses will consider the role of seasonality on
model performance, role of cloud conditions (day and
night), time since rainfall, wind regime, the range of
parameter values that are used, and the determination of
optimized parameters; the participants will also analyse
what they have learnt from the model comparison. To
date, only two urban sites have been compared (Phase
1 and 2), which obviously is not representative of the
wide range of land covers and morphologies, etc. found
within neighbourhoods around the globe. However, some
common conclusions are arrived at from comparison
with these two sites, such as the best ability is for
modelling net all wave radiation flux. Most notably,
despite the range of vegetation cover found at the two
sites, accounting for vegetation appears to be essential
when modelling urban surface energy flux exchanges.
There is a need for future comparisons of this type
for sites with varying morphology and across a wider
range of building materials. Our initial message is one of
caution in applying any ULSM because, in general, no
model performs well across all fluxes and it may be best
to use an ensemble approach.
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Abstract. This manuscript describes the energy and water
components of a new community land surface model called
the Joint UK Land Environment Simulator (JULES). This is
developed from the Met Office Surface Exchange Scheme
(MOSES). It can be used as a stand alone land surface model
driven by observed forcing data, or coupled to an atmo-
spheric global circulation model. The JULES model has
been coupled to the Met Office Unified Model (UM) and
as such provides a unique opportunity for the research com-
munity to contribute their research to improve both world-
leading operational weather forecasting and climate change
prediction systems. In addition JULES, and its forerunner
MOSES, have been the basis for a number of very high-
profile papers concerning the land-surface and climate over
the last decade. JULES has a modular structure aligned to
physical processes, providing the basis for a flexible mod-
elling platform.

1 Introduction

Traditionally Land Surface Models (LSMs) have been con-
sidered as the lower boundary condition for Global Cir-
culation Models (GCMs) and other atmospheric modelling
systems. Over the last couple of decades, the importance
of the influence that the land surface has on atmospheric

Correspondence to: M. Best
BY (martin.best@metoffice.gov.uk)

modelling has increased, which has led to additional focus
on the complexity and accuracy of LSMs. Models have de-
veloped from a simple energy balance with a simple soil
scheme (e.g., Deardorff, 1978) through to complex vege-
tation structures with multiple layer soil hydrology. Ex-
amples of currently used land surface schemes include the
Interaction Soil-Biosphere-Atmosphere model (ISBA, Noil-
han and Planton, 1989), the Canadian Land Surface Scheme
(CLASS, Verseghy, 1991; Verseghy et al., 1993), the Tiled
ECMWEF Scheme for Surface Exchanges over Land model
(TESSEL, Viterbo and Beljaars, 1995), the NOAH model
(Ek et al., 2003) and the Community Land Model (CLM,
Oleson et al., 2010).

The large differences in the response of the surface fluxes
to various surfaces has initiated a representation of sub-
gridscale heterogeneity, such as tile or mosaic schemes (e.g.,
Essery et al., 2003a). Differences at the surface can be caused
by their interaction with snow (e.g., snow on top of the sur-
face as with bare soil and short vegetation, or snow under the
“surface” as with needleleaf forests), the availability of water
at the surface influencing the Bowen ratio (e.g., open water,
snow and ice surfaces compared to vegetation and bare soil
surfaces), or in the treatment of the carbon cycle for vegeta-
tion (e.g., the difference in carbon pathways between C3 and
C4 vegetation). Further increases in model resolution, par-
ticularly for regional scale operational weather forecasting,
open up new challenges in the way we represent the sub-
gridscale heterogeneity at the surface, as the nature of the
heterogeneity changes.
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Table 1. Meteorological forcing data required to drive the JULES
model.

Data Units
Downward component of shortwave radiation at the surface wWm—2
Downward component of longwave radiation at the surface W m—2
Rainfall kgm~2s~!
Snowfall kg m2s7!
U component of wind ms~!

V component of wind ms~!
Atmospheric temperature K
Atmospheric specific humidity kg kg"
Surface Pressure Pa

As the resolution and accuracy of atmospheric modelling
systems increases, there is likely to be a need for a wider
diversity of land surface processes, such as river flow and
flooding, groundwater, or potential crop yields. These new
processes present some challenges as model developers will
have to acquire new areas of expertise and integrate new sci-
ence in existing modelling systems.

The development in our understanding of the interactions
between the atmosphere and the biosphere for the carbon cy-
cle has begun a new era for science in land surface modelling
(e.g., Cox et al., 2000). Current research activities are not
limited to the carbon cycle, but are also considering other el-
ements such as the nitrogen cycle, methane and ozone (Ged-
ney et al., 2004; Sitch et al., 2007; Thornton et al., 2007,
2009; Sokolov et al., 2008; Fisher et al., 2010; Zaehle et al.,
2010). Again, the complexity of these new systems require
additional expert knowledge that has traditionally not been
held by the original LSM developers.

It is beyond most research and operational centres to have
the expertise in such a diverse range of science. Therefore
to develop a state of the art LSM requires an alternative
perspective to the traditional isolated development of these
modelling systems. The development of a community land
surface model enables experts in areas of land surface sci-
ence to contribute towards a leading land surface model, from
which all users will benefit. This approach has been adopted
with the Community Land Model (CLM) and the NOAH
model, and now with the new community land surface model,
the Joint UK Land Environment Simulator (JULES). JULES
originated from the Met Office Surface Exchange Scheme
(MOSES:; Cox et al., 1999; Essery et al., 2003a), the land
surface model developed at the UK Met Office for applica-
tions ranging from operational weather forecasting to Earth
system modelling. The forcing data required by JULES (Ta-
ble 1) are the standard information that would be exchanged
when coupled to an atmospheric GCM. Hence, JULES can
be linked to the UK Met Office Unified Model (Cullen,
1993) opening up the unique opportunity for the research
community to contribute its science into leading operational
weather forecasting and climate change prediction systems.

Geosci. Model Dev., 4, 677-699, 2011

253

M. J. Best et al.: JULES energy and water

In addition JULES, and its forerunner MOSES, have already
been the basis of a number of high-profile papers on the re-
sponse of land ecosystems to climate (Cox et al., 2000; Ged-
ney et al., 2006; Betts et al., 2007; Sitch et al., 2007; Cox
et al., 2008; Mercado et al., 2009).

As well as the initialisation of the prognostic variables
within the JULES model (Table 2), ancillary information is
required for various soil parameters (Table 3). These data are
required for both stand alone and coupled applications. In ad-
dition, information on the various parameters used within the
JULES model is contained in the user documentation, which
is attached as supplementary material to this paper.

JULES has been designed to be a flexible modelling sys-
tem with a modular structure. This structure is illustrated in
Fig. 1, where the connections between the modules show the
physical processes that connect these areas. The aim of this
modular structure is to make it easy to replace modules or to
introduce new modules within the modelling system. For in-
stance, whilst at present JULES can be coupled to an external
river flow model via the surface and sub-surface runoff fluxes
to simulate river discharge, future versions of JULES will in-
clude these processes as new modules, along with other pro-
cesses such as irrigation and groundwater.

Within the modules there are also various science options
(Table 4), which can be selected through a series of switches.
In general the options represent subsequent developments
and improvements to the physics represented in the model.
The use of the scheme within an operational weather fore-
cast model (and its evolution from the MOSES land model
which was also used in the same environment) requires that
such developments are not just simply replaced, but made
available as options to ensure backwards compatibility be-
tween model versions. However, this presents an opportunity
to analyse how developments have impacted the subsequent
performance of such a land model.

In addition to the main science modules within JULES
there are also three themes. These themes are not connected
by physical processes to the other modules, but do impact
on each of them and are critical to ensure that the JULES
modelling system remains a flexible, easy to use and de-
velop, openly validated tool that can have identifiable con-
figurations for applied applications. These themes include
the technical design of the modelling system, the validation
and calibration of all aspects of the model, and setting config-
urations of the modelling system that are suitable for climate
impact studies. The themes surround the science modules in
Fig. 1 demonstrating their integrating nature.

This paper, the first of two parts that describe the JULES
system, is concerned with the energy and water cycles. The
second part describes the additional modules required to rep-
resent the carbon cycle (Clark et al., 2011), whilst a com-
panion paper addresses one of the cross cutting themes with
benchmarking (Blyth et al., 2011). The sections of this paper
describe the modules in Fig. 1 relating to energy and wa-
ter. Section 2 describes the surface exchange, covering (2.1)

www.geosci-model-dev.net/4/677/2011/
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Table 2. Prognostic variables within the JULES model.

679

Data Units
Fractions of land surface types within gridbox

Surface temperature of land surface types K
Temperature of each soil level K
Moisture concentration of each soil layer m3m—3
Canopy water for vegetation surface types kg m—2
Canopy height for vegetation surface types m

Leaf area index for vegetation surface types m? m~2
Soil carbon kgCm~2
Snow amount of each surface type kgm™=
Snow grain size on each surface type pum
Snow on ground below vegetation surface types kgm™*
Snowdepth of each surface type! m
Temperature of each snow layer for each surface type! K

Ice content of each snow layer for each surface type' kg m~2
Liquid content of each snow layer for each surface type' kg m™2

Snow grain size of each snow layer for each surface type! ~ um

Mean water table depth?

Soil moisture in deep layer as a fraction of saturation?

! Only for the multi-layer snow option.
2 Only for the TOPMODEL soil moisture heterogeneity option.

the energy balance equations, (2.2) the surface resistance of
moisture for vegetation, (2.3) evaporation of moisture on the
surface in either liquid or solid states, (2.4) how urban areas
are represented, and (2.5) the treatment of surface hetero-
geneity.

Section 3 decribes the processes relating to snow. This in-
cludes (3.1) the interaction of snow with vegetation canopies,
two methods for modelling the snow on the ground, with ei-
ther (3.2) zero layer or (3.3) multi-layer models, and (3.4) the
representation of snow albedo.

Section 4 deals with soil processes for temperature and
moisture. This includes (4.1) the amount of water that
reaches the soil surface through vegetation canopies and how
this is then distributed into runoff and infiltration, (4.2) how
soil moisture is extracted from the soil profile by vegetation,
(4.3) the thermodynamics and water transport within the soil,
(4.4) the hydraulic and (4.5) thermal characteristics of the
soil, (4.6) the treatment for preventing a soil layer from be-
coming super-saturated, and finally (4.7) the representation
of heterogeneity for soil moisture. This is done via two pos-
sible methods, the first (4.7.1) being based upon the TOP-
MODEL approach (Beven and Kirkby, 1979), and the second
(4.7.2) the PDM model (Moore, 1985).

2 Surface fluxes and energy balance

The surface fluxes of heat, moisture and momentum are cal-
culated in JULES within the surface exchange module. To
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give the maximum flexibility in terms of the representation of
surface heterogeneity and for the coupling of the land surface
scheme to an atmospheric model, two generic types of sur-
face are considered; vegetated and non-vegetated. The main
difference between these two types of surface is the way in
which the surface related parameters (e.g., albedo, roughness
length) are specified. For non-vegetative surfaces they are
specified by the user (with the exception of the MORUSES
option for an urban surface, see Sect. 2.4), whereas for vege-
tated surfaces these parameters are derived from the structure
of the vegetation itself. This leads to an alternative set of pa-
rameters that needs to be specified (e.g., rate of change of
surface albedo with leaf area index, rate of change of rough-
ness length with canopy height).

2.1 Surface exchange equations

The standard surface energy balance equations, used to cal-
culate the distribution of available energy between the vari-
ous fluxes at the surface, have been extended to provide more
flexibility to include additional physical processes. Thermal
inertia is associated with the surface mass which is coupled to
the underlying soil by three physical mechanisms depending
upon the type of surface. The vegetation fraction is coupled
to the soil using radiative exchange and atmospheric turbu-
lence, whereas the remainder are coupled through conduc-
tion. The surface energy balance equation is then written:

8T

s Mdua
5t

(1—a)Swy+eLw,—oe(T)*~H—-L.E-G (1)
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Fig. 1. Modular structure of the JULES model. The boxes show each of the physics modules whilst the lines between the boxes show the
physical processes that connect these modules. The surrounding three boxes show the cross-cutting themes.
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The definitions for all symbols are given in Appendix A,
along with their units.

For the longwave radiative exchange between vegetation
and the soil, one reflection of the emitted radiation is mod-
elled (hence the reason why both emissivities appear in
Eq. 4). This assumes that further reflections can be neglected.

A number of options can be chosen to adjust the formula-
tion of the surface energy balance equations. These options
increase the level of complexity for the interaction between
the surface and the underlying soil, but have the capability
to give improvements to the representation of the surface ex-
change of fluxes and the surface temperature, especially at
night (Best and Hopwood, 2001). The traditional surface en-
ergy balance equations can be obtained by setting the surface
heat capacity to zero (i.e., setting the left-hand side of Eq. (1)
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to zero) and having only conductive coupling between the
surface and the underlying soil (i.e., by setting the vegetation
fraction variable to zero in Eq. 4). This was the original sur-
face energy balance that was used within the MOSES model,
but Best and Hopwood (2001) showed that this did not pro-
vide sufficient cooling during the night over a grass surface.
A better fit to the data was given if the surface is radiativly
coupled to the underlying soil rather than coupling through
conduction. These improvements are provided by the second
option which uses not only radiative coupling, but also tur-
bulence between the canopy and the underlying soil for veg-
etation surfaces, but still retains a zero surface heat capacity
(Cs=0). A third option utilises the full energy balance equa-
tions above (Eqs. 1-4). This introduces a heat capacity for
the surface, which not only gives further improvements for
tall vegetation such as forests that have a larger heat capac-
ity than the grass surface considered in (Best and Hopwood,
2001), but also enables other surfaces (such as urban, see sec-
tion 2.4) to be easily introduced within the model framework.
The surface heat capacity is specified for non-vegetation sur-
faces, but is determined from the leaf and woody biomass for
vegetation using
Ci=CLBL+CwBw (5)
Larger heat capacities result in a stronger thermal inertia for
the surface.
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Table 3. Soil ancillary data required by the JULES model.

Data Units

Bare soil albedo

Dry soil thermal conductivity Wm— ! K!
Dry soil thermal capacity JK !'m™3
Volumetric saturation point for soil m3 m~3 of soil

Critical volumetric soil moisture content
Volumetric wilting point for soil
Soil Saturated hydraulic conductivity of soil

m? m~3 of soil
m3 m—3 of soil
kg m2s~!

Saturated soil water pressure (used only for the Brooks and Corey, 1964, soil hydaulics) m
Clapp-Hornberger exponent (used only for the Brooks and Corey, 1964, soil hydaulics)

1/a (used only for the van Genuchten, 1980, soil hydaulics)

1/(n—1) (used only for the van Genuchten, 1980, soil hydaulics)

(a) %

Canyon D Roof

Ventilation
Region

Recirculation
Region

(b)

:

Fig. 2. The two dimensional canyon geometry used in MORUSES
illustrating the resistance network used in the parametrisation of the
roughness length for heat. The panels depict: (a) a wide canyon
geometry with both ventilation and recirculation regions; and (b) a
narrow canyon with only a recirculation region (adapted from Fig. 3
of Harman et al., 2004)

In addition to utilising the full energy balance equations,
there is a fourth option which adjusts how snow is repre-
sented on vegetation by enabling the snow to exist below the
canopy (see Sect. 3.1).

In order to obtain a fully implicit solution, each of the
prognostic terms in the surface flux equations (apart from the
soil temperature) are written in the form X! = X’ + AX.
The equations are then linearised by assuming that AX < X.
This gives a new set of surface flux equations that can be
written in the form of a fully explicit flux, an update to give
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an implicit solution and a further update to ensure that the
atmospheric temperature and humidity satisfy implicit cou-
pling with the atmosphere. The last update is only applied if
JULES is connected to an atmospheric model with implicit
coupling. So, for example, the surface moisture flux equation
becomes:

p N\ o P,
E= ( () -l AT,
"a+"s Qsdt( *) Q1)+ra+rsd *
P
- A 6
e [ (6)

where o’ is evaluated at 7;!. The implicit update to the fluxes
comes from solving the surface flux equations, whilst the im-
plicit coupling to the atmosphere comes from the coupling
methodology of Best et al. (2004).

The aerodynamic resistance is calculated using standard
Monin-Obukhov similarity theory (Monin and Obukhov,
1954), using the stability functions of Dyer (1974) for un-
stable conditions and Beljaars and Holtslag (1991) for stable
conditions. The surface resistance for surfaces with potential
evaporation (i.e., lake, snow and ice surfaces) is set to zero,
whilst for an urban surface the conductance is set to zero un-
less water is available on the urban surface (i.e., the urban
“canopy water”). For a bare soil surface, the surface conduc-
tance (gsoil, inverse of resistance) is determined by the soil
moisture concentration in the top soil layer:

1 /6012
&soil = W (9_1) (7)

This parametrisation was developed following problems
identified with a previous scheme (Taylor and Clark, 2001).
A review of bare soil evaporation (including Mahfouf and
Noilhan, 1991) along with observational studies was used to
develop this relationship whilst maintaining consistency with
the critical point defined for vegetation (see Sect. 2.2, C. Tay-
lor, personal communication, 2011).
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For vegetation, the surface resistance is calculated using
the photosynthesis model described in Sect. 2.2.

For the vegetative surfaces, the latent heat flux is deter-
mined from a combination of evapotranspiration and bare
soil evaporation. The relative contributions from vegetation
and bare soil are a representation of the fraction of bare soil
that can be seen through the vegetation canopy. Hence the
fractions for each of these is determined by the density of the
leaves, through the leaf area index. The combined flux repre-
sents the interaction of the atmosphere with both the canopy
and the soil beneath.

Note this is different to the approach used to represent the
evaporation from a sparse canopy. In this situation, due to
the limitations of the tile scheme approach as used in JULES
(see Sect. 2.5), the surface is distributed into a vegetation
land fraction that contributes to a vegetation tile, and a bare
soil land fraction that contributes to the bare soil tile.

2.2 Photosynthesis and stomatal conductance

The leaf level stomatal conductance (gs) and net photosyn-
thetic uptake (A) are linked via the CO; diffusion equation:

A=g(Cc—Ci)/1.6 (3)

A second equation by Jacobs (1994), which shares similar-
ities with the simplified form of the Leuning (1995) stomatal
conductance formulation, relates the ratio of internal to ex-
ternal CO; concentrations to leaf humidity deficit,

Ci—Cy D
—=f,1-— 9
e -n(1-5) ©

where f, and D, are vegetation specific calibration parame-
ters, which are directly related to the parameters from the Le-
uning (1995) model (for details, see Cox et al., 1998). This
simplified formulation is convenient for large scale model ap-
plications (Cox et al., 1998). Potential (non-water stressed)
leaf level photosynthesis (Ap) is calculated in JULES using
the C3 and C4 photosynthesis models of Collatz et al. (1991)
and Collatz et al. (1992) respectively. Photosynthesis is sim-
ulated as the minimum of three limiting rates: (i) Rubisco
limited rate (W), (ii) light limited rate (Wy) and (iii) rate
of transport of photosynthetic products (in the case of C3
plants) and PEP-Carboxylase limitation (in the case of C4
plants) Wg. With both, W and Wy, having a dependency on
the leaf internal CO, concentration, Cj.

Ap =min(We, Wi, Wg) (10)

Leaf photosynthesis A, is related to the potential (non-
stressed) leaf photosynthesis (Ap) as follows,

A=App an
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B is the dimensionless moisture stress factor, which is related
to the mean soil moisture concentration in the root zone, and
the critical and wilting point concentrations as follows:

1 for 6 > 6,
B= (jtjj,ww for 6y < 6 <6, (12)
0 for 0 <0y

The critical point is defined by a matrix water potential of
—33kPa (Cox et al., 1999), which compares to the more
commonly used field capacity that has a matrix water poten-
tial of —10 kPa. The use of the critical point enables vegeta-
tion to maintain an un-water stressed transpiration at values
below field capacity.

JULES uses either a big leaf or a multi-layer approach to
scale photosynthesis and conductance to the canopy level.
In the big leaf approach, canopy level photosynthesis and
conductance are calculated using leaf level fluxes and total
canopy leaf area index (Cox et al., 1998) using Beer’s law
(Monsi and Saeki, 1953). This is the original method used
in JULES, but does not produce a realistic dirunal cylce of
photosynthesis and hence evaporation (Mercado et al., 2007,
2009). A more realistic scheme is provided by the multi-
layer approach, in which the radiation absorbed and photo-
synthesis are estimated using a user defined number of leaf
area increments (canopy layers) within the canopy, with the
total canopy level flux calculated as the sum of the fluxes
from each individual canopy layer (Jogireddy et al., 2006;
Mercado et al., 2007). A number of options are available
in JULES for use with this multilayer approach. In addi-
tion to the user specifying the number of layers, a two layer
approximation can also be selected. This option is not as
accurate as the full multilayer scheme, but saves on compu-
tational time which can be important for weather forecasting
applications. Another option also allows for the variation of
leaf nitrogen within the vegetation canopy, leading to further
improvements within the multilayer scheme. Equations de-
scribing the biochemistry of leaf level photosynthesis (Wc,
W, and Wg) and scaling up methods from leaf to canopy
level are outlined in Part II, which describes the carbon cycle
in JULES (Clark et al., 2011).

2.3 Freely evaporating surfaces

Evaporation from the surfaces represented within JULES
comes from a number of sources. These include evapotran-
spiration (i.e., water extracted from the soil through vege-
tation) and bare soil evaporation, both of which include a
surface resistance that represents the restrictions in availabil-
ity of water at the surface. The other sources of evapora-
tion come directly from moisture stores and hence have no
surface resistance. These sources include evaporation from
open water surfaces, evaporation from surface water held in
the canopy of vegetation or ponding on urban surfaces, and
sublimation from snow.
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The evaporation from water held on the leaves within the
vegetation canopy will deplete the canopy water store and
can result in all of the water being removed within a timestep.
If this occurs, then the moisture unlimited evaporation is set
to the available canopy water, and any additional evapora-
tion then comes through evapotranspiration with an associ-
ated stomatal, or surface, resistance. Such a limitation in the
evaporative flux changes the surface energy balance equa-
tions, so an adjustment is made to each of the terms in the
energy balance equations to ensure that the model has a con-
sistent solution.

Each surface type within JULES can have snow on it.
When snow is present, the surface resistance is set to zero
to represent the fact that there is a moisture source. Within
JULES there is also an option to have the snow lying under-
neath vegetation for the turbulent moisture flux (Sect. 3.1).
In this case, an additional aerodynamic resistance is added
to represent the efficiency of the turbulence at transporting
moisture through the canopy. Any sublimation that occurs
from the snow on the surface is used to deplete the snow
mass in an analogous way to the canopy water. Also like
the canopy water, if the snow is removed within a timestep,
then an adjustment is made to the terms in the surface energy
balance equations to ensure consistency.

Within JULES, lakes can be represented in two ways
through the choice of available parameters. The default set-
ting represents lakes as a bare soil surface, except that the
surface resistance for the turbulent moisture flux is set to
zero, giving a freely evaporating surface. The second method
makes use of the surface canopy in the energy balance equa-
tions by setting a suitably large value for the surface heat
capacity (typically equivalent to water of a depth of around
1 metre, although this can be altered by the user). This op-
tion reduces the diurnal cycle of the lake surface temperature
compared to the first option, giving a more realistic simula-
tion.

For both methods, as the lake is not explicitly modelled,
the evaporative flux is not removed from any moisture store
within the model, since it is assumed that there is sufficient
water within the lakes to ensure that they are maintained.
Similarly, any precipitation that falls onto the lake surface
does not contribute to any water store. This means that in
order to maintain a water balance, the integrated evaporative
flux from the lake surface must be determined and included
in the balance equations. This is not routinely done within
JULES and has to be calculated through the available diag-
nostics by the user.

Similarly, the permanent ice surface does not have a prog-
nostic water store, and hence care is required to maintain wa-
ter balance. To represent an ice surface in JULES, the soil
temperature profile is adopted to represent the thermal struc-
ture of the ice, whilst the moisture transport used in the soil
scheme is neglected. As the ice surface is taken to be one
of the surface tile types, and all surface tiles share the same
soil information for temperature and moisture in JULES (see
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Sect. 2.5), this means that it is not possible to have a frac-
tional coverage of land ice within a gridbox or source area
at present. As such, there has to be either 100 % of land ice
cover or none. The specification of this fraction of land ice is
therefore done through the tile fractions information.

As with snow cover (Sect. 3), the surface temperature of
the ice surface is prevented from rising above the melting
point of water, with any resulting residual of the surface en-
ergy balance being added to the melt flux. This means that
care must be taken when setting land ice within the JULES
model, especially when coupled to an atmospheric model.
Small areas of ice could result in large horizontal thermal
gradients in the atmosphere, caused by this restriction on the
surface temperature compared to ice-free land. This can re-
sult in unrealistic small scale circulations and ultimately nu-
merical problems. Hence when coupled to an atmospheric
model, this surface type should only be used to represent a
large extent of permanent land ice.

2.4 Representation of urban areas

The nature and design of urban environments make their sur-
face energy balance significantly different from natural sur-
faces. However, a simple bulk representation for an urban
area can be obtained by introducing a suitably large ther-
mal capacity for the surface, along with radiative coupling
between the surface and the underlying soil. Best (2005)
showed that such a simple representation can lead to sig-
nificant improvements within numerical weather prediction
models. The advantage of this approach is that it is easy to
adopt within a tile scheme approach and can fit within JULES
by adapting currently available parameters.

A second option to represent urban areas in JULES, is to
use an additional surface tile. Best et al. (2006) showed that
representing the roofs of buildings as one surface and street
canyons as a second effective surface gives improvements
over the one-tile approach. Also, Harman and Belcher (2006)
and Porson et al. (2009) demonstrated that these two surfaces
give a good approximation of more complex schemes that
represent each of the facets within the urban area. The dif-
ferences between the two surface types is given through the
surface parameter specifications.

The third option implemented is the Met Office Reading
Urban Surface Exchange Scheme (MORUSES), as described
in Porson et al. (2010a,b). Again this is a two-tile scheme, but
as the surface parameters are determined from the morphol-
ogy and material properties of the city, this enables a distribu-
tion of surface fluxes with different structural properties. The
radiative exchange within the canyon tile is formulated with
an effective albedo and an effective emissivity, based upon
the exchanges between the various street canyon facets. The
roughness length for momentum for the urban area is deter-
mined from the formulation of Macdonald et al. (1998), for
a staggered array of cubes; the canyon and the roof tiles both
have the same roughness.
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Fig. 3. Simulation of seasonal snow depth with JULES for multi-
level snow scheme, showing the division into a varying number of
layer depths. The full shaded area shows the total snow depth,
whilst the different shadings represent the depths of the various
snow layers. Minimum layer thicknesses can be selected by the
user, but in this illustration a second layer is added when the snow
depth exceeds 20 cm and a third at 30 cm.

The roughness length for temperature comes from a
physically-based parametrisation that relates to the urban
morphology and uses a resistance network to represent the
transfer of heat (see Fig. 2). The canyon tile includes the
effects of the recirculation jets by using two resistance path-
ways; one for each of the recirculation and ventilation re-
gions. For both of these elements, three resistances are used,
two representing the heat across an internal boundary layer
adjacent to each facet and one representing the transfer of
heat across the inertial sub-layer. The roof, which is simpler,
only has two resistances representing the internal boundary
layer and inertial sub-layer (see Harman et al., 2004; Porson
et al., 2010a, for more details).

Effective areal heat capacities are determined to represent
the roof and the canyon, which includes contributions from
both the walls and the road. These are determined by con-
sidering the diurnal response using a force-restore model,
whilst an adjustable roof parameter is also introduced to in-
crease the flexibility to capture different oscillations. The
canyon tile is conductively coupled through the road to the
underlying soil surface, whilst the walls of the canyon and
the roof tile are decoupled from the soil, by imposing a zero
flux boundary condition.

The data MORUSES requires can be sourced from a va-
riety of places, depending on availability. For example
MORUSES has been used to simulate the London urban heat
island as part of the LUCID project (The Development of a
Local Urban Climate Model and its Application to the Intel-
ligent Design of Cities; Bohnenstengel et al., 2011) in which
the Virtual London model (Evans et al., 2005) was used for
building geometry. As part of the LUCID project, empiri-
cal relationships were also formulated for urban geometry to
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represent areas within the study area that did not exist within
the Virtual London domain. The building material properties
used were typical values: clay roof, brick walls and asphalt
road. Where no information of this kind is known by the
user, a global dataset also exists that categorises urban areas
depending on density, climatic conditions and regional cul-
ture (Jackson et al., 2010). However, the amount and quality
of the data known by the user would ultimately govern the
choice of urban model used.

2.5 Surface heterogeneity

The heterogeneity of the surface is modelled within JULES
by using the tile, or mosaic, approach (e.g., Essery et al.,
2003a). This means that a separate surface energy balance
is determined for each type of surface within the domain of
the gridbox or footprint, and the individual surface fluxes are
then given a weighted average in order to determine the grid-
box or footprint mean flux into the atmosphere. One lim-
itation to the current structure of JULES is that although
the surface exchange represents the heterogeneity through
tiling, there is no representation of sub-gridscale heterogene-
ity within the sub-surface soil module. This will be devel-
oped in future versions of the JULES model.

In order to keep the parametrisation of surface heterogene-
ity as flexible as possible, the number of surface types to be
considered within a model simulation is determined at run
time. Hence the complexity of the heterogeneity and cost
in terms of computational time have to be balanced. Thus
a time-limited modelling application, such as operational
weather forecasting, can run with minimal surface types to
optimize cost, whereas other applications may benefit from
unlimited surface types (e.g., climate applications with an in-
teractive carbon cycle).

There are two generic types of surface in JULES having
differing requirements for their surface parameters: (1) Non-
vegetated surfaces with fixed parameter values (e.g., albedo
and roughness length) which are specified at run time, and
(2) vegetated surfaces whose parameters vary. The latter are
described in the following paragraphs.

The roughness length for momentum for vegetation is de-
termined from

z0=wh (13)

There are two options to determine the surface albedo («)
for vegetation. The simplest option is a bulk albedo:

o =apexp(—kL)+ao[1 —exp(—kL)] (14)

where ay, the soil albedo, is a spatially varying ancillary field
within JULES and a« is the prescribed maximum canopy
albedo for dense leaf coverage.

With the second option, the snow-free albedos are cal-
culated using the two-stream model for radiative transfer
through vegetation described by Sellers (1985). This scheme
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uses separate direct-beam and diffuse albedos in the visible
and near-infrared wave bands for each vegetation type. This
requires four parameter values for leaf reflection coefficients
and leaf scattering coefficients for both near infra-red and
photosynthetically active radiation.

An additional parameter for vegetation surfaces is the ca-
pacity of the canopy to hold water (Cy,) through the intercep-
tion of precipitation,

Cn=Am+BnL (15)

By default nine surface types are represented; five vegeta-
tion (broadleaf trees, needleleaf trees, C3 grasses, C4 grasses
and shrubs) and four non-vegetated surfaces (urban, open
water, bare soil and permanent land ice). The default param-
eters for each of these surface types are given in Tables 5 and
6, but where possible these parameters should be calibrated
for specific sites.

In addition to the surface type, each tile has an elevation
above the mean gridbox height. This enables surfaces that
are sensitive to the changes in atmospheric temperature and
humidity, arising from displacement above the mean surface
height, to experience adjusted atmospheric forcing. This is
done in a simple way by adjusting the air temperature along a
dry adiabat whilst keeping the specific humidity constant un-
til the saturation point is reached. After this, the temperature
is adjusted along a moist adiabat, whilst the specific humid-
ity is then set to the saturated specific humidity at the new
atmospheric temperature. To ensure consistency with the top
soil level temperature, this is adjusted by the same increment
as the air temperature during the calculation of the surface
energy balance (note that the actual prognostic soil tempera-
ture variable is not updated by this increment). This prevents
artificial warming from the soil without having to introduce
heterogeneity into the soil. This assumption will be removed
once soil heterogeneity is introduced into the JULES code.
One impact of introducing elevation bands is to reduce spu-
rious sublimation and melting from snow-covered surfaces.

3 Snow model

Two schemes are available within JULES for the represen-
tation of snow on the ground. The simplest is a zero-layer
scheme that uses no explicit model layers to represent snow,
instead adapting the top soil level to represent lying snow
processes. The more comprehensive and physically realis-
tic scheme takes a multi-layer approach. For vegetated sur-
faces, snow may additionally be partitioned between inter-
cepted snow in the canopy and snow on the ground or held
in a single effective store. The simple and multi-layer snow
scheme give similar results in many conditions, but the multi-
layer scheme is expected to give better simulations of snow
dynamics at sites with deep snow, with the possibility of mid-
winter melt events and better simulations of soil temperatures
at sites with low winter air temperatures.
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3.1 Interaction of snow with vegetation canopies

With the original scheme in MOSES, snow is held in a sin-
gle store and hence sits on top of vegetation regardless of the
type and height of this vegetation. The exception of this is
for the albedo which does account for a darker surface when
snow is under tall vegetation. However, PILPS-2e (Bowling
et al., 2003) found that the models with highest winter sub-
limation had lowest annual runoff for a high-latitude basin.
A reformulation of MOSES to distinguish between snow on
and below forest canopies reduced the sublimation and im-
proved the simulation of runoff (Essery and Clark, 2003). So
an option is also available in JULES to partition the snow be-
tween snow on the canopy and the underlying ground (Essery
et al., 2003a). The surface resistance for sublimation is set to
zero for tiles with snow cover in the single-store option, but
is

2 0.4
72 I
ry= Lo (—) (16)
0.03 Dr(1.794 30U 1 \ T

for canopy snow, where /;,,,x = 4.4 L is the snow interception
capacity for a canopy with leaf area index L and » = 0.5 mm
is a nominal grain radius for intercepted snow (Essery et al.,
2003b). The change in load during a timestep with snowfall
amount S¢ on a canopy with initial load Iy is

AI=0.7(Imux—10)(l—e_sf/’““‘). (7

Snow is removed from the canopy by sublimation, and un-
loading of melting snow from the canopy is set equal to 40 %
of the canopy snowmelt rate (Storck et al., 2002; Essery et al.,
2003b).

3.2 Zero-layer snow model

The original snow scheme within JULES is a zero-layer snow
model. Snow is given a constant thermal conductivity and a
constant density. The heat capacity of snow is neglected, but
snow decreases the bulk thermal conductivity of the surface
layer due to both the increased layer thickness and the dif-
ferent conductivities of snow and soil. For snow depth less
than half the surface soil layer thickness (Az;), the thermal
conductivity used in surface energy balance calculations is
adjusted for insulation by snow according to

S R

The heat flux between the surface layer and the second soil
layer, of thickness Azp, is multiplied by a snow insulation
factor

2d, =
=(1+———) . 19
g (+A21+Azz) (9

2d Asoil
A = Asoil [1 + —AT\l ('l

)\snow
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Table 4. Description of the various physics options within the JULES model as discussed in the identified sections.

Physics Section  Option

Surface Exchange 2:1

No thermal inertia and conductive coupling

No thermal inertia and radiative coupling
Thermal inertia and radiative coupling
Thermal inertia, radiative coupling and snow under vegetation canopy

Canopy radiation and scaling 2.2 Big leaf

Multiple canopy layers
2 layer approximation to multiple canopy layers
Multiple canopy layers with variable leaf nitrogen

Albedo 25 Bulk albedos

Spectral albedos and snow ageing
Urban model 24 1 tile (bulk)

2 tiles (roofs and canyons)

MORUSES: Porson et al. (2010a,b)
Snow 32 zero layer model

33 multi-layer model

Soil hydraulics 4.4 Brooks and Corey (1964)

van Genuchten (1980)
Soil thermodynamics 45 Cox et al. (1999)

Dharssi et al. (2009)

Soil moisture super-saturation 4.6

Restricted drainage into layer

Infiltration into lower layer

Large scale hydrology 4.7.1

TOPMODEL Gedney and Cox (2003)

472 PDM (Moore, 1985)

For deeper snow, the surface conductivity is set equal to
Asnow and the insulation factor is

Asoil

A'bl‘l()w

-1
;:(Azl—i-Azz)I:(st—Azl) +2Az|+Azz] (20)
(Cox et al., 1999). The surface skin temperature is not al-
lowed to exceed 0°C while snow remains on the ground, and
the heat flux used to melt snow is diagnosed as a residual
in the surface energy balance. Melt water drains immedi-
ately from the snow and is partitioned into soil infiltration
and runoff; there is no storage or freezing of liquid water in
snow. The snow thermal conductivity, snow density and sur-
face layer thickness are parameters that are set by the user.

Whilst the zero-layer snow scheme on the whole gives
good agreement with observations, it tends to melt snow too
rapidly. This is partly due to the inability of this scheme
to hold liquid water within the snow that can subsequently
re-freeze. In addition, the use of the top soil layer to repre-
sent the snow has a negative impact on the soil temperatures,
e.g., as demonstrated in the SNOWMIP2 experiment (Essery
et al., 2009). Better agreement between observations and the
JULES model can be obtained by using the alternative multi-
layer snow scheme.

3.3 Multi-layer snow model

The maximum number of layers (Nmax) that are used for deep
snow and their thickness dy (k=1,...,Nmax) are set by the user.
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However, the number of layers actually used depends on the
snow depth, which means that not all the layers exist at any
one time. When a layer is at the base of the snowpack it has
a variable thickness. Shallow snow is combined with the sur-
face soil layer for snow depth ds < d; for numerical stability,
whilst setting Npax = 0 forces the use of the zero-layer op-
tion for any depth of snow. For dg > d}, snow is represented
by additional model layers on top of the soil if Npax > 1. As
the snow depth increases, the lowest layer in the snowpack
increases in thickness until it reaches twice its prescribed
thickness; the layer then splits in two with the upper part
staying fixed in thickness and the new lowest layer thicken-
ing as the snow accumulates. This is reversed as the snow
depth decreases, with layers being progressively combined
at the bottom of the snowpack. The division of a snowpack
into layers is illustrated in Fig. 3. A variable snow density is
used, so snow depth can decrease due to compaction as well
as ablation.

Each layer in the snowpack has a thickness d; (m), a tem-
perature T} (K), a density p; (kg m™3), an ice content I
(kgm~2) and a liquid water content W; (kgm~2). Layer
thickness, density and mass are related by prdy = Iy + Wy.
The increase in layer density due to compaction over a
timestep of length 87 is calculated as

) My ks ks c
ﬂ=,0kg ACXp( s s pk) 1)

ot no
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Table 5. Default parameter values required by JULES for the standard vegetation surfaces.

Parameter Broadleaf  Needleleaf C3 C4 Shrubs
trees trees grasses  grasses
Snow-covered albedo for large LAI 0.15 0.15 0.60 0.60 0.40
Snow-covered albedo for zero LAI 0.30 0.30 0.80 0.80 0.80
Snow-free albedo for large LAI 0.10 0.10 0.20 0.20 0.20
Rate of change of vegetation roughness  0.05 0.05 0.10 0.10 0.10
length with height
Minimum canopy capacity (kg m~2) 0.50 0.50 0.50 0.50 0.50
Rate of change of canopy capacity 0.05 0.05 0.05 0.05 0.05
with LAI
Infiltration enhancement factor 4.00 4.00 2.00 2.00 2.00
Light extinction coefficient 0.50 0.50 0.50 0.50 0.50
Rootdepth (m) 3.00 1.00 0.50 0.50 0.50

where kg = 4000 K, compactive viscosity o = 107 Pas, ref-
erence density po = 50kgm—3, temperature Tj,, =273.15K,
and My =0.5(1x + Wi) + Zf:,l (I; + W;) is the mass of snow
above the middle of the layer. This scheme, based on mea-
surements by Kojima (1967), has previously been used in the
snow models described by Pitman et al. (1991) and Lynch-
Stieglitz (1994). The areal heat capacity of a layer is

Cy = I Cice + Wi Cyater (22)

where Cice =2100J K~ kg™! and Cyarer =4180J K~ kg™!
are the specific heat capacities of ice and water, and the ther-
mal conductivity is

1.88
Ak=2.22( L )
Pwater

where pyqer = 1000kgm™
1981).

The structure of the multi-layer snow model is shown in
Fig. 4. The conducted heat flux at the bottom of layer k is

(23)

3 is the density of water (Yen,

Hy =T [Tk — Tx1 +y 8Tk —8Tk41)] 24)

where 87; is the increment in layer temperature over a
timestep, y is the forward timestep weighting (0 for explicit
and 1 for fully implicit timestepping), and

d d B
Tx= o it

20 2kt
is a layer thickness weighted thermal conductivity. For the
lowest snow layer (k =N), Tn+1, dy+1 and Ayy are the

temperature, thickness and conductivity of the surface soil
layer. The increment in layer temperature over a timestep is

(25)

8t
8Ty = —(Hp—1 — Hy) (26)
Ci

Surface heat flux Hp calculated by the surface exchange
module is passed to the snow module, and ground heat flux
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Hpy calculated by the snow module is passed to the soil mod-
ule; implicit timestep weighting of surface soil layer temper-
ature 7§ is not used in calculating this flux. For a single
snow layer the temperature increment is given by

ot
37'1=C—I[H0—F1(T|—Tsl+VBT|)] 27

with solution

_ [Ho+T1 (T —T)]ét
Y I'iét+Cy

When there are N > 1 snow layers, increments in the layer

temperatures are found as the solutions of the tridiagonal set
of equations

8Ty (28)

b1 8Ty +c1 8Ty =[Hy+T1(T2—T1)]ét, (29)
ag 8Ti—1 +br 8Ty +ck 8Tyt = [Thk—1 (Th—1 — Ti)

+Tk (T — Ti)1 8t (30
fork=2,...,N—1, and

anS8Ty—1+by8TN = [Tn—1(Ty—1—Ty)
+ Cn(Th —Tn)]6t (3D

with matrix elements

a =ck—1 =—y Tx—18t (32)
and
by =Cy+y (i1 +Tw) 6t (33)

If the temperature of a layer is calculated to be above Tpy,,
the layer ice mass is reduced by an amount

Cs
8l ==~ (T —Tw) (34)
L

or the entire mass of the layer, whichever is least. The layer
liquid mass is increased by the same amount and the layer
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Fig. 4. Structure of the numerical discretisation over the layers for
the temperatures and heat fluxes within the multi-level snow scheme
in JULES.

temperature is reset to 7y,. Sublimation calculated by the sur-
face exchange module is removed from the surface layer ice
mass and from deeper layers if the surface layer sublimates
entirely during a timestep.

A layer of depth dj entirely consisting of liquid water
would have a liquid content of pyaer di. Snow layers are
allowed to retain a fraction W, (set by the user) of this lig-
uid content. When the liquid content of a layer exceeds its
capacity, excess water is passed to the layer below. Liquid
water in a layer with temperature below Ty, will freeze, de-
creasing the liquid content by an amount

Cr
SWi = =2 (T —T0), 39)
L¢

increasing the ice content by the same amount, and increas-
ing the temperature by

L¢SWy

8Ty =
k A

(36)
The water flux at the base of the snowpack is passed to the
surface hydrology module (Sect. 4.1).

Fresh snow is added as an interim layer 0 with density pg
and temperature equal to the surface layer temperature. After
increments have been applied to the layer masses and tem-
peratures, layers are combined or split as necessary to match
the fixed layer thicknesses. The liquid water and ice contents
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of the revised snow layers are determined by conservation of
mass and their temperatures are diagnosed from conservation
of energy

3.4 Snow albedo

Diagnostic and prognostic snow albedo options are pro-
vided. The simpler diagnostic option was originally used in
MOSES, but can not represent the impacts of snow ageing
on the surface albedo. Hence the prognostic option provides
the ability to represent the time evolution of the snow abledo,
improving the physical representation of the snow.

In the diagnostic scheme, a snow-free albedo and an
albedo for cold deep snow are specified for each surface type.
When the surface temperature exceeds a threshold tempera-
ture 7¢, the snow albedo is decreased according to

a5 = teds +Ki (o — oteds) (T — Tc). 37

For a tile with snow depth ds, the albedo is a weighted aver-
age

o =ag+ (o —ag) (1 —e w/dm) (38)

for surface masking snow depth dy,.

For tall vegetation, the impact of snow lying underneath
the vegetation canopy is taken into account by setting lower
values for the cold deep snow albedo.

The prognostic albedo scheme uses the Wiscombe and
Warren (1980) spectral snow model. The ageing of the snow
surface is characterized by introducing a prognostic grain
size r(t), set to ro =50 pum for fresh snow and limited to a
maximum value of 2000 um. The change in grain size over a
timestep is given by

12
r(t+6t) = |:r(t)2+&5f] —[r(t)—ro]Sf—& (39)
b/ d()

for snowfall rate Sy. The mass of fresh snow required to re-
fresh the albedo is set to 2.5kgm~2. The empirical grain
area growth rate, in pm2 s~ is

0.6
Gr={0.06
A exp(—4550/ T)

T, = Ty (melting snow)
T, < Ty, r <150 pm (cold fresh snow) (40)
T < T, r >150 um (cold aged snow)

where A =0.23 x 109 pm2 s~!. Snow albedos for diffuse
visible and near-infrared radiation are calculated as

anvis =0.98 - 0.002(r1/2 — /%) (41)
and
i =0.7-0.091n (r'—o) : @2)

The zenith-angle dependence of albedos for direct-beam ra-
diation with zenith cosine y is represented by using an effec-
tive grain size,

re=[140.77(11 — 0.65)]*r, (43)
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in place of r in the equations for diffuse albedos (Egs. 41 and
42).

For a tile with snow-free albedo o, snowdepth ds and
roughness length z¢, the albedo in each band is

o= ./;;(xm +(1-= fs)ao (44)
where

ds
fs= 77102 (45)

(Oleson et al., 2004). When driving data with separate direct-
beam and diffuse radiation in visible and near-infrared bands
are not available, the average of the diffuse albedos is simply
used as an all-band snow albedo.

4 Hydrology and soil thermodynamics

JULES includes multi-layer, finite-difference models of sub-
surface heat and water fluxes, as described in Cox et al.
(1999). There are options for the specification of the hy-
draulic and thermal characteristics, the representation of
super-saturated soil moisture and the sub-surface heterogene-
ity of soil moisture.

4.1 Surface hydrology

To account for the size of convective storms compared to
gridsize, a rainfall rate is assumed to fall on a fraction €,
of the grid. For large scale precipitation and point studies
this fraction is set to one, whilst for convective precipitation
it can take lower values, and is typically set to a value of 0.3.

The amount of water that reaches the soil surface depends
upon the type of surface. For non-vegetation surfaces, this is
simply the precipitation rate whereas for vegetation surfaces,
this becomes the throughfall and is calculated using:

c &Cnm c
Tr=R(1-— . 3 P Bl 46
E ( Cm)°Xp( RAt)+ Com “6)

and the canopy water is updated by
CrD =" 4 (R-Tp) At (0]

where Cy, is the maximum canopy water that can be held by
the vegetation and At is the timestep.

The canopy water can also be increased through dewfall
(i.e., downward surface moisture fluxes), and is depleted
by surface evaporation. Similarly, snow cover is increased
through the deposition of frost (modelled as dewfall at sur-
face temperatures below freezing), whilst the melting of
snow contributes to the water available at the soil surface and
updates the equivalent water within the snow pack.

The water reaching the soil surface is then split be-
tween infiltration into the soil and surface runoff. Since the
throughfall can be different for various surface types within a
tile scheme, whereas in JULES the infiltration into the soil is
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a grid-box aggregate as the soil is not tiled, the surface runoff
is determined by combining equations for both the through-
fall and the grid-box mean infiltration, yielding the follow-
ing:

R& exp(— k&) +R(1-& )exp(-%5) Karsc

Rexp[—"(K A:;Zf""o]

(43)

KAt>C

where the surface infiltration rate K is equal to S5 Kps and S
is an enhancement factor. These equations account for the
effect of a finite model timestep on the throughfall and there-
fore the surface runoff. A full derivation of these equations
was given by Dolman and Gregory (1992).

The infiltration into the soil is determined through the in-
tegration of the contributions for each of the surface types by
using the water balance at the surface:

Wo=Y_v; (Tij+Smj —¥)). (49)

7

4.2 Soil moisture extraction

The ability of vegetation to access moisture at each level in
the soil is determined by root density, assumed to follow an
exponential distribution with depth. The fraction of roots in
soil layer k extending from depth z;_; to zj is

e~ 2%—1/dr _ p—22k/dx

1 —e*ZCl/dr ¢ (50)

ry=

For transpiration E’, the flux extracted from soil layer k is
e E’, where

0 i Br
€ = —— (51
K5 B
and
| Ok > 6,
Br=1 Ok —0,)/(0c —0u) 6Oy <O <O (52)
0 ek =< gu'

is a soil moisture availability factor, defined similarly to
Eq. (12), for a soil layer with unfrozen volumetric soil mois-
ture concentration 6.

4.3 Soil thermodynamics and water fluxes

The sub-surface at a gridpoint is either soil or land ice (with
no water movement in the latter). Sub-surface temperatures
are calculated using a finite difference form of the heat dif-
fusion equation, including the effects of solid-liquid phase
changes of water. The temperature of the k-th soil layer is
incremented by the diffusive heat fluxes into and out of the
layer, G- and Gy, and the advective flux from the layer by
flowing water, Ji:
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CaAzi ddT:‘ =Gr-1—Gr— Jk Azk (53)
where the fluxes are calculated as

G= AsonZ—T; (54)
Fos G W22 55)

9z

where z is the vertical coordinate. C, is the “apparent” volu-
metric heat capacity of the layer, including the effect of phase
changes (Cox et al., 1999). For soil, the sub-surface ther-
mal characteristics are a function of solid and liquid water
contents, while land ice uses fixed characteristics. The top
boundary condition for Eq. (53) is the surface heat flux, cal-
culated by the surface exchange module, while at the bottom
there is a zero flux boundary condition to ensure conservation
of energy.

The number of soil layers is a model parameter but the
default is four of thicknesses 0.1, 0.25, 0.65 and 2.0 m, giving
a total soil depth of 3m. This configuration is designed to
capture the variation of soil temperature from sub-daily to
annual timescales (Best et al., 2005).

Soil water contents are updated using a finite difference
form of the Richards equation. The moisture content of each
layer is updated as:

%:WL,—WL—E,’(—RM (56)
where W/:7| and W,\f are the diffusive fluxes flowing in from
the layer above and out to the layer below respectively, E;
is the evapotranspiration extracted by plant roots in the layer
(and bare soil evaporation for the top layer) and Ry is lat-
eral runoff, which is set to zero unless the sub-surface het-
erogeneity of soil moisture is represented using the TOP-
MODEL option (Sect. 4.7.1). The vertical fluxes follow

Darcy’s law
i v
w =Kh(—+l) (57)
0z

The top boundary condition for Eq. (56) is the infiltration of
water at the soil surface, whilst the lower boundary condition
is drainage, which contributes to sub-surface runoff.

4.4 Hydraulic characteristics

There are two options for the hydraulic characteristics. In
the first the relation between soil water content, suction and
hydraulic conductivity are Brooks and Corey (1964):

0/6s=(W/ W)~/ (58)
Kn = Kns(0/65)%F3 (59)

This is the method that has traditionally been used in land
surface models. It is a more simplistic formulae for the hy-
draulic properties of the soil than other schemes, but the re-
quired parameters can be determined from the sand, silt and
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clay fractions of soils, which are available in many global
soil datasets.

The parameters 65, V¢ and b are calculated from soil
texture information using the relationships of Cosby et al.
(1984) or others. (Note that Cox et al. (1999) incorrectly ref-
erenced Egs. (58) and (59) as Clapp and Hornberger (1978)
rather than Brooks and Corey (1964) (T. Marthews, personal
communication, 2009).)

The second option uses the hydraulic relationships of van
Genuchten (1980), which is a more complex formulae but
more scientifically robust:

06, |
L s (60)
Os—0  [14+(ay W)™
2
Kh=KhsSE[l—(l—Sl/"')’"] ©61)

where m=1—1/n and S = (0 —6;)/(6s —6;). In JULES,
& =0.5 and the soil moisture variable is implicitly defined as
6 — 6, leaving three parameters. The specific parameters re-
quired for this formulation have not been traditionally avail-
able within soil dataset, making it difficult to use. However,
more recent datasets now include these parameters within
their soil information.

Dharssi et al. (2009) show that with suitable parameter val-
ues, Egs. (58) and (60) are similar over most of the soil mois-
ture range.

The soil parameter values can vary between layers but,
in the absence of suitable data with which to specify
this variation, many applications ignore any variation with
depth. When calculating the hydraulic characteristics using
Eqgs. (58-61), JULES uses 6, the unfrozen volumetric water
content, instead of 6, to capture the effects of soil freezing,
following Cox et al. (1999).

4.5 Thermal characteristics

JULES has two options for calculating the effective thermal
conductivity of soil A. The first option (described by Cox
et al., 1999) is a less complex scheme, but requires only a
limited amount of soil information:

A:()Ls_)hdry)g/es“r')tdry (62)
where

o .0
T My A (63)

where 67 = 65[St/(Sy + Sp)], 65 =65 — 6, and S, and Sg are
the unfrozen and frozen water contents as a fraction of satu-
ration.

Dharssi et al. (2009) showed that the thermal characteris-
tics from this scheme do not agree well with those for vari-
ous soil types. It was found that the formulation of Johansen
(1975) gives a better fit, but this scheme requires additional
soil information. Although this additional information is
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generally available in the latest soil datasets, implementing
it into the Met Office Unified Model requires significant ef-
fort. Hence Dharssi et al. (2009) derived a simplification of
Johansen (1975) which gives similar response in the relation-
ships between the thermal conductivity and soil moisture:

A= (As —}‘-dry)Ke +)\dry (64)

where K, is the Kersten number

_Jlog(0/65)+1.0 (0/65)=0.1
Ke= { 0 otherwise (65)
03 o
At Ak
e = —““g\" sy (66)
)‘v}ater
A= 1.58+ 12.4(hgry —0-25) (67)

with the constraint that 1.58 < A! < 2.2. This equation for
the thermal conductivity of unfrozen saturated soil (A{) was
derived in order to give good agreement with the Johansen
(1975) formulation, but without requiring knowledge of the
mineral content of the soil (Dharssi et al., 2009).

This generally gives larger values for conductivity than the
Cox et al. (1999) formulation, which reduces the errors in
simulated air temperature when used in Numerical Weather
Prediction (Dharssi et al., 2009).

4.6 Super-saturation of soil moisture

The numerical solution for the transport of soil moisture be-
tween the soil layers may result in layers which become
super-saturated. JULES has two options to prevent this from
occurring. With the first option, if a soil layer becomes super-
saturated, then the soil moisture in this layer is limited to the
saturation point and the excess water is prevented from mov-
ing into the layer from above, i.e., the drainage into the layer
is restricted by the saturation. This results in the excess water
being moved back up the soil layer, and if the top soil layer
becomes super-saturated, then the excess water is added to
the surface runoff.

The second option is to route the excess soil moisture to
the soil layers below. This assumes excess soil moisture
might flow laterally over land within a large gridbox, but
would eventually move down through the soil layers at sub-
grid locations in which drainage is less impeded (e.g., where
there is fractured permafrost or less compacted/faster drain-
ing soil types). This results in the excess water being moved
down to lower layers, and if the bottom soil layer becomes
super-saturated, then the excess water is added to the sub-
surface runoff.

If the total soil column is saturated, then the difference be-
tween these two options is to add the excess water to either
the surface or sub-surface runoff. Whilst in both cases the
water results in a runoff flux, this could impact the timing of
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river flow due to the delay of sub-surface runoff getting into
the river network. Tests of the two options with the PILPS2d
Valdai data (Schlosser et al., 2000) showed that moving the
excess water in the downwards direction led to a poor sur-
face runoff simulation and excessive soil moisture, whereas
inhibiting the drainage of water into a saturated layer gave a
better agreement with observations.

However, global simulations have shown that in regions of
partially frozen soils, one possible result is saturated and par-
tially frozen soil layers near the surface, with unsaturated lay-
ers below. In this situation, the option to inhibit the drainage
of water into the saturated layer at the surface leads to ex-
cessive surface runoff of snowmelt, giving a dry soil during
spring and hence a dry and warm bias in the atmosphere dur-
ing the summer. The option to move the excess water to
lower layers moistens the lower unsaturated soil layers and
removes some of this dry and warm atmospheric bias whilst
reducing the surface runoff of snowmelt.

These results suggest that the grid size may be important in
determining the dominant physical processes that prevent the
super-saturation of the soil, and further work is required to
determine how this should be represented in the model. Thus
care should be taken when choosing between options for con-
trolling super-saturation, with consideration being taken for
the required application.

4.7 Soil moisture heterogeneity

There are two options in JULES to introduce sub-gridscale
heterogeneity into the soil moisture. One (TOPMODEL) is
a more complex scheme that represents this heterogeneity
throughout the soil column, including aspects such as a water
table and the capability to estimate wetland fractions (Ged-
ney et al., 2004). However, this scheme requires additional
topographic ancillary information. The other option (PDM)
is a much simpler scheme that does not require as much in-
formation. This scheme only considers heterogeneity in the
top soil layer and thus can not be used to represent the water
table depth or to determine wetland areas. However, it can
still be used to increase surface runoff and has been shown
to improve subsequent river discharge when fed into a river
routing scheme.

4.7.1 TOPMODEL

JULES can optionally use a parameterisation based on TOP-
MODEL (Beven and Kirkby, 1979). TOPMODEL was ini-
tially designed to include a groundwater model within a sin-
gle catchment where the height of the saturated zone moves
up and down and is controlled by the recharge into it and
the saturated lateral flow (baseflow) out. As the water table
becomes higher, more of the surface area becomes saturated
(and vice versa), with the regions of higher topographic in-
dex (%;) flooding first. Topographic index relates to the up-
stream area draining into a locality and the local slope, which
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Table 6. Default parameter values required by JULES for standard non-vegetation surfaces.

Parameter Urban Water Soil Ice
Snow-covered albedo 0.40 0.80 0.80 0.80
Snow-free albedo 0.18 0.06 —1.00* 075
Canopy capacity (kg m~2) 0.50 0.00 0.00 0.00
Surface conductance (ms™ I) 0.00 0.00 11072 1x10°
Infiltration enhancement factor 0.10 0.00 0.50 0.00
Roughness length (m) 1.00 3x1074 3x1074  1x1074
Canopy heat capacity (J K~ m~2)  0.28x10° 0.00 0.00 0.00
Fractional “canopy” coverage 1.00 0.00 0.00 0.00

* The snow-free albedo for soil is initialised to —1 to allow it to be set through an ancillary field instead.

is a measure of the potential to flood relative to other regions
within the catchment.

This distributed catchment-based model is simplified into
a semi-distributed model (Sivapalan et al., 1987) for use in
climate models by lumping areas of similar topographic in-
dex together from one or potentially more catchments. A
gridbox mean water table depth zy, is calculated, and the
probability distribution function (pdf) of the topographic in-
dex within the gridbox is then used to describe the relative
frequency of occurrence of the topographic indices. The
gridbox fraction of the water table that is above the surface
may then be calculated. This enables saturation excess runoff
to occur in the model before the gridbox soil moisture is to-
tally saturated. Runoff occurs when water is unable to per-
meate the fraction of the gridbox surface where the water
table is above the surface.

The implementation of this approach in JULES was
adapted by Gedney and Cox (2003) and Clark and Ged-
ney (2008). With the TOPMODEL-based approach the free
drainage lower boundary condition is replaced by a no flux
condition, and sub-surface runoff is represented as a lateral
“baseflow”, described below. An extra soil layer, with sim-
plified representation of water fluxes, is added beneath the
standard soil model as a computationally efficient way in
which to track the water table when it is deeper than the
standard 3 m soil column. JULES assumes an exponential
decrease of K in this deeper layer with a decay constant f.
The lateral sub-surface runoff, or baseflow, is calculated as
Ry =T (&) exp(—4i) ©8)
where T (zy) is the vertical transmissivity from the bottom of
the column to the zy,. This transmissivity is found by sum-
ming the contributions from each layer and only considers
unfrozen soil water. The transmissivity of each layer is used
to partition the total baseflow between soil layers, to give
the layer values Ry, required in Eq. (56). zy is calculated
by assuming that the column soil moisture is in equilibrium
(Koster et al., 2000).
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The “critical” value of the topographic index at which
the water table reaches the surface is found as Xjc =
In(Rp max/Rb), where Ry max is the baseflow found from
Eq. 68 with zy,=0. The fraction of the gridbox that is sat-
urated ( fsa) can be found by integrating the pdf of the topo-
graphic index. However, this requires numerical integration
if a two-parameter gamma distribution is used for the pdf as
in Gedney and Cox (2003). Instead, during the initialisa-
tion an exponential distribution is fitted to the results of the
gamma distribution, and subsequently fi, is found using

Ssat=asexp(—cs f Aic) (69)

where ag and ¢ are fitted parameters for each gridbox.
Saturation excess surface runoff (Rs.) is then calculated as

Ry = .[sul Wo (70)

where W is the rate at which water arrives at the soil surface
from precipitation and snowmelt (Eq. 49).

The fraction of the gridbox that is considered to be wet-
land (i.e., stagnant water) for the purposes of methane emis-
sions (fwer) is defined as that part of the gridbox at which
Aic < Ai < Ai max where A; max is a global parameter. At
locations with larger values of A; (water higher above sur-
face) the water is assumed to be flowing and not wetland.
Following the procedure for fg, an exponential relation-
ship is fitted so that fye can subsequently be calculated as
fwet = awiexp(—cwi fric) for parameters ay and cy. Ged-
ney and Cox (2003) and Clark and Gedney (2008) showed
that simulated runoff was improved by using a TOPMODEL
type parameterisation, and that the global pattern of wetland
is captured by this model (Gedney and Cox, 2003).

4.7.2 Probability Distribution Model (PDM)

An alternative to TOPMODEL is to calculate saturation
excess runoff following the Probability Distributed Model
(PDM, Moore, 1985). The distribution of soil storage capac-
ity within a gridbox is modelled by a pdf, and the saturated
fraction of the gridbox can be shown to be
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faar=1-[1-0/64)8/B+D (71)

where B is a shape parameter. R is then calculated using
Eq. 70. In JULES, B is kept constant across the domain, as is
the depth over which W and W, are calculated (typically
1 m). The calculations of infiltration excess and sub-surface
runoff are not altered if PDM is selected. Clark and Ged-
ney (2008) showed that the use of PDM improved modelled
runoff in mesoscale catchments.

5 Summary

The Joint UK Land Environment Simulator (JULES) is a new
community land surface model, based upon the established
Met Office Surface Exchange Scheme (MOSES). In addition
to representing the exchange of fluxes of heat and moisture
between the land surface and the atmosphere (as described
here), the model also represents fluxes of carbon and some
other gases such as ozone and methane (described in Clark
etal., 2011). This enables JULES to be used for many appli-
cations, and results in it being a unique land surface model in
the fact that it is used in both operational weather forecasting
and leading climate change simulations.

Unlike many land surface models, JULES has an explicit
representation of the surface energy balance for vegetation,
capturing the weaker coupling that exists between the canopy
and underlying soil. Other models (e.g., TESSEL, Viterbo
and Beljaars, 1995) represent this weaker coupling by ad-
justing the thermal properties of the top soil layer, but do not
have the flexibility of representing radiative, turbulent and
conductive exchanges that can be represented in JULES.

Like most other land surface models, JULES uses a tiled
land surface scheme to represent heterogeneity in land cover.
Many land models have fixed descriptions of the surface
types that are designed with specific applications in mind.
However, the flexible structure within JULES enables the de-
scription of the resolved surface types to be targeted for spe-
cific applications. This means, for instance, that there can
be a small number of vegetation types for weather forecast-
ing applications where computation cost is critical, but many
vegetation types for climate modelling where an accurate
representation of the various biomes is important. In addi-
tion, JULES introduces elevation bands to the surface types,
which is not common in land surface models. The elevated
surfaces enable a modified surface energy balance which can
be critical for the evolution of snowmelt and sublimation.

Another feature of the snow scheme within JULES is the
ability to separate snow held in vegetation canopies and the
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snow under the canopy, although many other models also
make this distinction (e.g., CLASS, CLM). This reduces the
spuriously enhanced sublimation of the snow due to an incor-
rectly increased surface roughness from the tall vegetation
components. The new multiple layer snow scheme within
JULES also impacts on the timing of snowmelt through the
introduction of both solid and liquid water stores. Other land
models have a range in the number of snow layers that are
modelled, for instance, CLASS uses one layer (Bartlett et al.,
2006) whereas CLM uses up to five (Oleson et al., 2010),
whilst ISBA has both an implicit snow layer (Douville et al.,
1995) or a three-layer snow model (Boone and Etchevers,
2001). However, the majority of snow schemes include both
solid and liquid stores within their layers.

JULES has a multilayer approach for both radiation in-
terception and photosynthesis for vegetation. This has been
shown to give an improved diurnal cycle for photosynthe-
sis compared to the big leaf approach to scale from leaf to
canopy level, that uses only beers law for light interception
through the canopy, but is used in some models (such as LPJ,
Sitch et al., 2003). Other models do use a multilayer canopy
scheme for photosynthesis, but still use beer’s law for light
interception (e.g., LPJ GUESS, Smith et al., 2001).

There is a selection of three possible options for repre-
senting urban surfaces within JULES. All three options have
been shown to give a good representation of sensible and la-
tent heat fluxes over urban surface (e.g., in the first inter-
national urban model comparison experiment, Grimmond
et al., 2010, 2011). The urban surface is integrated into
the general framework of the land model, unlike some other
models that have to couple an urban model to a separate land
model (e.g., ISBA and TEB, Noilhan and Planton, 1989;
Masson, 2000).

The heterogeneity of soil moisture can be represented with
two methods of varying complexity within JULES. The sim-
ple method represents the heterogeneity in the top soil layer
only, but can generate increased surface runoff, whereas the
more complex scheme has a representation of the mean water
table depth. Whilst some land models include the more com-
plex scheme, many do not include soil moisture heterogene-
ity at all, whilst few have the simpler more computationally
efficient method.

The JULES model has been designed with a flexible and
modular structure, which means that new elements of science
can easily be introduced as new modules into the model. The
scientific developments for each module are co-ordinated by
an expert in the relevant area of science, ensuring that the
model will remain a state of the art land surface model for
the research community.
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Appendix A

Definitions of symbols

M. J. Best et al.: JULES energy and water

Symbol  Units Equation Definition

A molCOym=2s~! 8,11 net photosynthesis uptake

Am kg m—2 15 puddling of water on soil surface and interception by leafless vegetation
Ap molCO,m~2s~! 10,11 potential leaf level photosynthesis

b 58,59 Clapp and Hornberger (1978) soil exponent
Bp. kgCm~2 5 leaf biomass

By kgCm~2 15 rate of change of water holding capacity with leaf area index
Bw kgCm~2 5 woody biomass

&} kgm—~ 46,47, 48 canopy water

Ca Jm3K! 53 volumetric heat capacity of the soil

Ce Pa 8.9 leaf surface carbon dioxide concentration
G Pa 8,9 internal leaf carbon dioxide concentration
Ciss J kg*l K-! 22 specific heat capacity of ice

Cy Jm—2K~! 22,26,27,28 areal heat capacity of the k-th snow layer
CL Jkg~1K-! 5 specific heat capacity of leaves

Cm kgm—2 15,46, 48 vegetation canopy water holding capacity
cp J kg_1 K~! 2,4 specific heat capacity of air

Cs Jm2K! 1,5 areal heat capacity associated with the surface material
Cw Jkg~ ' K~! 5 specific heat capacity of wood

Cwater Jkg 1K1 22,55 specific heat capacity of water

Cy Pa 9 CO; compensation point

D kg kg_l 9 leaf humidity deficit

D¢ m? 5! 16 diffusivity of water vapour in air

dy m 25 depth of k-th snow layer

dm m 38 surface masking snow depth

dr m 50 root depth

dy m 18,19,20, 38,45 snow depth

do m 39 fresh snow depth

E kg m2s! 1,3,6 turbulent moisture flux

E’ kgm2 5! 56 evapotranspiration

Jsat 69, 70,71 fraction of gridbox with saturated soil

G Wm2 1,4,53 soil heat flux

g ms~ = 21 acceleration due to gravity

Gy pm2 51 39,40 snow grain area growth rate

gs ms! 8 leaf level stomatal conductance

Zsoil ms~! 7 bare soil surface conductance

H Wm—2 1:2 turbulent heat flux

h m 13 height of vegetation canopy

Hy Wm—2 24,26,27,28 conducted heat flux at the bottom of the k-th snow layer
1 kg m—2 16,17 intercepted snow load

Iy kg m—2 17 initial intercepted canopy snow load

I kgm~2 22,34 ice content of k-th snow layer

Imax kg m—2 16, 17 snow interception canopy capacity

J Wm™3 53,55 vertical advective flux for soil moisture

K kg m—2s~! 48 surface infiltration rate

k 14 light extinction coefficient

K. 64, 65 Kersten number

Ky ms~! 57;:59.61 hydraulic conductivity

Kns ms~! 59,61 hydraulic conductivity for saturated soil
ky K- 37 snow ageing parameter

L m2m~2 14,15 leaf area index
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Symbol  Units Equation Definition
L¢ Tkg™! 1 latent heat of condensation of water at 0 °C
L¢ Jkg™! 35,36 latent heat of fusion
Lw, Wm2 1 downward component of the longwave radiation
My kg 21 mass of snow above the middle of the k-th snow layer
n 21 van Genuchten (1980) soil parameter
0 kgkg™! 3,6 specific humidity at the reference atmospheric level
Qsat(T)  kgkg™! 3,6 saturated specific humidity at the temperature 7
R kg m2s~! 46, 47, 48 Precipitation rate
g um 16, 39,41, 42 Snow grain size
ra sm~! 2,3.6 aerodynamic resistance
Toias g 4 aerodynamic resistance between the surface canopy
4 of vegetation and the underlying soil
Ry kg m2s! 56, 68 lateral runoff
re um 43 effective snow grain size
Res kg m2s! 70 saturation excess surface runoff
rk 50, 51 fraction of roots in the k-th soil layer
rs sm~! 3,6,16 stomatal or surface moisture resistance
ro um 39,41,42 fresh snow grain size
S¢ kg m~2 17,39 snowfall amount
Sm kg m252 49 snowmelt
Swy Wm—2 1 downward component of the solar radiation
t N 1, 21, 26, 27, 28, 29, 30, 31, time
32, 33, 39, 46, 47, 48, 53
T m2s~! 68 vertical transmissivity
Ta K 2 reference level atmospheric temperature
T K 37 snow albedo threshold temperature
T kgm 257! 46, 47,49 throughfall
Ty K 21, 24, 26, 27, 28 temperature of the k-th snow layer
Tm K 21, 34, 35,40 temperature of the melting point for water
Ts K 54, 55 soil temperature
T K 4,27,28 temperature of the first soil level
Tix K 53 temperature of the k-th soil level
Tx K 1,2,3,4,6,37,40 surface temperature
U ms~! 16 atmospheric wind speed
We mol CO; m 10 rubisco limited rate for photosynthesis
Wg mol CO; m 10 rate of transport of photosynthetic products (for C3 plants),
or PEP-Carboxylase limitation for photosynthesis (for C4 plants)
W, mol COy m~2g 10 light limited rate for photosynthesis
Wy kgm™ 22,35, 36 water content of k-th snow layer
Wo kg m2s~! 49,70 infiltration rate into the soil
w’ kg m2s~! 56, 57 vertical flux of soil water
¥ kg m—2 s~ 48, 49 surface runoff
Z m 54, 55, 57 soil depth
2k m 50,53 depth of the k-th soil layer
2t m 50 total depth of soil column
w m 68 mean water table depth
20 m 13,45 roughness length for momentum
a 1, 14, 38, 44 surface albedo
ap 14 bare soil albedo
eds 37 cold deep snow albedo
i 42 diffuse near-infrared snow albedo
o 373844 snow albedo
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Symbol  Units Equation Definition

ay m~! 60 van Genuchten (1980) soil parameter

Oyis 41 diffuse visible snow albedo

ag 3844 snow free albedo

oo 14 maximum canopy albedo for dense leaf coverage
o kgkg 'K 6 8Quar/8T

B 11, 12,51, 52 soil moisture factor

y 24,217, 28, 32,33 forward timestep weighting parameter

Az; m 18, 19, 20 thickness of the i-th soil layer

€ 1,4 surface emissivity

€ 46, 48 fraction of gridcell occupied by convective precipitation
€ 4 emissivity of the underlying soil surface

' 19,20 snow insulation factor

v 4,49 fraction of vegetation

o Pas 21 compactive viscosity

0 m3m—3 12, 56, 58, 59, 60, 62, 65,71  soil moisture concentration

01 m3 m—3 7 soil moisture concentration in the top soil layer
Oc m3 m—3 712 soil moisture concentration at critical point
O mm—3 60 residual soil moisture concentration

O m3 m—3 58, 59, 60, 62, 63, 65,71 soil moisture concentration at saturation

Ow m3 m—3 12 soil moisture concentration at wilting point
A wm—! K-! 18, 62, 64 thermal conductivity

Aair Wm I K! 63 thermal conductivity of air

Adry wm 'K 62,63, 64,67 thermal conductivity of dry soil

A In(m) 68 topographic index

X In(m) 69 “critical” value of topographic index

Aice Wm ! K! 63, 66 thermal conductivity of ice

Ak Wm—!K! 23,25 thermal conductivity of k’th snow layer
Asnow Wm ! K-! 18,20 thermal conductivity of the snow

Ag Wm ! K! 62, 63, 64 thermal conductivity for saturated soil

hsoil wm 'K 4,18,20 thermal conductivity of the soil

Awater Wm~!K™! 63, 66 thermal conductivity of water

m 43 cosine of the zenith angle

vj 4,49 fraction of gridbox covered by surface type j
P kg m—3 2,3,4,6 density of air

i kgm~—3 21.23 density of the k-th snow layer

Pi kg m—3 16 density of ice

Pwater kg m—3 23 density of water

£o kg m—3 21 reference snow density

o Wm—2K™* 1.4 Stefan Boltzmann constant

v m 57,58, 60 soil water suction

N m 58 saturated soil water suction

w mm~! 13 rate of change of roughness length with vegetation canopy height
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