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Abstract

5G will be different from previous cellular generations in the fact that it will enable
the cellular industry, besides offering superior broadband services, to conquer vertical
industries such as vehicular communication, factory automation, healthcare and many
more. Many of these use cases have challenging and quite often contradicting require-
ments in terms of data rate, latency, power consumption and so on. This suggests
that 5G needs to adopt a flexible architecture that can adapt to different devices
and traffic requirements. Consequently, a fresh look onto how cellular networks are
currently designed and deployed is needed. Historically, cellular networks have relied
on the axiomatic role of cells as the cornerstone of the radio access network. Cellular
systems have witnessed several recent trends such as the increased heterogeneity in
infrastructure and spectrum as well as the rise of different traffic types with different
requirements. These trends have called for a shift from the cell-centric architecture
approach to a more device-centric architecture where a user or a device should be able
to communicate with the network by exchanging information over multiple traffic flows
through several sets of heterogeneous nodes. This design concept suggests to drop
the rigid cell-centric concept and move to a more flexible design where information is
exchanged in the most efficient way possible disregarding in which cell the device is
located.

This thesis features a comprehensive study of some of the technological enablers of
the device-centric 5G architecture vision where we start by motivating the need for
this architectural change by presenting the envisioned use cases and requirements of
5G and how the current cellular designs are lacking the flexibility and agility to satisfy
the 5G ambition.

The main contribution of the thesis is on Downlink and Uplink Decoupling (DUDe)
where we pioneered the research on this disruptive 5G architectural design. The
traditional way for users to associate to the cellular network is through coupled
association where a device associates in both uplink (UL) and downlink (DL) to the
same cell. However, the ever increasing density and heterogeneity of cellular networks
have rendered the traditional design concepts such as coupled cell association obsolete
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and highly suboptimal. In simple words, a device connecting in the DL to a high power
macro cell from which it receives the highest signal power might want to connect in
the UL to a small cell to which the pathloss is lower. Therefore, DUDe solves the UL
and DL coverage imbalance problem caused by the different transmit powers from the
different tiers. The UL and DL imbalance could also be caused by imbalance in the UL
and DL loads, interference and traffic requirements. The concept of DUDe is ground
breaking in the sense that it introduces the notion of treating the UL and DL as two
separate network entities emphasizing the fact that these two entities have different
transmission and traffic requirements.

The thesis features a comprehensive simulation study on DUDe using Vodafone’s
small cell live network deployment in conjunction with a high resolution 3D ray tracing
propagation model as well as user deployments based on traffic measurements to
guarantee the most realistic simulation setup. Using this setup, the superiority of
DUDe compared to baseline LTE is shown in terms of data rate, outage, channel
quality and many more parameters. The evaluation starts by examining the basic form
of DUDe where the UL and DL associations are based on pathloss and DL received
power respectively which is followed by a more complicated form of DUDe where the
UL association takes into account the cell load and the backhaul capacity. An extensive
theoretical evaluation of DUDe using tools from stochastic geometry is then presented
where cell association and SINR/rate distributions are evaluated in great detail for a
sub-6GHz deployment as well as a mixed millimeter wave and sub-6GHz deployment.
In addition, the architectural aspect is extensively discussed highlighting the support
of DUDe in current 4G networks as well as the changes needed for a native support in
future 5G networks.

The second aspect covered in this thesis is Device-to-Device (D2D) communications.
D2D allows to establish a direct link between devices in the same vicinity to exchange
data instead of going through the traditional way through the network infrastructure.
D2D is considered to be another important aspect of the device-centric framework as
it allows devices to exchange information in the most efficient way possible through
a direct communications without the need to abide by the normal cellular way of
conveying data. The cell association in a D2D enabled network is studied through
an optimization framework considering a decoupled access regime. In addition, novel
resource management techniques for D2D communications are presented considering
bio-inspired genetic algorithms.

Finally, the thesis is concluded by a summary of the findings and takeaways from
the conducted research along with some directions for future work.
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Chapter 1

Overview

Nearly every decade we witness a new generation of mobile networks and these genera-
tions have always been driven by several factors such as technological advancements,
operators seeking new business opportunities through innovative services, vendors
looking to increase their sales or the increased reliance on wireless services and the
need for faster, more reliable networks. The same mix of factors has driven the wireless
community to develop the next generation of mobile networks referred to as 5G or the
5th generation.

Mobile operators have so far functioned on the basis of being bit-pipes for wireless
data transmission where the business model is based on selling contracts for voice, text
and data bundles. This model will continue to evolve bringing new challenges as to
how to cope with the surging data rates and volumes while offering an excellent quality
of experience to customers. From a customer behaviour perspective, high data rate
multimedia and mobile-cloud services are becoming increasingly popular, and thus
calling for higher-capacity future networks.

However, 5G is expected to extend the bit-pipe role of operators by creating new
business opportunities allowing the mobile industry to have a major role in vertical
industries such as the automotive industry, healthcare, factory automation and many
more. This gives rise to new requirements that 5G needs to fulfil to cater for the
different and diverse needs of different industries.

5G will operate in a highly heterogeneous environment characterized by the coex-
istence of multiple types of access technologies, multi-tier networks, different device
types, different traffic requirements and behaviours, etc. In such an environment 5G is
expected to achieve a consistent user experience everywhere and at any time and with
the staggering technological advancements that we see today, 5G needs to be flexible
enough to cater to future applications that we do not yet know anything about. In
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addition, capital and operational costs need to be reduced in 5G in order to allow for
ultra-dense deployments of small cells and to be economically viable for some internet
of things (IoT) applications that require extensive coverage and low cost modules.

In the next sections we will discuss the main 5G requirements and use cases and
we will review the current design concepts of cellular networks and how these concepts
need to evolve for 5G to be a real device-centric network.

1.1 5G requirements and use cases

1.1.1 5G envisioned use cases

In addition to supporting the evolution of the existing broadband use cases, 5G will
support countless new and emerging use cases. In fact, it is very challenging to predict
the new services and use cases that will emerge in the next 10-15 years with the rate of
technological advancement and innovation that we are witnessing today. The NGMN
have summarized the use cases into eight families in [1] including broadband access in
dense areas, broadband access everywhere, higher user mobility, massive internet of
things (IoT), extreme real-time communications, lifeline communication, ultra-reliable
communications and broadcast-like services.

In this section we focus on some of the new services and use cases that we think
will probably play an important role in the next years.

Tactile Internet

Real-time services involving interactions between humans, or between humans and
machines, can be classified according to four types of physiological interactions [2]:
muscular, audio, video, and tactile. Tactile interaction refers to a system that has a
tactile input and audio and/or visual feedback. One example is a software or application
running in the cloud in a way that the user cannot distinguish between local and
remote content. A good example is moving or dragging an object on the touch screen of
a device, which is connected to a cloud-server. In order to create a seamless experience,
the response from the cloud-server must be fast enough to allow the object to follow the
movements of the finger on the screen without allowing the user to experience a spatial
discrepancy between the finger and the object. This is not feasible with current LTE
networks, as the end-to-end (E2E) latency is about 10 times the tactile requirement
which estimated to be around 1 ms in [2].
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Controlling robots remotely

Robotics is currently undergoing a revolution where robots that are used in production
lines are becoming smaller, cheaper and versatile. They are enabling manufacturing
companies to move their factories from cheap labour countries to the country of
origin. Automation will replace or complement human workers not only in jobs
requiring basic skills or repetitive tasks (e.g. production, transportation, logistics and
office/administrative support) but also in the service industry and in jobs requiring
intelligence and decision making due to artificial intelligence.

In order to enable this new generation of robots to function in different environments
and in a cooperative way to complete complex and delicate tasks, an underlying control
network with low latency and high reliability is needed where in [2] it is stated that
control signals for robots must follow reaction time intervals that are short enough to
avoid mechanical resonance between, for instance, a robot and the object that it is
controlling. For many scenarios in manufacturing, this has led to maximum target
latencies for a communication link in the order of 100 µs, and round-trip reaction times
of 1ms.

Vehicular communications

Current systems such as the IEEE 802.11p [3] or LTE have proven to be inadequate for
providing the full spectrum of vehicle to vehicle and vehicle to infrastructure services.
5G should fill the gaps in these technologies in terms of providing higher reliability,
higher availability and lower latencies. Autonomous driving cars are expected to cause
a revolution in the car industry with expected market share of trillions of dollars in
the USA only [4]. In addition, autonomous cars are expected to reduce road accident
rates by over 90% which would mean huge savings for the economy. These numbers
call for the urgency of assessing the role of communications in the autonomous-cars
domain. For instance, can an autonomous car function solely relying on on-board
sensors or does it need assistance from the surrounding environment and network?
Most likely assistance will be needed but to what extent and what are the functions
that the network needs to provide? In addition, new problems need to be addressed
such as who is to blame in the case of an accident, is it the network provider? The car
manufacturer? Or both?
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Remote control of Drones

Until recently, drones were exclusive to military operations. However, these unmanned
flying devices can be put to use in a wide range of applications. Some obvious examples
are parcel delivery, search and rescue operations and traffic monitoring.

It is expected that drones will soon invade our airspace. In this context, 5G cellular
network can play a very important role in providing the control infrastructure for these
drones. Nowadays, these drones need to be controlled from the ground by professional
pilots, hence, a higher degree of automation is desirable. A very good coverage, very
strict latency requirements, and extremely robust security are also required.

Immersion and augmented reality

In a world where businesses are more and more global and companies are more
geographically distributed, virtual reality will be essential and instrumental in reducing
the distances between colleagues, customers and suppliers in a sustainable way. In
the future, there will be no need for business travel and teams will have the chance
to be sitting in a virtual meeting room manipulating virtual objects and having the
experience of ’actually’ being there.

Virtual reality will not only change how we do business. Smart glasses and virtual
reality goggles will enable us to be immersed in a world where the virtual and real worlds
are glued together and will be involved in every aspect of our lives where designers
can view their designed buildings before being built, shoppers can read reviews on
products in supermarkets just by looking at them and many more applications.

Remote surgery and remote object manipulation

Successful remote surgeries are already performed today using fixed networks such
as dedicated ATM lines or fibre connections. The haptic technology necessary for
providing the correct feedback to the surgeon requires very strict requirements in
terms of latency and security. A related scenario is represented by robots cooperating
with humans for manipulating remote objects, e.g., in disaster-recovery, exploration of
dangerous and hazardous areas, displacement of radioactive material and many more
use cases.

Massive Internet of Things (IoT)

The vision of the connected world of 2020 and beyond includes an exponential increase
in the number of connections which will mainly be driven by machine-to-machine
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communications rather than human communications. IoT includes a plethora of
applications including: (a) Smart wearables which are expected to go mainstream
for health attributes such as pressure, temperature, heart rate, blood pressure, body
temperature and breathing rate. (b) Sensor networks where smart services will become
pervasive in urban environments including metering, building lights management,
environment monitoring, traffic control and other smart cities features. (c) Mobile
video surveillance will evolve to be available on aircrafts, drones and cars for monitoring
houses/buildings and areas of interest. All these applications require an infrastructure
that can manage thousands and millions of devices generating traffic of different
volume and characteristics, and operating this vast network of devices in an efficient
and sustainable way is very challenging.

1.1.2 5G requirements

As discussed before, 5G should, at the same time, enable new services, reduce opera-
tional costs and improve performance for traditional services. To achieve these strategic
goals, there is a need for introducing a set of technical requirements that reflect a
multitude of use cases. For example, the Tactile Internet will require providing very
low End-to-End (E2E) latency (in the order of 1ms) with medium to high bit-rates
and no other major requirements on reliability. Autonomous cars or controlled robots
or drones will require a low E2E latency, high reliability, and high-device density with
moderate bit-rates. Immersive reality at distance will require very high data-rates
with no major requirements on reliability. It is clear that it will be difficult for one 5G
system to be able to satisfy all these requirements at the same time. However, it will
be possible for different subsets of requirements to be satisfied on different carriers or
sub-systems. For instance, reliability demanding applications could be deployed on
low frequency bands whereas data rate demanding applications could be deployed on
higher frequency bands where there is more spectrum. This can be extended to the
core network where the concept of network slicing [5] could be used where different
network slices would be created to satisfy the requirements of different applications or
traffic streams.

In this section we discuss a selection of 5G requirements which we think are the
most disruptive. A detailed list of the requirements can be found in the NGMN white
paper on 5G [1].
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A focus on quality of user experience

For short range communications, speeds in the order of tens of Gigabits/s will be
technically possible thanks to the continuous network densification and the large
bandwidths available at higher frequencies. However, there is more or less a consensus
now that more focus should be put on improving the cell edge capacity and less on
the peak capacity. To this end, delivering high speeds in a wider area is much more
challenging. Therefore, the focus should be on technology enablers that will guarantee
the minimum required rate for a satisfactory result.

It was actually found that the fluctuations in throughput highly affect the perceived
quality of users experience in [6]. Lab experiments have shown for users browsing
pictures stored in the cloud, the peak and average throughput were not as critical
to user experience as keeping a consistent throughput level with low fluctuations.
Therefore, there is a need to shift our focus towards providing a more ubiquitous
and consistent service rather than optimizing the peak or even average throughput.
This also implies a change in marketing strategies with a focus on the user experience
instead of peak rate values.

Ultra low latency

As discussed in the use cases, some applications such as the tactile internet would
require an end-to-end latency in the order of 1 ms with some use cases such as the
ones involving robotics requiring 100 µs. Achieving such latencies would enable new
services and new business opportunities in different industries for 5G to be involved
in. A latency as low as 1 ms would allow provisioning services in automation of
robotic workers in factories where the low latency would allow the robots to tightly
interact with each other and even share the same working space with humans. However,
imposing a latency in the order of 1 ms as a fixed requirement would lead to an
over-dimensioning of the system since low latencies are only required for some specific
applications.Therefore, low latency applications could be delivered on a separate carrier
from the other applications. They can also use a dedicated network slice and can also
make use of new architectural features such as edge computing, caching and short
transmission time interval.

Reliability and availability

Today’s cellular networks mainly provide best-effort services: having a data connection
or coverage everywhere and at any time is not guaranteed at all. However, many
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applications that are requiring much more than the best-effort performance are getting
more and more popular such as enterprises that are hosting critical functionality in the
cloud, public safety and traffic control services. 5G has the opportunity to create new
business opportunities by enabling operators to offer service level agreements (SLA)
that guarantee a certain level of reliability and availability.

Reliability can be defined as the probability of successfully receiving the transmitted
message within a given time threshold [7]. Availability can be defined as the probability
of successfully receiving the transmitted message in a given area under a given threshold.
In reality, availability can be measured in terms of network outage. That is, while
reliability focuses on delivering a service with a given latency, availability focuses on
providing that service in a given area.

If 5G could offer a reliable service with ultra-low latency and a certain level of
availability in a certain area, this would allow 5G to become a major player in vehicular
safety applications whereas offering reliability and low latency in a restricted area could
enable other applications such as medical applications.

Devices density and energy consumption

Current cellular systems have been designed to operate with a few hundred devices per
base station. In addition, architecture, protocols and components have been designed
to allow devices’ batteries to last from a few hours to a few days. With the rise of the
internet of things (IoT), these two design concepts would need a major rethinking in
order to support the massive numbers of connected devices where the requirement for
some applications that the battery life would be extended to several years.

Designing a system to support massive numbers of devices that sporadically transmit
little amounts of data would require major changes in the communication paradigm.
First, existing coding methods that rely on long code-words are not applicable for short
data blocks [8]. Second, short data blocks amplify the inefficiencies associated with
control and channel estimation overheads. Finally, an efficient way is needed to handle
this large number of devices in an efficient way which would require changes in layer 2
and 3.

The need for low battery consumption is related to applications where there is no
fixed power source and the device is not easily accessible for maintenance. Therefore,
the need for long battery life is an essential requirement for the economical viability of
these applications. Hence, the potential to manufacture or configure a device that can
operate with an extremely long battery lifetime is a very useful breakthrough that will
allow 5G to have an edge in several industries.
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1.2 Cell centric architecture

Cellular networks have historically relied on the axiomatic role of cells as the cornerstone
of the whole radio access network. The word ’cellular’ and the conventional way of
representing a cellular network with hexagonal cells are obvious indications of the
dominance of the cell-centric approach in designing radio access networks. In such a
network, a device is served by the network by establishing a downlink (DL) and an
uplink (UL) connection, carrying both control and data traffic, with the base station
controlling the cell where the device is located.

This approach was sufficient in earlier generation of mobile telephony where the
network was fairly homogeneous in the sense that it was composed of macro cells with
similar coverage and similar transmit powers. The traffic was mostly based on voice
and messaging and the density of the network was relatively low. However, in recent
years we have seen that the base station density has been rapidly increasing driven
mainly by the proliferation of heterogeneous networks with base stations of different
sizes and transmit powers. While heterogeneous networks were standardized in 4G, the
architecture was not natively designed to support them in an efficient way. Network
densification could require a major rethinking of the design concepts that were taken
for granted until now. An example of the new concepts that need to be adopted is the
decoupling of uplink and downlink which is the main topic of the thesis.

In addition, the spectrum scarcity suffered by cellular networks will lead to the
exploration of new spectrum opportunities, particularly in the millimeter waves band
which will lead to another degree of heterogeneity in spectrum. Millimeter wave bands
have different characteristics than sub 6 GHz bands where millimeter waves bands
have vast amounts of free spectrum but poor propagation characteristics. This leads
to the concept of control and data separation where the data and control planes are
separated: the control information is sent via macro cells at sub 6 GHz frequencies
whereas the payload data is conveyed by small cells at millimeter wave frequencies.

Based on these trends and many more, the cell-centric design approach should
evolve into a more device-centric approach as will be detailed in the sequel.

1.3 Device centric architecture

A device centric architecture is defined in [9] as an architecture where a given device
(human or machine) should be able to communicate by exchanging multiple information
flows through several possible sets of heterogeneous nodes. In other words, the group
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of nodes that are providing connectivity to a certain device and their functions should
be tailored to fit the specific needs of that device. This basically calls for blurring the
rigid cell borders we have today and treat the network as a single entity where the
devices are served by the node or set of nodes that fit its requirements disregarding
where the device is located. The following concepts constitute the main building blocks
of the device-centric vision and some of them will be covered in details in the following
chapters.

1.3.1 Decoupled uplink and downlink association

The trend of cell hyperdensification with multiple tiers requires different approaches in
network planning and design to meet the fundamental objectives of maximizing user
rate and empowering fair spectral efficiency, among others.

Typically, small cells (Scells) have Very low DL transmit power which results in low
Scell coverage, providing very little user migration from the Mcell. The DL transmit
power disparities among the different nodes and cell selection based on the DL received
power result in imbalance problems between both UL and DL connections. The DL/UL
imbalance problem has been recognised by 3GPP in [10, 11]. A UE is said to be in this
situation if the best serving cell from an UL received power perspective and the best
DL serving cell are different. The UE optimal connection in the UL is to the Scell as it
is closer, but in the DL it would be connected to the Mcell. Classical cell association
rules have a huge impact in the load imbalance and the UL performance. Fig. 1.1
shows a graphical example of the heterogeneous networs (Hetnet) imbalance problem.

The DL coverage of the Mcell is much larger than the Scell due to the large difference
in the transmit powers of both tiers. However, in the UL all the transmitters, which
are battery powered mobile devices, have about the same transmit power and thus the
same range. Therefore, a user equipment (UE) that is connected to a Mcell in the DL
from which it receives the highest signal level might want to connect to a Scell in the
UL where the pathloss is lower to that cell.

This leads us to the concept of Downlink and Uplink Decoupling (DUDe) which is
the main topic of this thesis.

1.3.2 Control and data separation

The increased heterogeneity in infrastructure where macro and small cells coexist
and in spectrum where higher frequency bands complement the lower bands have
led to a different thinking in relation to control and data plane collocation. In this
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Fig. 1.1 Example of HetNet imbalance problem

context, [12] proposed the concept of a ’phantom cell’ where the control and data
planes are decoupled. The high power Mcells are used to send the control plane using
lower frequencies whereas the data plane is delivered using low power Scells at higher
frequencies where there is more bandwidth available but the coverage is less consistent
than lower frequencies.

The main idea of control and data separation originates from the fact that only
a limited amount of control signalling is needed to enable a ubiquitous coverage [13]
where the control signalling needs to continuously be delivered reliably to guarantee
coverage. Alternatively, data transmission is an on demand service where UEs send or
receive data when needed only. This feature can be enabled in LTE using the dual
connectivity feature [10] which allows a device to simultaneously connect to a Mcell
and Scell on different frequency bands.

The control/data and uplink/downlink separation constitute a fully decoupled
network where the data/control planes of a UE are connected in the UL and DL to
the optimum node.

1.3.3 Device-to-Device communication

Device-to-Device (D2D) is a mode of communication that was introduced in LTE
Release 12 [14] which entails the possibility of establishing a direct link between two
devices without the need for the data to go through the cellular infrastructure. This
mode of communication is quite important in current and future networks for the
following reasons. In voice centric networks, it was conventional for parties calling
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each other to not be in close proximity. However, in today’s data centric networks
this assumption might not hold in all cases, as there might be cases where co-located
users would want to exchange content (e.g. pictures and videos) or interact with each
other (gaming and social media) or even for public safety reasons. Handling these
types of communications through the conventional way by connecting to the cellular
infrastructure is highly inefficient for several reasons:

• Using the conventional way of transmission entails several hops to achieves what
requires a single hop between the UEs. In addition to the extra hops on the
radio side, on the core side the data might traverse large distances before being
transmitted to the receiver depending on the network architecture.

• Using the cellular network for this type of communication is inefficient in terms of
energy consumption as it entails an UL transmission of a fraction of a Watt and a
DL transmission of several Watts for a connection that requires a few milli-watts
to be established. This results in an inefficient use of the limited device battery
power as well as higher level of interference.

• Given that the UEs are in close proximity, this means that the pathloss between
the UEs might very well be less than that between the UEs and the serving BS
which means that the direct link might achieve a higher spectral efficiency.

D2D is quite important for applications requiring low latency as well as having the
possibility of establishing a communication link out of coverage. This makes D2D very
relevant for vehicular communications and public safety applications.

D2D constitutes an important part in the device centric architecture where the
data is forwarded between two co-located users through a direct link, which is the most
efficient way, without the need to follow to conventional cell centric approach.

Some challenges associated with D2D include finding an efficient cell association
technique for D2D as well as resource management techniques that improve the D2D
achieved rate with minimal effect on the cellular transmission. These factors will be
addressed in chapter 5 where we study the cell association and resource management in
D2D in great details. Another important challenge is that, so far, D2D communication
is restricted to the same operator which would cause problems for vehicular technologies
where safety applications require seamless communication across operators. This aspect
will be addressed in our future work.
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1.3.4 Software defined networking and Virtualization

Software defined networks

The need for scalability, resource efficiency and flexibility in future networks has led
to the adoption of software defined networks (SDN) in cellular networks [15]. SDN
works by decoupling the control plane and the data forwarding plane and abstracts
the network functions offering the freedom to dynamically configure the routing and
forwarding logic. The control function is logically centralized in an SDN controller
which acts as the brain for the network. The SDN controller has full knowledge of the
network nodes and dynamically updates network policies according to flow activities.
This guarantees the scalability of the network as the SDN controller has the ability
to dynamically discover and reconfigure the forwarding mechanisms. In addition,
application programming interfaces (APIs) are supported to link the application and
control layer in order to facilitate the management of the network. The development
of the SDN concepts are mainly led by collective efforts such as the Open Networking
Foundation (ONF) [16].

SDN could be enabled using several protocols such as Openflow [17] which can
be used as a standard communications interface between the control layer and the
forwarding layers. In particular, it provides access to the forwarding plane of physical
and virtual network devices (e.g. switches, routers).

Network virtualization

The idea behind network function virtualization (NFV) [18] is to run the cellular
network functions as software instances on data centres, network nodes and user
devices. This essentially aims at reducing the hardware dependence, the maintenance
cost and accelerates the adoption of new features which will just be in the form of
software updates installed on generic servers.

Virtualization leads to the decoupling between the node function and the hardware
allocated to handle the processing associated with this node. This leads to flexibility
in assigning resources from the ’pool of resources’ to the node where they are most
needed.

NFV has the potential of flexibly locating network functionalities and resources in a
vendor agnostic fashion and also there is the potential of combining network functions
in on-demand adaptive manner, hence creating a link with SDN.
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SDN and NFV are crucial feature for device-centric architectures as they allow the
creation of different slices or instances of the network in order to satisfy the different
requirements for different traffic types.

1.3.5 Cooperative communications

Over the years the importance of intercell interference (ICI) has been recognized
and various techniques have been used from the days of GSM to mitigate its effects.
Interference averaging techniques such as frequency hopping were used. However, as
technology has advanced, much tighter and more effective methods of combating and
utilising the interference have gained support. LTE coordinated mutipoint transmission
(CoMP) [19] is essentially a range of different techniques that enable the dynamic
coordination of transmission and reception over a variety of different base stations.
The aim is to improve overall quality for the user as well as improving the utilisation
of the network.

The main idea of CoMP is as follows. When a UE is in the cell-edge region, it may
be able to receive signals from multiple cell sites and the UE’s transmission may be
received at multiple cell sites regardless of the system load. Given that, if the signaling
transmitted from the multiple cell sites is coordinated, the DL performance can be
increased significantly. This coordination can be simple as in the techniques that
focus on interference avoidance or more complex as in the case where the same data
is transmitted from multiple cell sites. For the UL, since the signal can be received
by multiple cell sites, if the scheduling is coordinated from the different cell sites, the
system can take advantage of this multiple reception to significantly improve the link
performance.

Essentially CoMP, falls into two major categories [20]:

• Joint processing: It occurs where there is coordination between multiple entities
(base stations) that are simultaneously transmitting or receiving to or from UEs.

• Coordinated scheduling or beamforming: It is often referred to as CS/CB and it
is a form of coordination where a UE is exchanging data and control flows with
a single transmission or reception point. However the communication is made
with an exchange of control among several coordinated entities.

To achieve either of these modes, highly detailed feedback is required on the channel
properties in a fast manner so that the changes can be made. The other requirement
is for very close coordination between the base stations to facilitate the combination of
data or fast switching of the cells.
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Coordinated transmission is an important aspect of device-centric architectures as
it’s core idea relies on the fact that the network nodes cooperate to serve the UEs in
the most efficient way possible regardless of where the UE is.

1.4 Quality of experience in 5G

According1 to the Next Generation Mobile Networks (NGMN) alliance, “5G is an
end-to-end ecosystem to enable a fully mobile and connected society. It empowers value
creation towards customers and partners, through existing and emerging use cases,
delivered with consistent experience, and enabled by sustainable business models” [1].
5G is a system both for “Things”, i.e. cars, smart meters, machines, etc. and for
human-centric devices and services. Whilst defining the exact requirements for things
in terms of latency, data rate, coverage, reliability, security, etc. is important, this
section has a more focused scope to human-centric services and devices, i.e. where a
“Quality of User Experience” can be defined.

Overall, we see a consensus regarding “what 5G is”, which in fact is envisioned
as a system to serve the user and the society. Moving beyond the “edge rates” that
were already discussed in the context of 4G, what should really make 5G different from
previous generations of communication networks is that it will be designed not to offer
rigid peak data rates anywhere, anytime and to anyone, but to perform a much more
meaningful, flexible and personalized network management based on the understanding
of the end-user’s and the service’s needs. Thus, terms such as “user experienced data
rate” and “QoE”, in general, are now in the spotlight.

Satisfying the customers’ requirements implies the necessity for moving from system-
centric to more user- or even human-centric designs. However, in order to design the
5G technology in a user-centric way, we first and foremost have to understand what it
is that users really want. For instance, based on a recent study [21], the dimensions
that really concern users are the following: reliability (47%), coverage (36%), and data
speed (9%), (and other - 5%). These results should not be neglected; they give a clear
message that the user mostly cares about reliability, i.e. consistency in the perceived
experience, as well as coverage, i.e. availability and uniformity in the delivered service.

To complement the previous insights, it seems rational that in order to guarantee the
best and most reliable experience to the end-users, and to ensure that this experience
“always follows you”, some new requirements need to be identified. These are, amongst
others, customer personalization and service differentiation; indeed, different services

1The work in this section is a part of [6]
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or use cases have different QoE requirements. Moreover, the end-users themselves
are not really uniform with respect to their QoE requirements; for instance, their
prior knowledge and expectations, along with the current usage context have a strong
influence of their QoE needs [22]. Similarly, different services or use cases have different
QoE requirements. QoS, as currently defined and implemented in LTE, is not sufficient
to achieve such fine differentiations; on the contrary, these can only be efficiently
addressed through QoE-aware network and application management approaches. To
reach the maximum potential of this opportunity, QoE needs to be inherently supported
in 5G systems, similarly to how QoS is today. Adding a new “QoE-layer” on top of a
rigid 5G architecture will not do the job anymore; hence, QoE needs to be handled as a
native ingredient of the upcoming 5G network designs (in a holistic sense). Overall, QoE
in 5G will likely be about better insights (real-time data collection), better decisions
based on these insights (big data, machine learning and deep learning analytics) and
the ability to actuate on the insights (intelligent networks, through e.g. software defined
radio (SDR), SDN and NFV).

It is inevitable that the 5G system has to be designed 5-10 years before it is actually
used, and therefore, we can only make assumptions regarding the type of devices
and services that will be available then. Hence, we cannot really nail down QoE
completely today, but it is worth making an attempt towards that direction, based
on current information and future visions. Therefore, the contribution of this section
lies, firstly, in identifying and outlining the QoE requirements in 5G ecosystems. Our
second objective is to reflect on how 5G would guarantee the required level of QoE.
Thus, specific technological enablers, either existing or emerging, are identified, and
their impact on shaping the perceived user experience is analyzed. Consequently, the
importance of these must-have components in 5G systems is stressed. Ultimately, with
this section, we expect to influence the research community in taking the described QoE
requirements and technological enablers strongly into consideration while designing
the 5G networks of the future.

Having discussed the device-centric architecture approach in the previous sections
from a system level, we now move to a different part of the device-centric concept
which is the personalized QoE.

1.4.1 QoE requirements in the 5G ecosystem

In this section, we sketch what the customer experience should look like in the 5G
ecosystem by describing its desired requirements in terms of QoE. The main objective
is to draw and emphasize the necessity of these requirements as the only way to provide
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an excellent and solid user experience, as expected by the next generation of cellular
networks. It is crucial, that these attributes are identified at this early stage, so as
to push towards the design of more user-centric 5G networks, which will enable these
requirements using current or emerging technologies. With this objective, we identify
that the end-user experience in 5G ecosystems should have the following characteristics:

Consistency

The requirement for “consistency” has been clearly identified in the vision of NGMN
[1]. It refers to the uninterrupted, seamless and invariable (or with as low variance as
possible), but still excellent quality of the offered application or service. Consistency
spans across many dimensions such as time, space, infrastructure, operator/vendor,
end-device and application. Therefore, a 5G user should expect to receive a continuous
service, without disruptions, and with as few fluctuations as possible. Some of the main
obstacles in achieving this requirement in a mobile environment are the uncontrollable
and unstable channel conditions, the competition over the scarce spectrum resources
and the high heterogeneity and density of these networks, causing constant handovers
and unpredictable interference levels. To overcome these challenges, traditional network
management decisions will have to be revisited and transformed to smarter, QoE-
aware mechanisms. Such mechanisms will then be able to account for the impact of
various QoS-based parameters on the user experienced quality, and drive the network
operations accordingly.

Transparency

Transparency refers to the requirement of the network to “hide” its complexity and
efforts on delivering excellent and seamless quality to its customers. Best experience
should always follow the end-user, while he/she is spectrum and system agnostic. This
means, that although the end-user is considered to be the epicenter of a 5G network,
his/her implicit input or intervention in any network or service management decisions
should be avoided. For instance, even though providing a solid experience is a clearly
subjective issue, the user is not expected to be actively involved in QoE measuring and
monitoring procedures; this should be done automatically by the network either by
exploiting passive feedback from the user’s application or device or by using network
probes and deep packet inspection techniques.



1.4 Quality of experience in 5G 33

User Personalization and Service Differentiation

Services provided over a 5G network should be tailored to specific users or user
profiles. The key to achieving this is through enabling QoE personalization inside
the network. Netflix already distinguishes among gold/silver/bronze users, based on
their subscription profiles, and configures the offered quality accordingly. However,
explicitly paying for a subscription profile and, thus, receiving correlate quality is just
one possibility of enabling QoE personalization.

Except for differentiation on a per-user basis, a differentiation per service and
application type is expected. QoE is tightly dependent on the type of application, and
different QoE requirements are needed for different applications [23]. Therefore, it is
required that the 5G systems are flexible when serving diverse applications, tailoring
their quality monitoring and provisioning techniques a) according to the different
influence factors per application, b) according to the different impact and tolerability
that the same QoS parameters have on different applications, and c) according to the
applications’ adaptability to varying network conditions.

To achieve this degree of personalization, the provisioned QoE in 5G networks
should account for the context of each communication session, a very challenging task.
The term “context” stands for anything that may have an impact on the QoE, such
as the user demographics, the end-device, the current spatiotemporal environment
of the user, the urgency and nature of the session, the social context, the content
transmitted, etc. For instance, high demanding users (e.g. business users) may be
prioritized over users who would not perceive or would not care about some extra
delays during their communication sessions. Another example is to automatically setup
a new connection as Device-to-Device (D2D) based on proximity-awareness of two
communications entities. Reaching to such a context-awareness may enable a more
meaningful network and service management and, thus, become a powerful tool of 5G
networks.

Resource and Energy Efficient QoE-awareness

Adding QoE awareness and, in turn, QoE-aware service and network management
mechanisms will inevitably introduce more complexity in the network. For instance,
periodic QoE probing and monitoring will have to be implemented in both edge and
core network nodes, increasing their battery consumption. Similarly, extra control
signaling overhead will be imposed in the access network, which may cause a resource-
insufficiency problem. Since enabling QoE in the network is translated to such resource
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Fig. 1.2 Impact of downlink outages duration on QoE (MOS ratings) for different Web
applications.

and energy costs, we need to make sure that the energy and resource costs per “QoE
unit” are maintained to a reasonable, minimum level. Opportunities to control these
ratios may stem from the science of human perception (psychophysics), amongst
others. In the following section we describe how the aforementioned requirements may
be enabled by exploiting the architecture and technological advancements that 5G
brings/should bring.

1.4.2 Technological enablers

The QoE requirements described in the previous section are not just a "wish list" for
the envisioned future mobile networks. 5G is already on the horizon and provides
fertile ground for realizing these requirements and shaping an excellent user experience.
The discussions on 5G usually revolve around Massive MIMO, Millimeter Wave, etc.
Below, however, we identify and describe those main technological enablers, existing
or emerging within 5G, which can contribute towards shaping the Quality of User
Experience, as this was described in the previous section.

Quality Fluctuations Management

As has been stated in the previous section, enabling consistency of service delivery is a
central requirement for the emerging 5G ecosystem. Consequently, understanding and
managing the impact of time-varying quality (including disruptions and performance
fluctuations) has become an essential building block for realizing the 5G vision. In this
context, the QoE impact of time-varying network quality bears particular relevance,
not only because for wireless connections’ performance fluctuations actually are the
norm (due to changing cell load, interference, handovers and outages), but also since
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increased peak rates (as enabled by each new access technology generation) lead to
increased likelihood and magnitude of performance variations [24].

However, so far attempts to quantify the relationship between network QoS and
end-user QoE mainly have focused on developing metrics and KPIs based on average
values: existing models and mappings for services and applications (voice, video, Web)
are typically based on averaged QoS parameters (such as mean download throughput
of the traffic flows or the mean round-trip time (RTT) of the access network) and QoE.
This approach has the great advantage of making derived models easier to understand,
compute and integrate into live network monitoring and reporting systems. However,
relying on average values has also a fundamental limitation: it assumes that within a
given time period end-user QoE is determined by the averaged stimulus and not by
transient behaviors - an assumption that has already been disproven by several recent
studies [25–27].

For example, interactive Web applications like Google Maps are heavily impaired
by network outages, while less interactive applications (like browsing a news website)
or file downloads tend to be less sensitive w.r.t. outages (see Fig. 1.2) [26]. Both effects
(user sensitivity to fluctuations, application-dependency of QoE impact) become even
more visible in results from lab studies where the average throughput in all conditions
(constant, varying) were kept on identical levels (see Fig. 1.3) [27].

The above examples demonstrate that the QoE of networked services is not only
dependent on high speed and low latency connectivity, but also on network stability
and reliability. Given the relevance of fluctuations as a QoE influence factor, extended
models, metrics and KPIs are required to enable the systematic quantification and
measurement of their impact on QoE. This topic is currently being addressed by
ongoing research [27, 28]. So far, approaches utilizing KPIs like the effective average
downlink throughput (EADT) that captures fluctuation impact by means of a correction
factor yield promising results [27]. In this context, the evaluation of various modelling
approaches based on such KPIs like EADT has shown that metrics that take the
duration and intensity of throughput drops into account perform significantly better in
terms of QoE prediction accuracy than models based on average throughput only [28].

Consequently, a fluctuations-aware quality management has strong potential to
improve the end-user QoE by, depending on the application being used, utilizing
mechanisms that a) either prevent quality fluctuations (e.g. on network level) or b)
mitigate their visibility and impact. Examples for a) are: novel resource management
schemes, traffic shaping and network dimensioning strategies. Prime examples for b)
are: buffers and caches, as well as adaptation mechanisms that adapt application-level
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Fig. 1.3 Impact of varying throughput (alternating between 14 and 1 Mbps) on QoE
for web photo gallery browsing and file upload.

performance (e.g. video picture quality) to current network QoS (as DASH does in
the case of streaming video). On top of these measures, in the ideal case, networks
and applications would be able to exchange QoS and QoE-related information with
each other. Such approaches that – while not having been implemented in today’s
stacks yet – would be able to very efficiently and effectively mitigate the impact of
QoE impairments like fluctuations by better matching supply and demand (cf. [29]).

QoE-aware Resource Management

The resource management procedures in 5G networks should be mapped from the QoS-
to the QoE-domain. This is the only way to account for the impact that various technical
parameters, such as throughput, have on the user’s perception, which is the ultimate
criterion for quality assessment. Numerous subjective studies have been conducted in
order to understand the non-linear relationships that rule these two quantities, with
perhaps the IQX and WQL hypotheses being the most characteristic ones. The former
[30], describes the way in which the degradation of one QoS parameters affects the
humanly perceived QoE, while the latter [31] describes the effect of a physical stimulus
on the human perception. By observing such interesting relationships between QoS
parameters and the user-experienced quality, opportunities emerge to design more
powerful and more meaningful resource management procedures, in terms of resource
and energy efficiency.

Furthermore, in order to unveil the true potential of QoE-aware scheduling, novel
cross-layer approaches need to be devised. These scheduling methods should optimize
both the networking and application layer status, which can be only feasible through
an interaction between those two layers. The network status includes information
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such as the availability in network resources, the channel conditions, fairness among
users, required data rates, etc., while the latter incorporates information such as the
application type and current state, level of interactivity, adaptation capabilities, or
even fed-back Mean Opinion Scores (MOS), etc. For instance, in [32] a scheduling
strategy is proposed, where the adaptive capabilities of Skype are exploited in order to
save some bandwidth for resource-hungry YouTube flows.

Downlink and Uplink Decoupling

Cellular networks have often been designed based on the DL due to the fact that it is
the most demanding link in terms of capacity. Similarly, QoE has so far been more
focused on the DL since most of the traffic in the network is DL (e.g. video streaming).
However, the UL is becoming more and more important with the increasing popularity
of symmetric applications such as social networking, video calls and real-time video
gaming. In these applications, the UL is as important as the DL in terms of QoE,
as a satisfactory experience cannot be guaranteed with a poor UL connection. An
enabler of improving the UL is the decoupling of the UL and DL cell association [33],
which is considered as an important aspect of user-centric network architectures. The
basic concept is to treat the UL and DL as two separate networks to which the users
attach based on different criteria. This is motivated by the fact that in a heterogeneous
network by having a large disparity in the transmit power of the different layers, there
is an imbalance between the UL and DL coverage areas, as shown in Fig. 1.4.

The work in [33] considers the case where a user would perform the DL and UL
association based on DL received power and pathloss, respectively. This would allow
the users in the region between the DL and UL cell borders of a small cell to connect
to the small cell and macro cell in the UL and DL, respectively. This approach has
shown very high throughput gains in dense heterogeneous networks in the order of
200-300%. This is mainly due to the load balancing effect in the UL, which results in
a more efficient usage of the resources. This study also shows that in a high traffic
scenario, outage can be reduced by about 80%, which would guarantee a consistent and
reliable service even in a very loaded system. Also the fact that the users associate to
the nearest node in the UL would result in a more efficient usage of the users’ battery
power. The improvement of the UL in terms of capacity, energy and resource efficiency
would translate directly in an improved QoE, especially in symmetric or UL critical
applications.
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Fig. 1.4 The concept of UL/DL decoupling.

Big Data Analytics

A large amount of user -and network- related data is flowing through the telecom’s
network at any time. It is thus to no surprise that Big Data approaches are gaining in
importance, where the shift is from structured, non-real-time data towards unstructured
real-time data. The aim of using big data analytics is largely to improve internal
operations of the network, as well as improve interaction with the customer. Both have
profound impact on the QoE of the end-user. Specific benefits from running big data
analytics in real-time are i) using insights into customer behavior and usage to develop
new services and products; ii) be better in identifying fraud, and optimize routing and
technical QoS by analyzing network traffic in real time.

Furthermore, from a network point of view, big data allows configuring the system
more intelligently which in turn translates into a better QoE. Take the example of a
user catching up with last night’s football using BBC’s iPlayer whilst driving down the
Strand in Central London. Big data allows matching connectivity coverage holes with
the direction and speed of the user; this, in turn, allows pre-emptively downloading
parts for the user by intelligently invoking all required layers and networking entities
in a future 5G system. Overall, big data allows the network to be less spontaneous
and more intelligent, i.e. able to take decisions beneficial in the near future based on
prior historic insights.

Another relevant point that is worth mentioning is the vision that the 5G operator
will be able to enhance the user and service experience via securely collecting information
and performing such data analytics [1]. This triggers a potential to expand data
analytics towards realizing build-in QoE prediction, via the collection of meaningful,
end-to-end quality KPIs. Such KPIs could ensure that network operations are more
focused on QoE, rather than KPIs that don’t really matter to end customers (e.g.
average downlink data rate values versus number of stallings when watching a YouTube
video).
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Software Defined Networking

Flexibility, scalability and service-oriented management have been identified both by
[34] and [1] as the main drivers of the 5G architecture development. For instance,
[34] envisions that 5G systems will be able to steer network capabilities on demand.
A technological paradigm that is highly promising to enforce these main drivers is
Software Defined Networking (SDN) [35]. SDN enables the creation of a centralized,
abstract view of the underlying network’s physical topology and network state, and
sequentially facilitates its agile, adaptive and flexible control. This is made possible
via the decoupling of the control plane (decision-making) and the data plane (traffic
forwarding). This makes SDN an important enabler towards providing intelligence and
innovation in the network, in a broad sense.

As a logical extension, SDN may prove to be the key technology also for the QoE
management and provisioning functions. This could be realized, in general terms, by
creating a virtualized control plane of the network infrastructure (network slicing)
and then, dynamically imposing management decisions to the affected network nodes,
by providing respective programmable instructions (via e.g. a “QoE orchestrator”).
The main benefits of controlling QoE via SDN would be to allow for a unified, less
complex, less expensive, and adjustable configuration of the network behavior, in a
simple, software-based way. As a consequence, the faster introduction of innovation in
QoE-centric policy enforcement and network management will be enforced. Another
possibility offered by SDN, is the flexible acquisition of QoE-related information from
the network infrastructure, towards the enhancement of QoE for Over-The-Top (OTT)
on-demand services or for OTT premium users. Such an approach will be able to
unlock additional business value, not only for the OTT providers, but also for the
network operators, who by using such a paradigm could enter the revenue loop between
the former and their customers.

1.4.3 Challenges

Apart from the technical challenges towards implementing or exploiting the enablers
discussed in the previous section, there exist business and legal issues that need
to be addressed. Especially, if we consider the plethora of different stakeholders
potentially involved throughout the end-to-end service provisioning chain, such as OTT
providers, different mobile network operators or Internet Service Providers (ISPs),
content providers, vendors, etc., we see that achieving end-to-end quality becomes
a very challenging task in business terms. Often, different or even contradicting
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interests need to be addressed. First and foremost, we see that contradicting interests
emerge between operators and content providers (such as Facebook, Google, etc.). The
latter design their new technologies and services with security (i.e. encryption/content
labeling) in mind. Encryption, however, is an “enemy” for QoE-awareness and in turn,
for flexible QoE delivery. Unencrypted data, on the contrary, can be a powerful tool
for the operators as the source of information to ensure, enhance or adjust QoE, or to
make service differentiation. To achieve such a differentiation, the operator actually
needs to know the application type, its current state, etc. As an example, by having
access to the buffer state information of a video playout, the operator can prioritize
the limited resources available at a specific time and location in order to maximize a
certain utility function, e.g. maximize the number of satisfied users/services.

Network Neutrality (NN) is another major issue when it comes to QoE provisioning.
From the operator’s perspective, NN may not leave enough space for innovation and
investment in the networks in terms of QoE. Furthermore, even though the recently
voted NN regulatory framework [36] has been welcomed by most OTT/content providers
as a way to allow flawless access to their services, it is not a black or white issue.
For instance, the dynamic allocation of “fast lanes” may no longer be allowed by
the network providers to pass, say, Netflix content to premium users or to do any
other type of service differentiation. Moreover, there are business implications: with
NN it may not even be allowed or meaningful to do customer differentiation and/or
market segmentation at all and thus, inevitably block any possibilities for service
personalization.

Finally, Service Level Agreements (SLAs) i) between the operator and the end-
users, as well as ii) between the operator and the OTT providers need to be revisited.
Presently, the requirements in such SLAs are described using QoS terms, which however
do not directly imply a proportionally satisfactory QoE level for the operator’s or
the OTT provider’s customers. Consequently, new types of SLAs, or so-called ELAs
(Experience Level Agreements), may be considered that define the required quality
using QoE terminology. The great challenge in this new approach is finding a way
to clearly define the various QoE classes using a “vocabulary” that ensures common
understanding between all stakeholders involved [37]. Then, it is further required
to devise indisputable methods of measuring the QoE at the various interconnection
points, of checking it against the SLAs’ QoE requirements and of finding which side of
an interconnection is responsible in case of QoE deficiencies.
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1.5 Goals and Organization of Thesis

5G is expected to create new business opportunities allowing the Telecom industry to
evolve from just offering voice and mobile broadband services to having a pivotal role
in vertical industries such as the automotive industry, healthcare, factory automation
massive machine-to-machine and many more verticals where the limitations of 4G and
previous generations prevented the cellular industry to play a leading role in these
industries. In order for 5G to fulfil this ambition, new ways of designing the network
need to be thought of. One crucial postulate that 5G is expected to break is the
cell-centric design concept where the focus is more on cells and less on individual users.
A move towards a device-centric architecture is essential where the network nodes and
their services are tailored to serve the specific needs of users. In other words, the user
has to be at the epicentre of the network’s focus and the network must be flexible and
agile enough to be able to assign to the users resources that satisfy their needs whether
these resources are network nodes, bandwidth or cooperative transmission to name a
few.

In this thesis, we study in great details two of the main building blocks of device-
centric architectures, namely Downlink and Uplink Decoupling (DUDe) and Device-to-
Device communications where the two techniques are considered to revolutionize the
traditional way of communication in cellular networks.

In traditional cellular networks, it is practically an axiom that the uplink con-
nection is always associated with the same base station that has been selected for
downlink reception In this thesis we revisit this axiom and introduce the features of
downlink/uplink decoupling (DUDe), a new architectural paradigm where downlink
and uplink are not constrained to be associated with the same BS. This is becoming
especially relevant in the wake of the densification expected in future 5G cellular net-
works, where each terminal has multiple access nodes in proximity. In a heterogeneous
network, an imbalance between the uplink and downlink coverages arises from the
difference in transmit powers of different tiers which results in users tending to connect
to different cells in the uplink and downlink which makes DUDe very relevant. In
chapter 2 we present a detailed simulation study of DUDe based on Vodafone’s LTE
testbed in London and using a 3D ray tracing algorithm. We show huge uplink gains
for baseline DUDe with pathloss uplink association as well as the optimized DUDe
where the load of the cells and the backhaul capacity are taken into account in the
uplink association. In chapter 3 we present a detailed analysis of DUDe using tools
from stochastic geometry. We start by analysing DUDe in a sub 6 GHz HetNet where
we study the cell association probabilities and prove that the association trends are



1.5 Goals and Organization of Thesis 42

more dependent on the density of the deployment rather than the process used to
generate it. Subsequently, we study DUDe in a mixed millimeter wave and sub 6 GHz
network where we provide detailed analysis on the association trends and the SINR
and rate coverage trends considering cell biasing. Chapter 4 contains a detailed study
of the enabling architectures of DUDe in 4G and 5G and interoperability of DUDe
with other emerging technologies.

In chapter 5 we turn our attention to D2D where the direct communication is
enabled between devices in proximity without the need for the traffic to go through the
infrastructure. This technique is very crucial for latency sensitive applications such as
vehicular communications. It also has major advantages in terms of spectral efficiency
and energy saving. We start by studying cell association in a D2D enabled network
where we show, using an optimization framework, that decoupled association results in
reduced interference and improved energy efficiency. Subsequently, we study the radio
resource management in relay aided D2D networks where we use genetic algorithms to
reach a near optimal allocation of resources in terms of achieved rate.



Chapter 2

Simulation study of Downlink and
Uplink Decoupling

This chapter1 aims at introducing the main benefits and gains of Downlink and Uplink
Decoupling (DUDe) supported by an extensive simulation based study demonstrating
the performance improvements in the UL resulting from DUDe. The chapter starts by
presenting the main motivations and benefits that arise from DUDe in Section 2.1. In
Section 2.2 the previously discussed benefits are proven using a realistic simulation
setup considering the basic implementation of DUDe where UL and DL cell associations
are based on pathloss (PL) 2 and DL received power respectively. Finally, in Section
2.3 an enhanced version of DUDe that takes into account the UL cell load and backhaul
capacity is introduced and simulation results that reveal its superiority to the basic
DUDe implementation are provided.

2.1 Why to decouple the uplink and downlink?

2.1.1 Introduction

From the first to the fourth generation (4G) of mobile networks, the DL and UL of
a given communication session have been coupled: the UE must associate with the
same BS in both the DL and UL. Historically, this was a nearly optimal approach,
since the strongest BS-UE connection was the same in both directions. However,
this conventional approach has recently [33] come under scrutiny given the possible

1The work in this chapter is partly included in [33, 38, 39].
2Pathloss is the reduction in power density of an electromagnetic wave as it propagates through

space. In a simplified way, pathloss can be calculated by subtracting the received power at the
receiving end from the transmitted power radiated from the transmitter.
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gains that can be achieved by decoupling the association in the context of a dense
heterogeneous cellular network, wherein different BSs can have highly variable transmit
powers and deployment topologies.

The arguments in favour of the coupled status quo are several. From a pure network
design perspective, the logical, transport and physical channels are easier to design and
operate; this pertains particularly to the synchronization of the acknowledgements, the
call admission and handover procedures, DL/UL radio resource management, and power
control, among others. Decoupling both links also requires strong synchronization and
data connectivity (e.g. via fibre) between the BSs. From a deployment and topology
perspective, until just a few years ago cellular systems have been designed and deployed
under the assumption of a homogeneous network with macro cells all transmitting
with about the same power. From a traffic point of view, the load in both directions
has been approximately the same in voice-centric 2G and early 3G systems. Moreover,
3.5G (e.g. HSPA) and 4G systems are dominated by downlink traffic, justifying the
use of DL-centric association procedures rather than UL or decoupled ones.

The emergence of Heterogeneous Networks (HetNets) [2], where small cells at
higher carrier frequencies and/or smaller transmit powers are deployed within the
coverage area of macro cells, calls for revisiting the coupled association approach.
Range extension has been included in 4G to add a bias in the cell association to
offload more traffic from macro to small cells. Data and control plane separation has
been introduced in [3]: the control information is sent by high-power nodes at lower
frequencies, whereas the payload data is conveyed by low-power nodes at possibly
higher frequencies. However, both range extension and data/control plane separation
are based on a coupled DL/UL association, where DL and UL are associated to the
same BS.

The motivation for DUDe emerges from a holistic view on the two-way (DL/UL)
traffic and the association procedure of a UE, rather than adopting a coupled association
a priori and then optimizing separately DL and UL transmissions. Since a coupled
association is a particular sub-case of a decoupled one, a well-designed association
policy based on Downlink/Uplink Decoupling can in principle outperform a coupled
association. But by how much? And at what cost?

More specifically, the main questions tackled in this section are:

• What recent trends in cellular network deployment and applications make the
gains from DUDe more relevant now than in the past?
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• What are the key benefits of a decoupled association in terms of throughput gain,
reliability, and power conservation? What are the challenges? How can these
gains be realized in current (e.g. LTE-A) and future 5G cellular networks?

• How disruptive will these changes be to the network architecture? Are the gains
large enough to be worth the trouble?

We begin the discussion in this section with the five key arguments in favour of
DUDe, these arguments are then proven with extensive simulation results in Section
2.2 for pathloss based DUDe and subsequently in Section 2.3 for backhaul and load
aware DUDe.

2.1.2 Increased uplink SNR and reduced transmit power

In a typical HetNet scenario the downlink coverage area of a macro cell is much larger
than that of a low power BS. The coverage area disparity is primarily attributable
to the differences in downlink transmit powers, but is also due to the BS heights
and antenna gains. In contrast, in the uplink all transmitters have roughly the same
maximum transmit power. Therefore, a device that is associated to a macro cell in
the downlink might instead wish to be associated to a small cell in the uplink, to take
advantage of the reduced path loss. The positive effects are twofold. For UEs that are
transmitting at the maximum power, a connection to a closer BS provides a higher
SNR. Moreover, for a fixed target SNR, the reduced path loss alternatively allows
transmit power reduction via power control.

2.1.3 Improved Interference Conditions

DUDe also decreases the uplink interference, due to multiple complementary effects.
First, and as an obvious consequence of the transmit power reduction discussed in the
previous section, the UL interference generated to other base stations is correspondingly
largely reduced. This is quite significant especially for the low SINR UEs in the uplink,
since at low SINR in a dense network, decreasing the interference by 3dB implies an
approximate doubling of data rate.

Second, DUDe provides the ability to independently select the association that
minimizes interference at both the UE and the BS. Uplink interference in a given
spectral band is an aggregation of many different UEs’ transmissions in different cells,
as received by a given BS, say BS0. The interference generated by each of these UEs
depends on its location relative to its own desired BS, the amount of power control, its
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distance to BS0 and the uplink precoding weights. In contrast, the downlink interference
at a given UE depends on the BSs’ transmit power, the downlink beamforming weights
and the distance to the different BSs. On top of this, the nearly independent scheduling
and loading in each of the DL and UL causes further randomness in the interference.
For all these reasons, average interference levels can be quite different in the downlink
and uplink resources. Therefore, a decoupled association that allows the UE/network
to seek out the best interference environment in the two links independently can be
expected to substantially outperform a coupled association, which must "split the
difference".

Third, DUDe will also prove a boon for Device-2-Device (D2D) communication
which, as of 3GPP Rel. 12, will take place in the uplink bands. By lowering the
UL transmit power and generating less interference, DUDe will create a more benign
environment for D2D receivers and thus allow more D2D transmissions to take place.

Finally, in addition to reducing the amount of average interference, DUDe also
allows a reduction of the uplink SINR variance, as will be shown in Section 2.2 which
translates into more efficient and effective UL schedulers and performance gains [40].

2.1.4 Improved Uplink Data Rate

Unsurprisingly, increasing the desired received power and decreasing the interference
leads to higher SINR, and hence a higher spectral efficiency and data rate. However,
there are additional factors which can complicate the effect of DUDe on the uplink
rate.

For example, consider an LTE HetNet with small cell range expansion and biasing.
On average the optimal downlink bias is in the neighbourhood of 5-10 dB, although
with blanking or interference avoidance, up to 18-20 dB may be used in certain scenarios
[41, 42]. DL biasing leads to a better association in both directions even with coupled
association, since by expanding the DL small cell coverage region, more UEs associate
with the nearby small cells in the UL as well, which is also the main point of DUDe.

Nevertheless, we still observe very substantial rate gains for DUDe even when
compared with biased coupled associations which will be detailed in Section 2.2.

2.1.5 Different load balancing in the uplink and the downlink

The load of a given BS in the UL may be different from the load of the same BS in the
DL. This implies that it is not optimal to have the same set of UEs connected to the
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same BS in both uplink and the downlink, such that at least some of the UEs should
use decoupled access.

Additionally, DUDe allows pushing more UEs to under-utilized small cells in the
UL only since it is not limited by interference as is the case in the DL.

2.1.6 Low deployment costs with RAN centralization

Implementing a decoupled cell association in a real network requires excellent con-
nectivity and modest cooperation between different BSs. As we will discuss in the
subsequent section, the main requirement DUDe imposes is a low latency connection
between the downlink and the uplink base stations, to allow fast exchange of control
messages, like HARQ messages. We emphasize that unlike the most sophisticated forms
of Cooperative Multi-Point (CoMP), like joint processing, where a high throughput
backhaul connection between BSs is required to allow rapid data exchange, DUDe
does not impose a tight requirement on the backhaul capacity. Put another way,
DUDe allows gains similar to uplink joint processing (about 100% edge and average
throughput gain), but with lower deployment costs. Compared to using MIMO or new
spectrum to increase the throughput, the cost comparison is even more favourable to
DUDe [39].

The ongoing trend towards using partial or full Radio Access Network (RAN)
centralization in deployments where a high-speed backhaul is available, will be an
enabler for downlink and uplink decoupling, as signalling will be routed to a central
processing unit with low-latency connections. In particular, partial centralization refers
to those local deployments (e.g. indoor) where the transmission points serving the
same local area are all connected to the same baseband processing central unit. Full
centralization, often referred as Cloud-RAN, extends this approach to larger areas,
where a large number of RF units are connected to the same baseband processing central
unit. Given this already ongoing trend towards more centralized RAN architectures,
which are underpinned by low-latency connectivity between BSs, the incremental cost
of DUDe appears negligible in such scenarios.

2.2 Pathloss based decoupled access (DUDe 1.0)

In this section we provide a detailed simulation study to corroborate the decoupling
benefits listed in the previous section. We study the gains that can be achieved by the
DUDe technique in terms of UL capacity and throughput as well as the effects that this
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Fig. 2.1 Illustration of the decoupling concept. The large and small BS represent the
Mcell and Scell respectively.

approach has on interference. We use a realistic scenario of a cellular network based
on real-world planning/optimisation tools which adds a lot of value and credibility to
this work.

2.2.1 Simplified example

In this study we drop the traditional UL/DL cell association based on DL received
power (RP). We assume that while the downlink association is still based on DL RP,
the uplink association is in fact based on pathloss. This apparently simple assumption
in reality leads to radical changes in system design and architecture.

DUDe results in different cell boundaries in the UL and DL in a HetNet scenario
where a UE in the region between the UL and DL cell boundaries will be connected to
the Scell and Mcell in the UL and DL respectively as shown in Fig. 2.1. We will focus
on the gains in the UL as this is the main motive for applying this technique. Note
that DL capacities are not affected since the association remains unchanged.

We consider a two cell network model composed of a Mcell and a Scell to present
the advantages of DUDe in a simplified way. The model is used to study two cases; the
first case is a noise limited scenario with only one UE, to show the benefits in terms of
uplink UE capacity. The second case is an interference limited scenario where there
are three UEs in the network to show the benefits in reducing the interference. The
two cases are explained in details below.

Case 1 (noise limited): In this case we have one UE moving from the Scell
vicinity towards the Mcell and the UE UL rate is calculated for two cases; the first is
the conventional case where cell selection is based on the DL received power so the UE
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performs a Handover (UL & DL) from the Scell to the Mcell when passing the DL cell
border (shown in Fig. 2.1) and the second case is where the UL cell selection is based
on the pathloss where the UE is still connected to the Scell until passing the UL cell
border which represents the DUDe technique. Neglecting, for simplicity, fading and
shadowing and normalizing various quantities, the UL rate calculation is based on the
below equations:

R = BW log2(1 + SNR) (2.1)

SNR = Pue
σ2dα

, (2.2)

where R is the rate; SNR is the signal to noise ratio, Pue is the UE transmit power,
σ2 is the noise power and BW is the bandwidth which is considered to be unity for
simplicity. The distance based PL is dependent on the distance d and the pathloss
exponent α. We now calculate the UL rate for a UE moving from the Scell towards the
Mcell for the two cell association methods, assuming, Pue to be 20 dBm and the Scell
and Mcell to have a pathloss exponent of 3.6 and 4 respectively. Finally, the Mcell and
Scell have a transmit power of 46 and 23 dBm respectively. Fig. 2.2 illustrates the
UL normalized rate for the pathloss and RP cell association cases. It shows that the
pathloss case has a higher performance in the area between the DL cell border and
the UL cell border since in that area the UE has a lower pathloss to the Scell, thus
obtaining a higher rate when connected to the Scell.

Case 2 (interference limited): In this case, we have the same setup as the
previous one but with three UEs instead of only one UE as shown in Fig. 2.1. We
calculate the overall UL rate of the network using the pathloss based cell association
where UE2 is connected to the Scell in the UL and then using the RP based cell
association where UE2 is connected to the Mcell in the UL. UE1 is always connected
to the Scell in the UL and UE3 is always connected to the Mcell in the UL.

R = BW log2(1 + SIR) (2.3)

SIR = Pue
Idα

. (2.4)

The UL rate is calculated based on the above equation, where SIR is the Signal to
Interference Ratio (we neglect the noise for simplicity). The total normalized UL rate
(RT ) is the sum of the normalized UL rate at the Mcell (RM ) and the Scell (RS) which
means the UL rate of the whole system (RT = RM +RS). We use the same parameters
as case 1 and setting d1, d2, d3, and d4 in Fig. 2.1 to 10, 25, 80, and 100 respectively.
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Fig. 2.2 UE rate comparison between the DL Received Power (RP) case and the
Pathloss (PL) case.

So calculating RT in the pathloss case yields RT = 0.46 + 0.54 = 1 and in the RP case
RT = 0.34 + 0.33 = 0.67. We can see that RT is almost 50% higher in the pathloss
case for the following reasons.

• UE2 in the pathloss case has a lower pathloss to the Scell which means that UE2
has a better channel to the Scell and in turn gets a better rate when connected
to it.

• UE2 causes less interference to the Mcell in the pathloss case than the interference
it causes to the Scell in the RP case for the same reason as above, so the
interference level in the network is lower and in turn the rate is higher.

In the next section we present our realistic simulation setup which is based on an
existing cellular network and we use this setup to validate our findings and illustrate
the gains from the studied concept.

2.2.2 System model and simulation setup

In our simulation we use the Multi-technology radio planning tool Atoll [43] in con-
junction with a high resolution 3D ray tracing pathloss prediction model [44]. The
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model takes into account clutter, terrain and building data. This guarantees a realistic
and accurate propagation model. Atoll has the capability of performing system level
simulations where a simulation is a snapshot of the LTE network. For each simulation,
it generates a user distribution using a Monte Carlo algorithm. The user distribution
is based on traffic data extracted from the real network. Resource allocation in each
simulation is carried out over a duration of 1 second (100 frames).

As deployment setup, we use a Vodafone LTE small cell test bed network that
is up and running in a specific area in London. The test network covers an area
of approximately one square kilometer. We use this existing test bed to simulate a
relatively dense HetNet scenario. The considered network is shown in Fig. 2.3 where the
black shapes are macro sites and the small circles are small cells which are considered
to be pico cells. We consider a realistic user distribution based on traffic data from the
field trial network in peak times. The distribution is up-scaled to simulate a high user
density. We use an uplink power control algorithm where each cell has a predefined
interference upper limit. If the UL received interference at a cell is higher than this
limit the cell signals the neighboring cells to lower the UL transmit power of their UEs
in order to lower the interference level at that cell.

DUDe is compared with conventional LTE operation where both UL and DL
associations are coupled and based on the DL received power (RSRP) which is the
conventional LTE procedure [45]. Two LTE baseline cases are considered where Scells
are treated as Pico cells and Femto cells respectively. The difference between Pico and
Femto cells is mainly the transmit power where Pico cells have a higher transmit power
than Femto cells. These two cases are termed as Pico-Baseline and Femto-Baseline
respectively. We do this to understand the gains of the pathloss approach compared to
the DL RSRP approach with different Scell sizes. The transmit powers of Macro, Pico,
Femto cells are 46, 30, 20 dBm, respectively. As pointed out before, all the results in
the next section will focus on the UL performance. The simulation parameters are
listed in Table 3.1 where we consider an LTE deployment.

In our simulations we define a UE minimum and maximum throughput demand
where basically a UE has to reach the minimum throughput requirement to be able
to transmit its data otherwise it is considered in outage. On the other hand, the
maximum throughput demand puts a limit to the amount of throughput that each UE
can get, therefore setting a high value for it helps in simulating a highly loaded network.
The used scheduler tries first to satisfy the minimum throughput requirements for all
the UEs and then distributes the remaining resources among the UEs to satisfy the
maximum throughput demand of each UE according to the proportional fair criterion.
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Fig. 2.3 Vodafone small cell LTE test network for an area in London.

One deployment issue is that a UE connected to different nodes in the UL and DL
needs a way to send Acknowledgment, pilot and relevant control signalling to its DL
node with which it has no UL established. A possible way is to route the data to the UL
node and through the backhaul to the DL node and vice versa with receiving control
signals from the UL node this issue will be discussed in details in the architecture part
in Chapter 4. We assume an ideal backhaul where control signals are delivered with
no notable delay. Non-ideal backhaul operation will be considered in Section 2.3.

2.2.3 Simulation results

In this section we show extensive simulation results covering all the aspects in Section
2.1.

Coverage

In a HetNet, the UL and DL coverages 3 are quite different as discussed previously,
therefore basing the UL and DL associations on the same criterion which is the DL
received power is highly suboptimal. In this part, the great difference between the UL
coverage in the LTE baseline cases and DUDe is illustrated.

3The coverage of a base station is the geographic area where the BS can communicate where a
UE that is able to receive and decode data for a BS is considered in the coverage area of this BS. In
a multi BS scenario, the DL coverage area of a BS is the area around the BS (ignoring shadowing)
where the received power from that BS is higher than the received power from the adjacent BSs. The
UL coverage of a BS is defined similarly but considering the UL received power at the BS.
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Table 2.1 Notation and simulation parameters

Parameter Value
Operating fre-
quency

2.6 GHz (co-channel deployment)

Bandwidth 20 MHz (100 frequency blocks)
Network deploy-
ment

5 Mcells and 64 Scells distributed in the test
area as shown in Fig. 2.3

User distribution
560 UEs distributed according to traffic maps
read from a live network

Scheduler Proportional fair
Simulation time 50 simulation runs with 1 second each
Traffic model Full buffer
Propagation
model

3D ray-tracing model

Max. Tx. power

Macro=46 dBm
High power Pico = 30 dBm
Low power Pico = 20 dBm
UE= 20 dBm

Antenna system
Macro: 2Tx, 2Rx, 17.8 dBi gain
Pico: 2Tx, 2Rx, 4 dBi gain
UE: 1Tx, 1Rx, 0 dBi gain

UEs mobility Pedestrian (3km/h)
Supported UL
modulation
schemes

QPSK, 16 QAM, 64 QAM

Fig. 2.4 illustrates the UL coverage of the Mcell and Scell layers for the three
cases in comparison. The UL coverage of Scells is shown to be very small in the
Femto-Baseline and Pico-Baseline cases. However, in the DUDe case Scells have a
much larger UL coverage which is shown to be much less dominated by Mcells than in
the LTE baseline cases. This effect results in a more homogeneous distribution of UEs
between the nodes which, in turn, leads to a much more efficient use of resources as
will be demonstrated in the following results.
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Fig. 2.4 Uplink coverage of the Femto-Baseline (left), Pico-Baseline (middle) and DUDe
(right) cases where green and red represent the Mcells and Scells coverage respectively.

Association probabilities

Fig. 2.5 and 2.6 illustrate the UEs association probability as a function of the Scells
density. Case 1 and 3 represent the probability of the coupled association (UL and DL
based on RSRP) to Mcells and Scells respectively. Case 2 represents the probability of
the decoupled association where the UL and DL are associated to the Scell and Mcell
respectively which represents the DUDe case. Finally Case 4 represents the decoupled
association where UL and DL are associated to Mcell and Scell which is always zero.

Considering Fig. 2.5, as the Scells density increases, Case 2 representing DUDe is
dominating where the probability of association saturates at around 70% starting from
20 Scells. However, Case 4 is increasing at a much slower rate which is a result of the
very limited DL coverage of Femto cells. On the contrary, Case 1 is decreasing as the
number of Scells increases which makes sense as more and more UEs are more likely to
connect to Scells in the UL and DL.

Now, looking at Fig. 2.6, a similar trend as Fig. 2.5 can be noticed. However, Case
2 is dominating with a probability of 50% up to a certain number of Scells (around 35)
where Case 4 surpasses Case 2. It can be noticed that for Case 4 the curve is increasing
with a higher slope than in Fig. 2.5 which can be explained by the fact that Pico cells
have a larger coverage area, such that after a certain density of most of the devices are
connected to the Picos in the UL and DL. Another point to note in these two figures
is the comparison between the DL coverage of Picos and Femtos, which is shown by
comparing Case 4 in Fig. 2.5 and Fig. 2.6, where we see that 10 Pcells deliver the
same level of coverage as 50 Fcells. This comparison also shows that the probability of
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Fig. 2.5 UEs association probability.
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Fig. 2.6 UEs association probability.

association in UL and DL to a Pcell is more than twice that to a Fcell with 64 Scells
deployed. The trends in these figures will be analytically proven in the next chapter.

Reliability and load balancing

Reliability is becoming one of the most important requirements of future cellular
systems due to the proliferation of the internet of things (IoT) which is an umbrella for
several applications such as sensor networks, factory automation and many more. The
reliability of wireless systems can be affected by several factors including congestion
and coverage loss where a device could have its connection dropped due to lack of
available resources or due to very low link quality resulting from the device being out



2.2 Pathloss based decoupled access (DUDe 1.0) 56

Femto−Baseline Pico−Baseline DUDe
0

10

20

30

40

50

60

70

80

90

100

O
u
ta

g
e
 r

a
te

 (
%

)

 

 

Macro cell layer

Small cell layer

Fig. 2.7 Throughput outage.

of coverage or being subject to high level of interference. DUDe plays a crucial role in
improving the UL reliability by reducing the outage rate as will be shown next.

Fig. 2.7 illustrates the average outage rate for the Mcell and Scell layers for the
three cases where a high traffic scenario is simulated by setting the minimum requested
throughput for each UE to 1 Mb/s. The outage is defined as the percentage of UEs
that cannot achieve the 1 Mb/s minimum throughput. Since this scenario is considered
to be a high traffic congestion scenario it requires a very efficient use of resources in
order to satisfy the high throughput requirements of the UEs. As can be noticed from
the figure the Macro layer has a very high outage rate in the LTE baseline cases which
is explained by the fact that the Macro layer is very congested in the UL and Mcells
cannot serve all the UEs with the required throughput which results in a high number
of dropped UEs. However, in the DUDe case, UEs are distributed more evenly among
the nodes so the outage rate can be drastically reduced to less than 10% on the Mcell
and Scell layers.

Another trend that affects reliability is outage caused by the loss of coverage or poor
channel conditions. Figure 2.8 shows the outage rate against the maximum transmit
power of the UE. Outage here is defined by the fraction of UEs whose UL signal quality
is lower than the one needed to access the lowest LTE modulation and coding scheme
(MCS) and therefore are dropped. This result shows that for the same maximum UE
transmit power DUDe can reduce the UL outage rate by upto 25% compared to baseline
LTE. Alternatively, for the same outage rate the maximum transmit power can be
reduced by upto 10 dB using DUDe. These results are very crucial for IoT applications
where either link reliability or battery life or both are of paramount importance and it
can be seen from the figure that both can be drastically improved using DUDe.
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Fig. 2.9 Load balancing efect where the average number of UEs per layer (Macro and
Small cell layers).

The load at a given BS in the UL maybe different than the load in the DL at the
same BS. This implies that it is not optimal, in terms of load balancing, to have the
same set of UEs connected to the same BS in the UL and DL.

In addition, DUDe has been shown in the previous results to improve the UL
coverage of Scells which results in a much better distribution of the UEs among the
different tiers of the cellular network. This load balancing effect is illustrated in Figure
2.9 where the average number of UEs per cell in each tier is shown for the three cases in
comparison. DUDe results in a much more homogeneous distribution of UEs between
the different node types which is directly translated into a drastically improved spectral
efficiency and outage reduction as shown in the previous results.
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Fig. 2.10 Power CDF.

improved UL SNR

As discussed in Section 2.1.2, Dude allows a flexible association in the UL and DL
where a device can connect to a closer Scell in the UL and in the DL to the Mcell from
which the UE receives the highest power. The gain from this technique is twofold, for
a UE transmitting with maximum power, a connection to a closer cell provides higher
SNR as shown in Fig. 2.8. On the other hand for a fixed target SNR, the reduced
pathloss allows to reduce the transmit power of the UE. In Fig. 2.10, we observe the
decrease in transmit power via DUDe by comparing it to the other LTE baseline cases
where DUDe can achieve a transmit power reduction of more than 9 dB compared to
the Femto-Baseline case. This power saving feature is very important especially for IoT
applications where the battery life of devices can be prolonged by more than 6 times.

Interference variation

As a result of the UL association that tends to connect the UEs in the UL to their
closest node or the node to which they have the best UL received power, this can be
translated into a reduction in UEs transmit power as shown in Fig. 2.8 and emphasized
in [39]. This has the effect of reducing the UL interference to other base stations which
is quite significant especially for UEs with low UL SINR.

In addition to reducing the average amount of interference, DUDe allows a reduction
in the standard deviation of the UEs UL SINR over time as shown in Fig. 2.11. Reducing
the variance of the SINR means that the channel is more stable and predictable which
has a substantial impact on reducing the complexity of radio resource management
(RRM) and self-organizing network (SON) functions.
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Fig. 2.11 SINR STD.

UL rate improvement

The homogeneous coverage has a large effect on the throughput and specially the cell
edge UEs throughput which is represented by the 5th percentile throughput. Fig. 2.12
shows the effect of increasing the number of Scells in the simulated scenario on the 5th
percentile throughput. In the DUDe case, it can be noticed that the 5th percentile
throughput is improving quickly with the number of Scells. This is partly due to the
increased UL coverage of Scells in DUDe as shown in Fig. 2.4. As the number of
Scells increases, the 5th percentile UEs throughput starts to saturate as these UEs
become limited by the channel quality and transmit power and the gains start to be
more pronounced in the 50th and 90th percentiles. Looking at the Femto-Baseline and
Pico-Baseline cases, it can be noticed that adding Scells has little effect on the 5th
percentile throughput due to the very limited coverage of Scells in both cases which
makes them more effective for the 50th and 90th percentile UEs. In addition, in these
two cases the throughput is fluctuating as the number of Scells is increased. This is due
to the high interference that the Scells UEs create to the Mcell cell edge UEs as these
UEs are closer to the Scells so they suffer from a high level of interference. This effect
is emphasised more in the Femto-Baseline case as the 5th percentile throughput starts
to decrease after a certain point whereas in the DUDe case the throughput increases in
a more stable way since UEs always connect to the node to which they have the best
UL channel which guarantees a lower interference level.

Fig. 2.13 shows the 5th, 50th and 90th percentile throughput results for the three
cases in comparison. The 5th percentile UL throughput in DUDe is increased by
more than 200% and 100% compared to Femto-Baseline and Pico-Baseline respectively.
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Fig. 2.12 Uplink 5th percentile throughput improvements.

Similarly, the 50th percentile throughput is improved in the DUDe case by 600%
and 100% compared to Femto-Baseline and Pico-Baseline. The gains result from the
improved coverage of Scells in the DUDe case which results in a better distribution of
UEs between the nodes giving way to a more efficient resources utilization. In addition,
the fact that UEs connect to the node to which they have the best UL channel results
in an improved Signal to Interference and Noise Ratio (SINR) which allows UEs to
use a higher modulation and coding scheme and in turn achieve a better utilization of
resources and a higher throughput. As for the 90th percentile throughput, DUDe does
not achieve the highest throughput which makes sense since DUDe aims at improving
the load balancing effect which will naturally result in a reduction of the peak data
rate.

Additionally, it can be seen that Pico-Baseline achieves the highest 90th percentile
throughput which seems counter intuitive since it would be expected that the Femto-
Baseline would be the one achieving the highest peak data rate. However, looking at
the 98th percentile throughput, the throughput reaches 15 Mb/s and 10 Mb/s in the
Femto-Baseline and Pico-Baseline cases, respectively. This shows that the effect of
Scells in the Femto-Baseline case is limited to a small number of UEs.

In this last result, we introduce small cell biasing onto the Pico-Baseline and Femto-
Baseline cases. Biasing, which is called Range Extension (RE) in LTE, is a feature
that was introduced in LTE release 10 as a way to offload traffic from Mcells to Scells
[46]. The idea is to add a cell selection offset to the reference signals of Small cells
which allows to expand the coverage area of Scells. However, using offsets greater than
3-8 dB may lead to high interference levels in the DL which is why techniques – like
enhanced Inter-Cell Interference Coordination (eICIC) – have been developed to try
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Fig. 2.13 Uplink throughput improvements.

to combat this type of interference [47]. Nevertheless, the RE technique is limited to
moderate offset values due to the harsh interference in the DL. Hence, biasing allows
a similar gain to DUDe but is limited by the interference in the DL. Therefore, we
still observe very substantial rate gains for DUDe even when compared with biased
coupled associations. Detailed breakdowns of these rate gains in various configurations
are given in [33] for the simulation results and [48] for the analytical results, with
our findings summarized in Table 2.2. Here, we use a slightly different setup than
the previous results where 21 instead of 64 Scells are used and the UEs density is
330/km2 instead of 560/km2. Furthermore, we add a bias of 6 and 8 dBs to Pico and
Femto cells respectively which have been shown in [42] to be reasonable. The gains
result mainly from the improved channel quality and also from the biasing as discussed
before, which gives cell-edge (5th percentile) and median (50th percentile) UEs access
to more resources which results in a higher UL rate. It is quite encouraging that two
very different models and approaches to evaluating the rate gains both result in the
conclusion that gains in the range of 100-200% are within reach, although the gains do
erode somewhat with biasing since the baseline improves. Finally, we note that a recent
paper based on optimization theory with a yet different model also finds significant
gains from DUDe [49].
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Table 2.2 Summary of predicted uplink rate gains averaged over all UEs in the network,
as a result of DUDe. Picocells have transmit power of 30 dBm while femtocells 20 dBm.
We note that DUDe outperforms the baseline also when downlink biasing is used.

Pico (RE=0) Pico (RE=6dB) Femto (RE=0) Femto (RE=8dB)
Anal. Sim. Anal. Sim. Anal. Sim. Anal. Sim.

5th percent. 115% 90% 50% 30% 270% 260% 140% 95%
50th percent. 95% 150% 30% 60% 260% 230% 120% 180%

2.3 Load and backhaul aware decoupled access (DUDe
2.0)

We have so far assumed that the decoupled cell association strategy is based on the
link quality in each direction. That is, the decision to handover the DL is (and has
been) based solely on the DL received power; whereas the decision to handover the
UL is based solely on the UL pathloss. The system assumptions were to some extent
ideal in that neither the cell load nor the backhauling capabilities have been taken into
account – both of which have an impact onto the actual performance gains under more
realistic operating conditions. This shortcoming is addressed in this section, where we
proceed to outline prior related art as well as a summary of our technical contributions.

In [50] and [51], backhaul aware cell association was considered but only from a DL
perspective. In [52] and [53], load aware cell association was studied in the DL as well.
In [54], the authors study UL cell association in a game theoretic approach to optimize
the packet success rate of the UEs.

In this section, we argue that UL pathloss alone is not sufficient to efficiently apply
DUDe. Notably, the association algorithm ought also to consider the overall load of
the cell(s). Furthermore, since DUDe requires significant backhauling support, we
also condition association with backhauling capacity. Therefore, instead of taking the
decision based only on link quality, the system now considers the link quality, the
cell load and the cell backhaul capacity. We use a similar simulation scenario as the
previous section. We give special attention to UL power control where we show that
the performance depends greatly on the power control settings. We use a flow level
traffic model that is more realistic than the full buffer model considered in prior art.
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Fig. 2.14 Vodafone small cell LTE test network in London (with fewer small cells).

2.3.1 System model

We consider the UL of a HetNet where, as deployment setup, we use the same
deployment as the one used in Section 2.2 with fewer small cells as shown in Fig. 2.14
where in total we have B cells.

We consider a realistic user distribution based on traffic data from the field trial
network in peak times where the total number of users is Nu.

Network traffic is modelled on a flow level where flows represent individual file or
data transfers e.g. video, audio or generic file uploads. This model reflects a much
more realistic traffic model than the full buffer model considered in [33]. We assume
that a flow of size ρ (Mbits) arrives to a UE’s queue after a certain period “wait time”
TW . TW and ρ are exponentially distributed with certain mean values. UEs experience
a different TW each time a flow transmission is finished. The radio link quality is
determined by many factors including pathloss, fading, interference, and transmit
power of the UEs. The UL SINR of UE i connected to BS j is given by

SINRij = hijPi
σ2 + I

, (2.5)

where Pi is the ith UE transmit power, hij incorporates pathloss, shadowing and
fast fading between UE i and BS j, σ2 is the noise power and I is the UL intercell
interference power. We characterize the achievable data rate using the Shannon formula
as follows

CAccess
ij = BW log2(1 + SINRij), (2.6)
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where BW is the system bandwidth.
Uplink power control for the UEs follows the 3GPP specifications [55], where we

consider open loop power control which is given by

PUE = min{PMAX , 10 log10(M) + P0 + αL}, (2.7)

where PMAX is the maximum permitted transmit power of the UE, M is the number
of physical resource blocks (PRBs) assigned to the UE, P0 is a normalized power, α is
the pathloss compensation factor and L is the pathloss towards the serving cell.

However, the power control algorithm does not account for inter-cell interference
which, as we will show in the results, affects greatly the UL performance. The effect is
more pronounced when load balancing takes place since UEs connect to a suboptimal
cell so they are more vulnerable to interference. Therefore we will use an interference
aware power control algorithm which sets a limit to the transmit power of the UEs
depending on the interference level that the UE causes to the closest neighboring cell.
Similar algorithms have been proposed in the literature such as [56]. The algorithm is
as follows

PUE = min{PMAX , 10 log1 0(M) + P0 + αL, I0 + Ls + 10 log10(M)}, (2.8)

where I0 represents the UL interference power spectral density (PSD) target for the
UE and Ls is the pathloss towards the most interfered cell by the UE. This allows us
to control the interference level in the system by changing I0.

In a real world deployment, the Scell backhaul is always an issue since outdoor
Scells are usually mounted on street furniture where there is no guaranteed wired
connection or line-of-sight to the Mcell. Furthermore with the increasing bit rates
provided by access technologies the bottleneck is moving slowly from the access network
to the backhaul. We consider that all cells in the test network have a limited backhaul
capacity Cbk

j where, naturally, Scells would have tighter backhaul constraints than
Mcells.

2.3.2 Cell association algorithm

In our previous study [33] we have considered the UL cell association to be based on
pathloss (PL) which showed very high performance improvements that were mainly
due to the load balancing effect and the improved link quality of the UEs. We extend
this approach to include the cell load and backhaul capacity in the decision criterion;
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consequently instead of taking the decision based only on link quality the UE considers
the link quality, the cell load and the cell backhaul capacity. This approach makes
sense since in real networks users are distributed in a non-uniform way where a UE
that is close to a congested cell might be better off connecting to a cell that is further
but less congested.

We consider a cell association criterion that was considered in [52] in the DL. We
extend this by applying it to the UL and including the backhaul capacity so that the
optimal BS chosen by UE i is given by

s(i) = arg maxj∈B(1 − ηj)CMax
ij , (2.9)

where CMax
ij = min(CAccess

ij , Cbk
j ), ηj is the jth BS load which is reflected in [52] as being

the average resource utilization per cell. We found that this approach for ηj works fine
in the DL whereas in the UL the situation is different since the UEs are power limited
which means that a UE with bad channel conditions would not be able to transmit
on a large number of resource blocks. This would result in a low utilization of the
resources of the cell even though this cell could be serving many UEs. Therefore the
cell utilization is a poor metric to characterize the cell load in the UL and we resort to
a different way of estimating the load. Notably, since the flow arrival is exponentially
distributed and assuming the system to be stationary. The average number of flows is
then given by

E[Nj] = ηj
1 − ηj

. (2.10)

This yields
ηj = E[Nj]

1 + E[Nj]
. (2.11)

Inserting ηj in (2.9) yields

s(i) = arg maxj∈B
CMax
ij

E[Nj] + 1 . (2.12)

The cell association criterion in (2.12) will be used for the rest of the paper. We
consider a fully distributed algorithm where the main idea is that a UE does not need
to stay connected to one BS in the UL all the time. Instead, a UE can keep its anchor
DL cell and every time the UE has data (flow) to transmit in the UL, the UE connects
to the cell with the highest criterion according to (2.12).

The algorithm thus functions as follows: The BSs broadcast their load E[Nj] and
backhaul capacity Cbk

j . All UEs in the system start with an exponentially distributed
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wait time (TW ) after which a UE has a flow of size ρ to transmit. The UE uses the
criterion in (2.12) to find the best cell to connect to and after finishing its transmission
the UE disconnects from the cell and goes idle for another random period TW ; thereupon
the operation is repeated. The steps are detailed in Algorithm 1.

Algorithm 1 Load/backhaul aware UL cell association
1: BSs broadcast E[Nj] and Cbk periodically.
2: UEs (1,...,Nu) are idle for a random TW (1, ..., Nu).
3: for Number of subframes do
4: for each idle UE do
5: if TW = 0
6: UEqueue = ρ

7: UE connects to BS (i) according to (2.12)
8: UE is scheduled in BS (i) until UEqueue = 0.
9: UE goes idle for a random TW .

10: else
11: TW = TW − 1
12: end if
13: end for
14: end for

2.3.3 Simulation setup

In our simulations we use the deployment setup in Fig. 2.14 which consists of 5 Mcells
and 21 outdoor Scells. The propagation model is based on a high resolution 3D ray
tracing pathloss prediction model. The model takes into account clutter, terrain and
building data. The user distribution is based on traffic data extracted from the real
network.

We consider three power control settings:

• Loose power control with full pathloss compensation. We use (2.7) where (α, P0)
are set to (1, -80 dBm). This is referred to as Setting 1.

• Conservative power control with partial pathloss compensation. We use (2.7)
where (α, P0) are set to (0.6, -70 dBm). This is referred to as Setting 2.

• Interference aware power control where we use (2.8) where (α, P0) are set to (1,
-80 dBm) and I0 to -100 dBm.
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We compare three UL cell association cases:

• Cell association based on the DL Reference Signal Received Power (RSRP)4

which is the conventional LTE procedure [55]. This case is termed DL-RSRP.

• Cell association based on the pathloss which represents the DUDe algorithm as
considered in [33] and is termed as DUDe.

• Cell association based on Algorithm 1 which considers the cell load and backhaul
capacity on top of the conventional DUDe. This case is termed DUDe-Load.

As pointed out before, all the results in the next section will focus on the UL
performance. The simulation parameters are listed in Table 2.3 where we consider an
outdoor LTE deployment.

2.3.4 Simulation results

Initially we assume having an ideal backhaul (i.e. no limit on the backhaul capacity)
on all the cells in order to study the load balancing effect. We start by comparing the
throughput results with different power control settings according to Setting 1 and
Setting 2.

The throughput results for the three cases in comparison are shown in Fig. 2.15.
Comparing DUDe to DL-RSRP, we see similar gains as in [33] where the 5th and 50th
percentiles are increased by more than 100% and 150% respectively for both power
settings. The gains are due to the load balancing effect of DUDe and the better link
quality as UEs connect to the cells to which they have the lowest pathloss. The 90th
percentile throughput is less in DUDe than DL-RSRP as in the latter case only a few
UEs are served by the Scells; therefore these UEs achieve a high throughput.

We notice also that DUDe-Load is more affected, in terms of 5th and 50th percentiles,
by the change in the power settings than DUDe. This is due mainly to the fact that
UEs connect to a suboptimal cell in terms of pathloss due to the load balancing effect
which makes these UEs more vulnerable to interference and more affected by the other
UEs transmit power.

We then compare DUDe and DUDe-Load starting with Setting 1 where we see that
the 5th percentile throughput is reduced by about 20% in the DUDe-Load case while
the 50th percentile is increased by 40% compared to DUDe. The loose power control
causes the interference level to increase which has a negative effect on the cell edge
UEs as explained below.

4RSRP is the measured received power at the UE of the reference signals transmitted by the BS.
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Table 2.3 Notation and simulation parameters

Parameter Value
Operating fre-
quency

2.6 GHz (co-channel deployment)

Bandwidth 20 MHz (100 frequency blocks)
Network deploy-
ment

5 Mcells and 21 Scells distributed in the test
area as shown in Fig. 2.14

User distribution
330 UEs distributed according to traffic mea-
surements read from a live network

Scheduler Proportional fair
Simulation time 10 seconds (10,000 subframes)

Traffic model
Flow level traffic
Mean flow size = 1 Mbit
Mean wait time = 100 ms

Propagation
model

3D ray-tracing model

Max. Tx. power

Mcell = 46 dBm
Scell = 30 dBm
UE = 20 dBm

Antenna system
Mcell: 2Tx, 2Rx, 17.8 dBi gain
Scell: 2Tx, 2Rx, 4 dBi gain
UE: 1Tx, 1Rx, 0 dBi gain

Supported UL
modulation
schemes

QPSK, 16 QAM, 64 QAM

This result shows that cell edge UEs (5th percentile) are better connected to a
loaded cell to which they have the better link quality than connecting to an unloaded
cell with a worse channel. On the other hand the 50th percentile UEs can afford a
reduced channel quality and with the higher power headroom they actually achieve
a high gain by using the extra resources provided by the load balancing effect of
DUDe-Load. Finally, the figure also shows a loss of about 20% in the 90th percentile
throughput which is logical since load balancing is always a trade-off between peak
and (cell-edge/average) throughput.
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Fig. 2.15 Throughput percentiles for the three cases with power control Setting 1 and
2.

Then we compare DUDe and DUDe-Load for Setting 2 where the 5th percentile
throughput in DUDe-Load is improved by about 40% over DUDe whereas the 50th
percentile throughput is almost the same. This result shows how power control affects
the network performance greatly. The used power control scheme sets a lower limit
on the transmit power of the UEs than the one used in Setting 1; this causes the
UL interference level in the network to be lower than the previous case which, in
turn, allows the cell edge UEs to achieve a higher throughput when connected to a
suboptimal cell in terms of pathloss.

On the other hand, the 50th percentile UEs do not achieve a higher throughput
with the load balancing effect due to the lower bound on the UEs transmit power.
These UEs hence might not be able to use all the resources available to them; therefore,
these UEs achieve a relatively low gain from the higher resource availability whereas the
lower link quality to the suboptimal cell reduces the throughput. Consequently, both
effects almost even out and there is no gain in terms of 50th percentile throughput.

The main message in Fig. 2.15 is that cell edge UEs are mostly interference limited
whereas 50th percentile UEs are power limited so having power control Setting 1 would
benefit the 50th percentile UEs but would be harmful for cell edge UEs while power
control Setting 2 has the opposite effect.

Fig. 2.16 shows a CDF of the standard deviation of the UEs UL SINR over time
for Setting 1 where interference is quite high. DUDe and DUDe-load show a reduction
of interference variance of about 1 dB at 50% CDF compared to DL-RSRP. The lower
variance reflects a more stable interference scenario in DUDe where the lower variance
of DUDe-Load results from the improved load balancing effect which improves the
resource utilization and, in turn, helps in stabilizing the interference. DUDe-load shows
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Fig. 2.16 Throughput outage.

a slightly lower variance than DUDe until 70% which is a result of the more emphasized
load balancing in DUDe-load. This is a very important feature since UL interference
is known to be very volatile and dynamic and this result shows that radio resource
management (RRM) and self-organizing network (SON) operation in general can be
facilitated using DUDe.

In Fig. 2.17, we show throughput results for the interference aware power control
in (2.8). The aim here is to try to find a trade-off between 5th and 50th percentile
performance. We see, indeed, that using this power control setup we achieve a similar
or even higher 5th percentile throughput as in Setting 2 in Fig. 2.17 where DUDe-Load
outperforms DUDe by 15%. Also, in the 50th percentile the performance is similar
to Setting 1 in Fig. 2.15 where DUDe-Load outperforms DUDe by 20%. The better
performance of DUDe-Load in the 5th and 50th percentile throughputs results from
the fact that the interference aware power control affects more the UEs that cause
higher interference, mostly cell edge UEs, to neighboring cells while allowing the other
UEs, 50th and 90th percentile UEs, to transmit with a higher power. This results in
a lower interference scenario which benefits the cell edge UEs that are interference
limited and also allows the higher achieving UEs to transmit with a higher power and,
in turn, exploit the extra resources resulting from load balancing.

In the results in Fig. 2.18 we study the throughput behaviour in the 3 cases while
changing the backhaul capacity of Scells from 1 to 100 Mbps. The Mcells backhaul
capacity is assumed to be 100 Mbps in all cases. We present the results for the
interference aware power control setup used in Fig. 2.17.

In the 5th percentile result the DUDe-load case shows the highest throughput since
the UEs know of the backhaul and load capabilities of the cells. The DL-RSRP case
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performs better than the DUDe case up to a backhaul capacity of 10 Mbps after which
DL-RSRP saturates and DUDe keeps on increasing. Similarly, in the 50th percentile
the DL-RSRP case is performing almost the same as DUDe-Load for very low Scell
backhaul capacities since in the former case the UEs are mostly connected to the
Mcells but as the Scell backhaul capacity increases DL-RSRP starts saturating and
DUDe-Load surpasses it. Also the DUDe-load case is outperforming DUDe for the
different capacities where the gain increases as the backhaul capacity of Scells increases
as with the increase of Scell capacity DUDe-Load can have more options to assign UEs
to Scells in a more efficient way.

Finally for the 90th percentile throughput, DUDe outperforms both DUDe-load
and DL-RSRP since it has the lowest number of UEs connected to the Mcells. These
UEs can get very high throughputs, up to a certain point where DL-RSRP surpasses
DUDe. The reason is that Scells in DL-RSRP serve fewer UEs than the other 2 cases.
Therefore after a certain backhaul capacity Scells can provide very high data rates to
these UEs.

Looking at the DUDe-load case, with lower Scell backhaul capacities the UEs
are pushed more towards the Mcells but still DUDe-load has less UEs connected to
Mcells than DL-RSRP which explains why DUDe-load outperforms DL-RSRP at the
beginning but as the Scells backhaul capacity increases the load balancing role is
stronger which stops the 90th percentile throughput of DUDe-load from increasing as
explained before.

Finally, in order to have some insight on the load balancing effect of DUDe and
DUDe-load we compare the variance of the number of UEs per cell in the three cases.
This measure gives an indication of how UEs are distributed among the cells. A high
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Fig. 2.18 Throughput percentiles against backhaul capacity.

variance indicates low load balancing effect and vice-versa. The variance of the number
of UEs is 470, 83 and 21 for DL-RSRP, DUDe and DUDe-load, respectively. The DUDe
case shows a clear improvement of load balancing over DL-RSRP which is shown by a
dramatically reduced variance which, in turn, shows that the variation in the number
of UEs/cell is small. The DUDe-load case shows an even lower variance (i.e. better
load balancing) than DUDe as it is not only restricted on balancing the UEs between
Mcells and Scells but it also improves the load balancing among Scells which is a very
important feature in future ultra-dense Scell networks.

2.4 Summary

The decoupling of the downlink and uplink, referred to as DUDe, is an emerging
paradigm shown to improve capacity significantly for cell edge users. The underlying
principles of DUDe relate to a proper and independent association of the uplink and
downlink. In this chapter we have presented an extensive simulation study of DUDe
using highly realistic network deployment, propagation model and user distribution.
The chapter started with a discussion on the main reasons for decoupling the UL and
DL and the benefits of using this 5G architecture design. The benefits included the
improved UL SNR, interference conditions, UL data rate and better load balancing. In
Section 2.2 we compared the simplest form of DUDe, where UL and DL associations
are based on pathloss and RSRP respectively, with LTE baseline cases. The gains are
very high in a dense HetNet deployment where this technique can achieve between
100% and 200% improvement in the 5th percentile UL throughput and even more than
that in the 50th percentile throughput. Also, we have shown that the outage rate is
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decreased dramatically in networks with high minimum throughput requirements where
the outage rate is decreased from 90% to below 10% on the Macro layer. Subsequently,
in Section 2.3 we introduced a more complicated version of DUDe where the cell load
and backhaul capacity is considered in addition for an interference aware power control
algorithm. Our findings confirm that the enhanced DUDe achieves a reduced UL SINR
variance over baseline LTE which facilitates RRM and SON operations. Results for our
load-aware DUDe show that the system throughput improves even further compared to
the prior introduced baseline DUDe approach. The performance improvement depends
very much on the power control mechanism used. We have shown performance results
for different power control settings where throughput gains of the load aware DUDe
over baseline DUDe are 15% and 20% in the 5th and 50th percentile throughput
respectively.

After establishing the superior performance of DUDe from a simulation perspective,
in the next chapter we delve into proving these gains analytically using tools from
stochastic geometry to derive tractable expressions for the SINR and rate in a DUDe
enabled cellular network.



Chapter 3

Theoretical analysis of DUDe

In the previous chapter, we presented an extensive simulation study of DUDe showing
the main benefits and gains behind this technique. In this chapter1 we provide a
rigorous analytical study of DUDe to confirm the previously discussed gains and
advantages in a tractable way which we believe adds a lot of value to our work in which
we are trying to narrow down the gap between simulation and analysis showing that
similar results and trends can be attained using such different models and assumptions
as was shown for the data rate in chapter 2 and will be later shown for the association
probabilities later in this chapter. We start by introducing the basics of modelling
cellular networks using stochastic geometry. Thereafter, we derive the association
probabilities for a sub-6GHz HetNet in Section 3.2 followed by an extensive study
of biased cell association in a mixed millimeter wave and sub-6GHz HetNet and the
resulting SINR and rate coverages in Section 3.3.

3.1 Overview of Stochastic geometry

The study and design of cellular networks often tended towards two extremes. For
analysis and academic research, very simplistic models are usually implemented in
order to maintain the tractability of the system. The conventional way to model
cellular networks was by placing the base stations on a 2-D regular hexagonal lattice
or simply a square lattice. Tractable analysis can be done for a fixed UE with a small
number of interfering base stations with the UE placed, for example, at the cell corner
to simulate a worst case scenario and finding the SINR as in [59] [60]. The resulting
SINR is a random variable in the case of shadowing and fading. Such an approach

1The work in this chapter is partly included in [57, 58].
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results in a very pessimistic view of the network that doesn’t provide much guidance
on the actual performance of most UEs in the cellular network.

On the other hand, for industrial research more complex system level simulations
with a very large number of parameters and that are based on Monte Carlo simulations
are used where random drops of UEs are averaged in order to get some meaningful
result that reflects the performance of UEs as done in the landmark capacity paper
[61]. This approach does not result in tractable expressions for the SINR so more
general results that provide guidance into typical SINR or the probability of outage
over the entire cell or network must rely on complex and time consuming simulations.
in addition to being cumbersome to build and run, simulation tools suffer from the
lack of repeatability and transparency.

In addition, although widely acceptable, grid-based models are highly idealized and
are increasingly inaccurate and less representative for heterogeneous networks where
we are moving away from carefully planned homogeneous networks, where we can get
away with the grid model, to a more random and unplanned deployments of small
cells which cannot be represented by a grid but rather a random deployment of base
stations. In heterogeneous networks cell radii vary considerably due to differences in
transmit power, antenna patterns, tower hight and user density.

Stochastic geometry is a tool that allows to solve this lack of a tractable way
to model cellular networks by introducing an extra source of randomness which is
the position of the base stations. Stochastic geometry not only accounts for and
captures the randomness in the topology of cellular networks but also leads to tractable
analytical expressions. It has been applied to ad hoc networks for more than three
decades [62] to model systems with random channel access.

In stochastic geometry analysis, the network is abstracted to a certain point process
(PP) which captures the network characteristics. That is, according to the network
type and MAC layer properties a suitable PP is selected to model this particular
network. The most popular PPs are: Poisson point process (PPP), Binomial point
process, Hard core point process, Poisson cluster process. A formal definition of each
of these PPs can be found in [63–65].

Our focus will be on the poisson point process which due to its independence
properties, is the most tractable and most important PP from the above. In this
chapter we model the locations of base stations of each tier of a heterogeneous network
using independent homogeneous PPP with a certain density for each tier. This approach
for modelling BSs locations has been used in early works such as [66–68]. However, the
key metrics for coverage such as SINR distribution have been identified in the seminal
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Fig. 3.1 Poisson distributed base stations where cell boundaries form a Voronoi tessel-
lation.

work in [69] which will be discussed shortly. The main advantage of this approach is
that the base stations locations are independent which allows the use of many tools
from stochastic geometry. Assuming UEs are randomly distributed in a 2D plane and
that UEs connect to their closest cell we would end up with the deployment in Fig.
3.1 where the dots represent the BSs and the lines represent the cell boundaries which
simply form a Voronoi tessellation. That is, a line bisecting the distance between two
adjacent BSs will act as the coverage border between the two.

The authors in [69] modelled both UEs and BSs as independent homogeneous
PPPs where the analysis was done for the user at the origin. Note that, according to
Slivnyak’s theorem, the statistics seen from a PPP are independent of the test location
[63–65]. Hence, no generality is lost in studying the statistics seen by a UE at the origin.
The main findings in [69] are: (a) the PPP provides a tight bound for the performance
of actual networks, (b) simple expressions for the rate and coverage probability are
possible to derive, (c) in interference networks (i.e. networks where noise is negligible
as compared to interference and therefore neglected) the SIR statistics are independent
of the density of BSs. This latter insight is quite interesting as it means that coverage
probabilities in a cellular network are independent of the density of BSs, so increasing
the density of BSs neither improves nor degrades the coverage probability in a cell.
This can be explained as follows: as the intensity of BSs increases, the distance to the
serving cell decreases which results in increasing the received signal power at the UE.
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However, the increase of density of BSs means also that the interfering BSs density
is increased and that they are closer to the UE. In essence, these two effects cancel
out leaving the coverage probability independent from the density of the deployment.
Although these results are valid only for PPP network models, they give useful insights
into the worst case network performance. More specifically, deploying more BSs, in
the worst case, does not lead to deteriorating the SINR statistics. Another insight in
[69] was that they have shown that the random deployment of a PPP is very similar
to a realistic operator deployed network.

In the sequel, we extend the work in [69] to study the effect of DUDe on the network
performance in sub-6GHz networks as well as mmWave networks.

3.2 Analysis of DUDe in sub 6 GHz heterogeneous
networks

3.2.1 Introduction

HetNets have been recognized as a, if not the, most promising approach to yield
required communications rates in 4G and emerging 5G systems [70, 71]. Heterogeneity
here typically spans across Macro cells (Mcells) and different types of Small cells
(Scells), such as Micro cells (Micell), Pico cells (Pcells) and Femto cells (Fcells); in the
future, the inclusion of 3GPP-alien systems, such as WiFi, shall also be considered in
this setting. However, the current 3GPP communications architecture and protocols
were designed with Mcells in mind and heterogeneity was just an afterthought. Having
heterogeneity in place, it is important to present a fresh look on how the networks
should be deployed and operated, as well as which fundamental improvements should
be made in order to have efficient operation of the heterogeneous deployment model as
a part of 5G wireless.

Notably, the increasing heterogeneity is dramatically changing our traditional notion
of a communication cell [9]: as the number of Base Stations (BSs) becomes comparable
to the number of devices and the deployment pattern of the BSs is rather irregular,
there are multiple BSs from which a device can select one to associate with. Given that
the uplink traffic is gaining in importance, transmission powers and interference levels
differ significantly between available systems, and the link quality experience is very
different between downlink (DL) and uplink (UL). The current policy for association to
the BS is DL Reference signal received Power (DRP) and works such that the device
is associated to a BS both for DL and UL transmissions, provided that the selected



3.2 Analysis of DUDe in sub 6 GHz heterogeneous networks 78

BS offers the highest downlink received power. One of the main contribution of this
chapter is to challenge the current policy used by a device to associate to a BS using
tools from stochastic geometry.

The main contribution of this section is to derive, based on stochastic geometry
and prior derived association probabilities in [72], the achievable rates of a decoupled
system. The derived expressions are easily evaluated numerically. Furthermore we
compare the analytically derived association probabilities with simulation results.

It was very interesting to note that the analysis with stochastic geometry and
real-world experimental data show the same trend in the association probabilities. This
led us to verify the trend by performing additional simulations over a third deployment
model, in which the BSs are placed in a regular grid. The trend was confirmed with
the third model as well, thereby leading to a conclusion that the association probability
depends chiefly on the deployment density and less on the actual deployment process.

3.2.2 System model

The system model represents heterogeneous cellular network, consisting of two tiers,
Mcell tier and Scell tier. A co-channel deployment is assumed, i.e. the BSs of the
two tiers re-use the same frequency band. The locations of BSs and the locations of
devices are modelled by independent homogeneous Poisson Point Processes (PPPs).
Each PPP is denoted as Φv and has intensity measure λv, where v = M for Mcells,
v = S for Scells and v = d for devices. A point in R2 that results of a realization of
Φv is denoted as xv = (xv1 , xv2). The transmit power of Mcells, Scells and devices is
PM , PS and Pd, respectively. Without loss of generality, the analysis is performed on a
typical device located at the origin, i.e. xd = (0, 0). By Slivnyak’s theorem, a PPP
conditioned on a presence of a typical point in the origin has the same distribution as
the original PPP [73].

We analyze the association probability, where we consider both directions, DL and
UL. Subsequently, we analyse the spectral efficiency, where we focus on the UL only.
The signal power received from BS located at xv ∈ Φv is denoted as SDLv and the signal
power received at the same BS in UL is denoted as SULv . The signals are given by

SDLv = Pvhxvχv ∥xv∥−α (3.1)
SULv = Pdhxvχv ∥xv∥−α , (3.2)

where hxv describes Rayleigh fading and is an exponentially distributed random variable
with unit mean. ∥xv∥ is the distance from xv to the origin and α is the path loss exponent
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(α > 2). χv is lognormal shadowing defined as χv = 10Xv
10 , where Xv ∼ N(µv, σ2

v). We
are using the approach elaborated in Lemma 1 in [74], where the authors include the
shadowing in a transparent way by using the displacement theorem [75]. The received
signals given by (3.1) and (3.2) can be transformed in terms of the displaced points yv
as follows,

SDLv = Pvhxv

∥∥∥χ−1/α
v xv

∥∥∥−α
= Pvhxv ∥yv∥−α (3.3)

SULv = Pdhxv

∥∥∥χ−1/α
v xv

∥∥∥−α
= Pdhxv ∥yv∥−α . (3.4)

By displacement theorem, the points yv are obtained by independent realization of
equivalent PPP Φ̃v with intensity λ̃v, which is related to the intensity of the original
PPP by the fractional moment of χv

λ̃v = E
[
χ2/α
v

]
λv

= exp
 ln10

5
µv
α

+ 1
2

(
ln10

5
σv
α

)2
λv. (3.5)

In the remaining of the section, we will use the equivalent processes Φ̃v, where v ∈
{M,S, d}.

Let Dv denote the distance from the closest point from Φ̃v to the origin. The nearest
point distance distribution of PPP is completely defined by the null probabilities of
the process [73]. The probability density function (pdf) and cumulative distribution
function (cdf) are given by

fDv(x) = 2πλ̃vxe−πλ̃vx2
, x ≥ 0 (3.6)

FDv(x) = 1 − e−πλ̃vx2
, x ≥ 0. (3.7)

We will use distributions in (3.6) and (3.7) to derive distance distributions to the
serving BS in UL later on.

Recall that Φ̃d is PPP that describes the locations of devices. We assume that
each BS avoids the interference among the devices associated to it through orthogonal
resource allocation. Therefore, in UL the interference arises from devices associated to
different BSs and transmit to the same resource unit. Having one interfering device
from each BS, the number of interfering devices is equal to the number of BSs. Since
the number of devices is larger than the number of BSs, then only a fraction of all
devices Φ̃d causes UL interference. We are modeling the interfering devices by thinning
the set Φ̃d, sampling it randomly with probability p = ÑMS

Ñd
, where ÑMS = λ̃MA+ λ̃SA
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is the average number of BSs in the area A and Ñd = λ̃dA is the average number of
devices in the area. This representation is an approximation due to the dependence
among the actual set of interfering devices created by the fact that each device needs
to be associated to a different BS. However, as shown in [76], this dependence is weak
and the random thinning is justified. The thinned process is denoted by Φ̃Id

and has
an intensity of λ̃Id

= pλ̃d. Modelling interfering devices by thinning a point process
is already used in [72], where the authors show that it is as accurate as modeling all
devices, associating them with BSs and randomly selecting one interferer per BS.

Using the notion of a typical device located at the origin, one should calculate the
Signal-to-Interference-plus-Noise Ratio (SINR) in the UL at a BS located at yv ∈ Φ̃v,
which is not at the origin. This problem is simplified by translating the points from all
point processes such that the associated BS in UL becomes located at the origin [72].
A homogeneous PPP is stationary, which means that the original and the translated
versions have the same distribution for all points in R2 [73]. Using the definition for
signal power in (3.4), the UL SINR can be written as:

SINRUL = Pdhyv ∥yv∥−α∑
yj∈Φ̃Id

Pdhyj
∥yj∥−α + σ2

, (3.8)

where σ2 is constant noise power at the receiver.

3.2.3 Cell association probabilities

In this section we provide a brief derivation of the joint association probabilities derived
in [72] as these association probabilities will be used in the rate derivation in the next
section. The association decision is based on the average received signal in DL/UL,
averaged over fading. By averaging (3.3) and (3.4), we obtain the signal powers that
are used to decide the association:

Eh
[
SDLv

]
= Eh

[
Pvhxv ∥yv∥−α

]
= Pv ∥yv∥−α (3.9)

Eh
[
SULv

]
= Eh

[
Pdhxv ∥yv∥−α

]
= Pd ∥yv∥−α . (3.10)

Using the contact distribution for PPP and the displacement theorem, the remaining
of the section describes the derivation of the four possible joint association probabilities
cases.

• Case 1: DL → Mcell;UL → Mcell
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The joint probability that a device will associate to Mcell in both directions, DL
and UL, is defined by the following joint events,

PM ∥yM∥−α > PS ∥yS∥−α ∩ Pd ∥yM∥−α > Pd ∥xS∥−α

∥yM∥−α >
PS
PM

∥yS∥−α ∩ ∥yM∥−α > ∥yS∥−α .
(3.11)

The power of the Scells is significantly smaller than the transmit power of
Mcells and hence, the ratio PS/PM is less than one. The joint probability
reduces to satisfying the second event because if ∥yM∥−α > ∥yS∥−α than also
∥yM∥−α > PS

PM
∥yS∥−α.

The joint association probability for case 1 is calculated as

P (case1) = P (∥yM∥−α > ∥yS∥−α)
= P (∥yS∥ > ∥yM∥)

=
∫ ∞

0
(1 − FYS

(yM))fYM
(yM)dyM

=
∫ ∞

0
e−πλ̃F y

2
M 2πλ̃Me−πλ̃My2

M dyM

= λ̃M

λ̃M + λ̃F
.

(3.12)

• Case 2: DL → Mcell;UL → Scell

The joint association probability for Mcell in DL and Scell in UL is given by the
following joint events,

PM ∥yM∥−α > PS ∥yS∥−α ∩ Pd ∥yS∥−α ≥ Pd ∥yM∥−α

∥yM∥−α >
PS
PM

∥yS∥−α ∩ ∥yM∥−α ≤ ∥yS∥−α .
(3.13)

The domain that satisfies both conditions is PS

PM
∥yS∥−α < ∥yM∥−α ≤ ∥yS∥−α.

The joint association probability for case 2 is calculated as
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P (case2) = P ( PS
PM

∥yS∥−α < ∥yM∥−α ≤ ∥yS∥−α)

= P (∥yS∥ ≤ ∥yM∥ < PM
PS

1/α
∥yS∥)

=
∫ ∞

0
(FYM

(PM
PS

1/α
yS) − FYM

(yS))fYS
(yS)dyF

=
∫ ∞

0
(e−πλ̃My2

S − e
−πλ̃M

PM
PS

2/α
y2

S )2πλ̃Se−πλ̃Sy
2
F dyM

= λ̃S

λ̃S + λ̃M
− λ̃S

λ̃S + PM

PS

2/α
λ̃M

.

(3.14)

• Case 3: DL → Scell;UL → Mcell

The joint association probability for associating to Scell in DL and Mcell in UL
is given by the following joint events,

PS ∥yS∥−α > PM ∥yM∥−α ∩ Pd ∥yM∥−α ≥ Pd ∥yS∥−α

∥yM∥−α <
PS
PM

∥yS∥−α ∩ ∥yM∥−α ≥ ∥yS∥−α .
(3.15)

A domain that satisfies both conditions does not exist. The probability that the
device will choose Scell in DL and Mcell in UL is equal to zero.

• Case 4: DL → Scell;UL → Scell

The joint probability that a device will associate to Scell in both directions, DL
and UL, is defined by the following joint events,

PS ∥yS∥−α > PM ∥yM∥−α ∩ Pd ∥yS∥−α > Pd ∥yM∥−α

∥yS∥−α >
PM
PS

∥yM∥−α ∩ ∥yS∥−α > ∥yM∥−α .
(3.16)

Since the ratio PM/PS is greater than one, the joint probability reduces to
satisfying the first event, i.e. ∥yS∥−α > PM

PS
∥yM∥−α.

The joint probability for case 4 is calculated as
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P (case4) = P (∥yS∥−α >
PM
PS

∥yM∥−α)

= P (∥yM∥ > PM
PS

1/α
∥yS∥)

=
∫ ∞

0
(1 − FYM

(PM
PS

1/α
yS))fYS

(yS)dyS

=
∫ ∞

0
e

−πλ̃M
PM
PS

2/α
y2

S 2πλ̃Se−πλ̃Sy
2
S dyS

= λ̃S

λ̃S + PM

PS

2/α
λ̃M

.

(3.17)

We note that the conventional association policy, here referred to as DRP (DL
Reference signal received Power), is implemented in the following way: If the DL
received power from a Mcell is higher than that from a Scell, then the device is
associated to a Mcell in both DL and UL; otherwise the device is associated to a Scell,
again in both DL and UL.

3.2.4 Spectral efficiency

By decoupling UL and DL, we achieve improvement in the UL by adapting UL
association to the actual conditions in the UL. Therefore, the analysis of spectral
efficiency will be focused on UL only. Moreover, it is focused only on the devices
with suboptimal association (devices that have closer Scell but receive higher downlink
signal power from Mcell) because the other devices are not affected by path-loss based
association in UL. The objective of this section is to analyze the spectral efficiency
of the fraction of devices that have suboptimal association with DRP. Those are the
devices that, using DRP, are associated to Mcell in both UL/DL, regardless of the fact
that they have a closer Scell. Using DUDe, those devices are associated to a Scell in
the UL and to a Mcell in the DL.

We derive the distribution of the distance to the serving BS in UL for both DRP
and DUDe-based association. From [72], the association region that corresponds to
decoupled access is PS

PM
D−α
S < D−α

M ≤ D−α
S , where PS/PM < 1. The distance to the

serving BS is denoted as Dv,2, where v = M with DRP and v = S with DUDe. The
second subscript, 2, describes the conditioning on Case 2. When using DUDe, the
complementary cumulative distribution function (ccdf) of the distance DS,2 to the
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serving BS is derived as:

F c
DS,2

(x) = Pr
(
DS > x | PS

PM
D−α
S < D−α

M ≤ D−α
S

)

=
Pr
(
DS > x;DS ≤ DM <

(
PM

PS

)1/α
DS

)
Pr(Case 2)

=

∞∫
x

e−πλ̃Mx2
s − e

−πλ̃M

(
PM
PS

)2/α

x2
s

 fDS
(xs)dxs

Pr(Case 2) . (3.18)

where Pr(Case 2) is given by (3.14). The cdf of the distance is FDS,2(x) = 1 −F c
DS,2

(x).
By differentiating the cdf, we derive the pdf of the distance to the serving BS when
DUDe is used, conditioned on Case 2,

fDS,2(x) = dFDS
(x)

dx

=

e−πλ̃Mx2 − e
−πλ̃M

(
PM
PS

) 2
α
x2

 fDS
.(x)

Pr(Case 2) (3.19)

Following the same procedure, the distribution of the distance to the serving base
station using DRP, conditioned on Case 2 is

fDM,2(x) =

e−πλ̃S

(
PS
PM

) 2
α
x2

− e−πλ̃Sx
2

 fDM
(x)

Pr(Case 2) . (3.20)

When DUDe is used, the distance to the serving base station in (3.8) has a pdf defined
by (3.19). In the remaining part of this section we will derive the spectral efficiency
for the decoupled access. The results for DRP association follow by substituting the
distribution of the distance to the associated base station by (3.20).

The spectral efficiency, or equivalently, the normalized throughput with DUDe is
defined as:

CDUDe = E
[
log2

(
1 + SINRUL

)]
(3.21)
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For T > 0, E[T ] =
∞∫
0

Pr(T > t)dt. Applying this property in equation (3.21), the
spectral efficiency reduces to:

CDUDe = 1
ln(2)

∞∫
0

Pr
(
ln
(
1 + SINRUL

)
> t

)
dt

= 1
ln(2)

∞∫
0

Pr
(
SINRUL > et − 1

)
dt (3.22)

The integrand in (3.22) is basically a definition for coverage probability, with SINR
threshold set to et − 1. It is evaluated as:

Pr
(
SINRUL > et − 1

)
=

= Pr
(
PdhyS

D−α
S,2

Iy + σ2 > et − 1
)

= Ey
[
P
(
hyS

> (et − 1)yα
(
Iy + σ2

)
|DS,2 = y

)]
=

=
∞∫

0

EIy

[
e−(et−1)yαIy

]
e−(et−1)yασ2

fDS ,2(y)dy =

=
∞∫

0

LIy

(
(et − 1)yα

)
e−(et−1)yασ2

fDS ,2(y)dy (3.23)

where LIy ((et − 1)yα) is the Laplace Functional (LF) of the interference, derived as

LIy (s) = EIy

[
e−sIy

]
=

= EΦ̃Id

 ∏
yj∈Φ̃Id

Eh
[
e−shyj ∥yj∥−α]

= exp
−2πλ̃Id

∞∫
0

(
1 − 1

1 + sv−α

)
vdv

 (3.24)

Combining (3.19), (3.23) and (3.24), we derive the final expression for spectral efficiency
with decoupled access conditioned on devices with suboptimal association (Case 2),
given in (3.25). The expression for spectral efficiency with DRP for devices with
suboptimal association has a similar form to (3.25) and is given by (3.26).
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CDUDe = log2(e)
Pr(Case 2)

∞∫
0

∞∫
0

e
−πλ̃Id

(et−1)
2
α y2

∞∫
0

(
1

1+vα/2

)
dv
e

− (et−1)yασ2
Pd ×

e−πλ̃My2 − e
−πλ̃M

(
PM
PS

) 2
α
y2

 2πλ̃Sye−λ̃Sπy
2dtdy (3.25)

CDRP = log2(e)
Pr(Case 2)

∞∫
0

∞∫
0

e
−πλ̃Id

(et−1)
2
α y2

∞∫
0

(
1

1+vα/2

)
dv
e

− (et−1)yασ2
Pd ×

e−πλ̃S

(
PS
PM

) 2
α
y2

− e−πλ̃Sy
2

 2πλ̃Mye−λ̃Mπy2dtdy (3.26)

3.2.5 Numerical results

The analysis presented in previous sections is validated by numerical results. The
association probabilities for joint association in DL and UL are analyzed for two types
of Scells, high power Scells (Pcells) and low power Scells (Fcells); here the high/low
power refers to the power used by the base station of the particular Scell. Fig. 3.2
shows the association probabilities for a Mcell-Fcell and Mcell-Pcell two-tier network.
In both cases, it is visible that increasing the number of Scells rapidly increases the
probability for decoupled access, which also corresponds to the percentage of devices
with decoupled access. It is important to notice that for the Mcell-Fcell network, this
percentage goes nearly to 75%. This corroborates that a high percentage of devices in
today’s networks have suboptimal association and thus achieve suboptimal performance.
For Mcell-Pcell networks, the percentage of devices with decoupled access is slightly
over 50% because high power Scells force the devices to connect to Scells in DL, thus
increasing the probability for Case 4 (DL/UL access with Scells).

By further increasing the Scells density, the probability for decoupled access de-
creases at the expense of increased probability for Case 4. Basically, the difference
between the power levels of the two tiers reflects in the association process, making
trade-off only between the devices with decoupled access and devices with DL/UL
association to Scells. The higher the disparity between PM and PS, the higher the
probability of decoupled access. The percentage of devices that associate to Mcells in
both directions constantly decreases.
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Fig. 3.2 Association probability for Mcell-Fcell and Mcell-Pcell heterogeneous network
(PM = 46 dBm, PS = 20 dBm for Mcell-Fcell; PS = 30 dBm for Mcell-Pcell, Pd = 20
dBm, α = 3).

The distance distributions to the serving BS with DUDe and with DRP, derived in
Section 3.2.4, are shown in Fig. 3.3. Both network settings are included, Mcell-Fcell
and Mcell-Pcell, respectively. By decoupling DL/UL, the distance distribution becomes
narrower and shifts on the left towards smaller distances, i.e. there is higher probability
that the serving BS will be closer to the device. This conclusion holds for both Fcells
and Pcells. For the same BS density the pdf of the distance to the serving BS with
DUDe for Mcell-Fcell network is narrower and is shifted to the left compared to the
same distribution for Mcell-Pcell network. This is due to the fact that Pcells, with
their higher transmit power, are able to associate more devices than Fcells and hence
only the farthest devices remain in Case 2. On the other hand, Fcells have smaller
coverage and therefore, there are many devices that are close to the Fcell but remain
in Case 2. This percentage of devices increases the probability that the serving BS is
closer to the devices that belong to Case 2 for Mcell-Fcell network.

By using DUDe, one can achieve a significant improvement in UL signal power at
the associated BS. This results in increased SINR and thus improved spectral efficiency
in the system. The results in Fig. 3.4 compare the UL throughput with DUDe and DRP
for both network settings. The UL throughput with DUDe is calculated by multiplying
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Fig. 3.3 Probability density function of the distance to the serving BS (PM =
46dBm,PS = 20dBm for Mcell-Fcell; PS = 30dBm for Mcell-Pcell, λS = 5λM , α = 4).

the spectral efficiency by B/Na, where B is the system frequency bandwidth and Na is
the average number of associated devices per BSs. Given the average number of devices
in the area Nd and the average number of BSs NMS = NM +NS, Na = Nd/NMS. When
DRP association is applied, Na is calculated using the association probabilities, i.e.
Na = Nd(Pr(Case 1) + Pr(Case 2))/NM .

The abscissa shows the UL throughput with DRP and the ordinate shows the value
with decoupled access for same BS density. It can be noted that the gains are significant.
For instance, for Mcell-Fcell network, the UL throughput of 10 kbps with DRP maps
into > 150 kbps with DUDe. For the Mcell-Pcell network, the UL throughput of 30
kbps with DRP maps into 500 kbps with DUDe.

Another interesting observation is that Mcell-Pcell network achieves higher through-
put with DRP than Mcell-Fcell network, for the same BS density. On the other hand,
Mcell-Fcell is superior in UL throughput with DUDe. If we observe the point for
λS = 15λM , we can see that with DRP, Mcell-Pcell achieves 25 kbps, while Mcell-Fcell
network achieves 7 kbps. Using DUDe leads to the opposite situation, Mcell-Fcell
achieves 500 kbps and Mcell-Pcell achieves 400 kbps. This phenomenon is a conse-
quence of the distance distributions presented in Fig. 3.3. Basically, using high power
Scells (Pcells), we force the devices to associate to Scells in both directions, leaving
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Fig. 3.4 Spectral efficiency for Case 2 devices with and without decoupled access
(Pd = 20dBm,α = 4, λd = 104/km2, B = 20MHz).

the worst case devices with DUDe. When using low power Scells (Fcells), we have
additional percentage of devices in Case 2, which are closer to Scells and contribute to
higher UL throughput with DUDe.

In this chapter and the previous one, we have elaborated the concept of decoupled
access with two particularly different settings, one based on theoretical model in
the chapter at hand and one based on experimental data in Chapter 2. Although
both models have different assumptions and parameters, the trends in association
probabilities are observable in both settings. This leads us to the conjecture that the
association probability depends chiefly on the density of the deployment, but not the
process used to generate the deployment geometry.

In order to test this conjecture, we have also evaluated the association probabilities
in a third scenario, in which the BSs are deployed in a regular grid. The grid model
is generated in the following way: NMS BSs are positioned in a grid such that they
cover the same area A as the BSs in the stochastic geometry model; each of them
is assigned with transmit power PM with probability Q and with transmit power PS
with probability B = 1 −Q. Using the values of Q and B we can manipulate with the
densities of the Mcells and Scells. The results for the association probability are shown
in Fig. 3.5 and it is clearly visible that they are favorable to our conjecture. Using grid
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model to prove particular trend derived with stochastic geometry has been already
used in [77]; in our case this verification has a significant additional value to the match
with the trend in the experimental setting.
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Fig. 3.5 Association probability for three different network settings: experimental
model, PPP model and grid model.

3.3 Analysis of DUDe in millimeter wave heteroge-
neous networks

In this section we introduce a different type of heterogeneity in our work. Whilst so
far our work was based on heterogeneous networks in terms of the cell type/size, we
introduce spectrum heterogeneity in this section where we study cell association in a
mixed millimeter wave (mmWave) and sub 6 GHz (sub-6GHz) scenario. MmWaves have
different characteristics than conventional sub-6GHz frequencies as will be discussed in
detail later on and the interplay between these two different frequency ranges is very
interesting to study.
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3.3.1 Overview of millimeter waves

The ever increasing cellular network traffic demands is expected to grow by at least
40% to 70% year over year [78]. This growth implies that within the next decades
cellular networks are expected to deliver more than 1000 times the capacities of today.
At the same time, we see the rise of the internet of things (IoT) where cellular networks
are not exclusive to the conventional broadband and voice services but extend to all
sorts of applications and industries which is expected to add millions and millions of
new connected devices in the next years. These trends have lead to several initiatives
in cellular networks including the densification of the network and the emergence of
heterogeneous networks where small cells are playing a key role in providing capacity
in hotspots and dense urban areas. Another approach was to explore new unused
frequency bands that would help in satisfying the projected traffic needs of 2020.

Wireless communications in millimeter waves (mmWaves) bands, between 30 and 300
GHz, is not new. In fact, the first mmWaves communication setup was demonstrated
by Bose more than 100 years ago [79]. Nowadays, mmWaves are being mostly used for
satellite communications [80] and cellular backhaul [81, 82]. More recently, mmWaves
have been used for high throughput wireless local area networks (LAN) and personal
area networks (PAN) systems in the unlicensed 60 GHz band [83–86] where rates of more
than 1 Gb/s can be achieved. However, it is believed that mmWave communications is
typically for short range or point-to-point line of sight (LOS) conditions.

Mmwaves have the advantage of very wide bandwidths which can easily be 200 times
greater than all cellular allocations today (under 3 GHz) [83, 87]. In addition, the small
wavelengths of mmWaves combined with advances in low-power complementary metal-
oxide-semiconductor (CMOS) RF circuits have enabled large number of miniaturized
antennas to be integrated into a relatively small area. These multiple antenna systems
can be used to form very high gain electrically steerable beams at the base station side,
at the UE side or even on a chip [88, 89]. These advances have lead to tremendous
interest in mmWaves in the recent years as an attractive solution to the spectrum
churn in beyond 4G and 5G cellular networks.

However, the development of cellular networks in the mmWave band still faces
major technical challenges and the applicability of mmWaves in real life requires careful
assessment. We will now further detail the main challenges in mmWaves deployments.
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Challenges of millimeter waves

Despite the great prospects and large bandwidths available at mmWaves, there are
still quite a few challenges to realize the vision of cellular networks in such high bands.

• Range and directional transmission: Friis’ transmission law [59] states that
that the free space omnidirectional path loss grows with the square of the
frequency. However, the smaller wavelength of mmWaves enables having a larger
antenna gain for the same antenna size. In fact, the higher frequency of mmWave
does not mean an increase in the propagation loss as long as the antenna size is
kept constant and directional transmission is being used. The measurements in
[90] confirm these insights. However, relying on directional transmission would
need certain design principles to be considered that will be discussed in the next
subsection.

• Shadowing: A more serious concern for mmWaves than range is that mmWaves
are extremely sensitive to shadowing or blockage. For instance, materials such as
brick can attenuate the signals by as much as 40 - 80 dB [91, 87, 92, 93] and the
human body could result in attenuations in the order of 20-35 dB [94]. Rain and
foliage are also common problems for mmWaves.

• Rapid channel variations: Channel coherence time is linear in the carrier
frequency for a certain velocity [59]. This means that the coherence time in
mmWaves is very small, hence the channel will change in the order of hundreds
of microsconds which is much faster than current cellular networks. Additionally,
the high sensitivity to blockage means that the sudden appearance of an obstacle
could result in major fluctuations in the channel quality although beam steering
may overcome that [95]. Mmwaves will mostly be associated to Scells which
means more handovers. All these factors would result in a highly intermittent
communications that would need fast adaptation techniques.

• Mutiuser coordination: Current applications of mmWaves are mostly limited
to point to point transmissions such as backhaul, LAN or PAN applications
with limited number of UEs. However, with the expected high spatial reuse
of spectrum, there will be simultaneous transmissions on the same band which
would require new MAC mechanisms to handle the interfering links. MAC layer
aspects of mmWave networks are discussed in [96].

• Processing power consumption: A significant challenge in leveraging the
multi antenna and wide bandwidth features of mmWaves is the power consumption



3.3 Analysis of DUDe in millimeter wave heterogeneous networks 93

of the analog-to-digital A/D conversion. Power consumption generally scales
linearly with the sampling rate and exponentially with the number of bits per
sample [83, 97], this makes high resolution quantization at wide bandwidths and
large number of antennas hard to accomplish for low power, low cost devices.

• Uplink transmit power: Recent studies on electromagnetic field exposure [98]
show that to be compliant with applicable exposure limits at frequencies above
6 GHz, the maximum transmit power in the uplink might have to be several
dB below the power levels used for current cellular technologies. This makes it
challenging for the uplink in mmWave as the transmit power has an important
impact on uplink coverage, in particular for sounding over a non-precoded channel.

Design issues for millimeter waves in 5G

The above mentioned challenges show that while mmWaves promise much higher
capacities than conventional sub 6 GHz, cellular systems need to be significantly
redesigned to cope with the properties and challenges of mmWaves. In this section we
identify the main design issues that need to be addressed from a system perspective in
order to achieve to full gain from mmWaves.

• Directional transmission: The main implication of using mmWaves is that
performance gains depend on directional transmissions. Directionality with
suitable beamforming can fully compensate the frequency dependent propagation
losses. In this case, the SINR distribution of mmWaves could be better than that
of sub 6 GHz frequencies since interference plays a smaller role in mmWaves as
will be shown later. However, high directionality could result in challenges in the
design of synchronization and broadcast signalling used in the initial cell search.
Both BSs and UEs may need to scan different angles before finding the right
beam alignment which could incur a lot of delay in the initial access as well as in
handovers. This problem was highlighted in [99] and solutions were discussed in
[96].

• Multiple access and duplexing consideration: Time domain duplexing
(TDD) is an attractive duplexing mechanism for mmWaves. One practical reason
for that is that it is hard and maybe inefficient to find large contingent UL and
DL bandwidths to do FDD. However, an issue that is related to directional
transmission arises which is how to support FDMA within the TDD time slots.
The current cellular systems use digital processing for MIMO and beamforming.
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However, with the high bandwidth and the large number of antennas at mmWaves,
it is not practical from a complexity, power or cost to use high resolution wideband
A/D converters at each antenna element in mmWaves. Most commercial solutions
have considered a phased array approach where signals are combined in free
space or RF with phase shifters [100] prior to the A/D conversion. A limitation
of this approach is that FDMA cannot be used in the TDD time slots which
means that only one UE can be served in each time slot. This limitation results
in a few problems: (a) in terms of UL power, using only TDMA means that the
power of only one UE can be received at each time slot, with UEs at the cell
edge having limited power, this would result in a cap on the capacity due to
power limitation rather than bandwidth. This can be largely improved with the
use of FDMA as shown in [90]. (b) Support for small packets: the support for
multiuser transmission is essential for an efficient transmission of short messages
as well as low latency applications where it is not possible to wait for several
time slots to transmit. This lack of FDMA in mmWaves will make these two
applications quite hard to support efficiently. (c) Power consumption: from a
baseband power consumption point of view it might be easier for UEs to process
a small chunk of the bandwidth (say 50 MHz) during one time slot instead of
processing the whole bandwidth which can be in the order of 1 GHz. Therefore
supporting multiple access in mmWaves is essential for several 5G applications.

• Directional relaying: A key design aspect of mmWaves is the support for
relaying. Relays are a feature that emerged in LTE as a solution to either extend
coverage or, to a lesser extent, to improve capacity [101]. However, the gains from
relays have been quite modest in current cellular networks therefore they are not
widely adopted. On the other hand, due to the intermittent nature of a mmWave
channel, the sensitivity to blockage and the poor propagation characteristics,
relays could be an attractive solution to solve the coverage problems using
directional relays to serve certain UEs that have poor coverage or even indoors.

• Noise limited: Cellular networks have always been limited by interference
where noise can sometimes be ignored, this lead the wireless communities to
come up with several techniques to mitigate the interference in cellular networks
such as intercell interference coordination (ICIC), interference alignment and
coordinated multipoint transmission. However, due to the high directionality of
mmWaves transmissions the beams became more or less isolated and we have
moved towards a more noise limited scenario where the previously mentioned
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schemes have limited or no gains at all. This implies that point-to-point, rather
than network, technologies will be more relevant in the future.

• Heterogeneous networks issues: mmWaves cannot be deployed in a stan-
dalone mode due to their limited coverage and poor propagation characteristics.
Therefore, they will have to coexist with the conventional macro cell network
that will provide the umbrella coverage which is essential in cellular networks.
This will require the exploration of new techniques to make the best of this new
heterogeneous network, the aspect of cell association is studied in the next section.
Carrier aggregation is an attractive option to keep a seamless connection to the
network using the sub 6 GHz network and provide high data rates in hotspots
corresponding to mmWaves coverage.

• Licensing of Spectrum: The current spectrum licensing regime where operators
are granted exclusive rights for certain chunks of spectrum might not be the
best or most efficient route to take with mmWaves. The noise limited nature of
mmWaves could allow several operators to transmit on the same spectrum in the
same vicinity without causing noticeable interference to each other, this aspect
was recently studied in [102–104]. Furthermore, the large bandwidths available
at mmWaves are not expected to be fully used all the time mainly because of the
limited coverage which results in fewer UEs connected to each mmWave Scell.
Therefore, the mmWave spectrum could be idle most of the time which is another
argument for resource sharing between operators.

3.3.2 Related work and Contribution

Related Work

Downlink and uplink associations are typically coupled, i.e. a UE connects to the
same BS in the DL and UL. In the context of a heterogeneous network, downlink-
uplink decoupling (DUDe), as discussed in details before, has been recently shown to
significantly improve the network capacity (especially in the UL) by considering different
association criteria for the UL and DL [33]. DUDe has been discussed in [9, 71, 105]
as an interesting component for future cellular networks. Significant improvement
in throughput and signal-to-interference-and-noise-ratio (SINR) have been shown in
[33] with realistic simulations, while [72, 49, 48] reached similar conclusions from a
theoretical perspective.
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Meanwhile, starting with [69], modeling and analyzing cellular networks using
stochastic geometry has become a popular and accepted approach to understanding
their performance trends. Most relevant to this study, mmWave networks were analyzed
assuming a Poisson point process (PPP) for the base station (BS) distribution in [106–
108]. In [106] a line-of-sight (LOS) ball model was considered for blockage modeling
where BSs inside the LOS ball were considered to be in LOS whereas any BS outside
of the LOS ball was treated as NLOS. In [107], this blocking model was modified by
adding a LOS probability within the LOS ball, and this approach was shown to reflect
several realistic blockage scenarios. Therefore we consider the same approach in this
section. Decoupled association in a mixed sub-6GHz and mmWave deployment was
very recently considered in [108] from a resource allocation perspective. However, there
is no complete or analytical study to our knowledge on downlink-uplink decoupling
for mmWave networks or the mmWave-sub-6GHz hybrid network considered in this
section which motivates our following study.

Contributions

We model a cellular network with sub-6GHz macrocells (Mcells) and mmWave small
cells (Scells) each distributed according to an independent Poisson point process. A
UE can in general independently connect to either type of BS on the UL and DL. The
key technical contributions of this section are the following.

Cell association probabilities. We derive the cell association probabilities based
on the UL and DL maximum biased received power where the different parameters
that affect the association trends are highlighted and discussed in detail. Subsequently,
a similar analysis based on the UL and DL maximum achievable rate is given. The
role of decoupled access is discussed in detail.

Coverage and rate trends. The UL and DL SINR and rate coverage probabilities
are derived, where a special emphasis is put on Scell biasing. We show that high
biasing values can be used for mmWave Scells due to the abundant bandwidth in the
mmWave bands. The altered UL and DL SINR and rate coverage with the biasing
value are also studied.

System design insights. The analytical results, which employ a number of
simplifying approximations, are validated later in the section. Design insights are
highlighted which include:

• Decoupled access plays a key role in mmWave deployments and the gains of
decoupling are more pronounced in less dense urban environments.
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• Scell beamforming gain improves the association probability to Scells dramatically
and therefore needs to be considered in the association phase.

• Aggressive values of small cell biasing are possible thanks to the wide bandwidth
offered by mmWaves. Supporting these large biasing values requires having robust
low modulation and coding techniques to allow UEs to operate in very low SINR.

3.3.3 System model

A two-tier heterogeneous network is considered where Mcells and Scells are distributed
uniformly in R2 according to independent homogeneous Poisson point processes (PPP)
Φm and Φs with densities λm and λs respectively. Specifically, a deployment of sub-
6GHz Mcells overlaid by mmWave Scells is considered. The UEs are also assumed to
be uniformly distributed according to a homogeneous PPP Φu with density λu. The
analysis is done for a typical UE located at the origin where the BS serving the typical
UE is referred to as the tagged BS 2. The notation is summarized in Table 3.1. The
inclusion of sub-6GHz Scells is left for future work.

Propagation assumptions

The received power in the DL at a UE at location u ∈ Φu from a sub-6GHz Mcell (m)
at x ∈ Φm or a mmWave Scell (s) at y ∈ Φs is given by Pmhx,uβmGmLm(x− u)−1 or
Pshy,uβsGs(θ)Ls(y−u)−1, respectively. Here, L is the pathloss where for the typical UE
at the origin Lm(x) = ∥x∥αm and Ls(y) = ∥y∥αs(y), α is the pathloss exponent (PLE)
where αs(y) equals αl if the link is LOS and αn otherwise, h is the small scale fading
power gain where in this study we consider Rayleigh fading, β is the the near-field
pathloss at 1 m and G is the antenna gain. UEs are assumed to have omni-directional
antennas so the antenna gains are only accounted for at the BS side. All mmWave
Scells are equipped with directional antennas with a sectorized gain pattern assuming
a simplified rectangular antenna pattern that was used in [107] where a UE receives
a signal with Gsmax if the UE’s angle (θ) with respect to the best beam alignment
is within the main beamwidth (θs) of the serving cell and Gsmin

otherwise. This is
formulated by

Gs(θ) =

Gsmax if |θ| ≤ θs

2

Gsmin
otherwise

.

2The analysis of the typical UE is enabled by Slivnyak’s theorem.
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The UL received signal powers are derived by replacing Pm or Ps by Pum or Pus, and
interchanging x or y with u, respectively. Shadowing is ignored in this study since for
mmWaves the blockage model introduces a similar effect to shadowing. As for the
sub-6GHz network, as shown in [69], the randomness of the PPP BS locations emulates
the shadowing effect, therefore shadowing is ignored in the sub-6GHz model as well.

All UEs served by the Scells are assumed to be in perfect alignment with their
serving cells whereas the beams of all interfering links are assumed to be randomly
oriented with respect to each other and hence the gain on the interfering links is
considered to be random. Results for the association probabilities considering different
antenna gains are subsequently shown in order to study how important it is to have
antenna alignment in the cell association phase.
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Table 3.1 Notation and simulation parameters

Notation Parameter
Value (if applica-
ble)

Φm, λm Mcells PPP and density λm = 5 per km2

Φs, λs Scells PPP and density λs = 50 per km2

Φu, λu UEs PPP and density λu = 200 per km2

fm, fs
sub-6GHz and mmWave carrier
frequencies

2 GHz, 70 GHz

Wm, Ws sub-6GHz, mmWave bandwidth 20 MHz, 1 GHz
Pm, Ps Mcell and Scell transmit power 46 dBm, 30 dBm

Pum, Pus

UE transmit power to Mcell and
Scell

23 dBm

KUL, KDL UL and DL association tiers

Ts, T′
s

DL and UL association bias of
mmWave Scells

Tm, T′
m

DL and UL association bias of sub-
6GHz Mcells

αm Pathloss exponent for Mcells 3

αl, αn
LOS and NLOS pathloss exponent
for Scells

2, 4

Gsmax ,
Gsmin

, θs
Main lobe gain, side lobe gain and
3 dB beamwidth for mmWave

18 dBi, -2 dBi, 10°

Gm

Mcell antenna gain (omni-
directional)

0 dBi

ω, µ
Fractional LOS area ω in a ball of
radius µ

0.11, 200 m

Nm, Ns

Load of serving Macro or Small
cell

A, B
Association probabilities based on
max. biased received power and
max. rate

h Small scale fading h ∼ exp(1)

β
β =

(
carrier wavelength

4π

)2
is the

pathloss at 1m

σ2
m, σ2

s

Noise powers for sub-6GHz and
mmWave

-174 dBm/Hz +
10log10(W) + 10 dB
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Blockage model

A simple yet accurate blockage model that was proposed in [107] is used where a UE
within a distance µ from a Scell is assumed LOS with probability ω and 0 otherwise.
The parameters ω and µ are environment dependent; the Manhattan scenario from
[107] is considered for this study. Results for other values of ω and µ are shown in
Section 3.3.7 to study their effect on cell association.

Biased uplink and downlink cell association

It is assumed that the UL and DL cell associations are based on different criteria,
namely the UL and DL biased received powers, respectively. The typical user associates
with BS at x∗ ∈ Φl, where l ∈ {s,m}, in UL if and only if

PulT′
lψlLl(x∗)−1 ≥ PukT′

kψkL
−1
min,k, ∀k ∈ {s,m}, (3.27)

where ψk = Gkβk is the combination of antenna gain and near-field pathloss and Gk

is equal to Gsmax or Gm in the mmWave or sub-6GHz cases, respectively. Lmin,k =
minx∈Φk

Lk(x) is the minimum pathloss of the typical UE from the kth tier and T′ and
T are the UL and DL cell bias values respectively. Similarly, the typical user associates
with BS at x∗ ∈ Φl in DL if and only if

PlTlψlLl(x∗)−1 ≥ PkTkψkL
−1
min,k, ∀k ∈ {s,m}. (3.28)

The assumption that large bandwidth mmWave networks are noise-limited has been
considered and motivated in [107]. We show that this assumption holds even for high
densities of mmWave Scells. Henceforth, this assumption will be considered for this
study and is validated later on with simulation results. Consequently and in order
to simplify the analysis, the signal-to-noise-ratio (SNR) is considered instead of the
SINR for the mmWave links. With no interference between the two tiers due to the
orthogonality of both frequency bands, the UL/DL sub-6GHz SINR and mmWave SNR
of a typical UE at the origin are given by

SINRUL,m = Pumψmh0,x∗Lm(x∗)−1

IUL,m + σ2
m

, SINRDL,m = Pmψmhx∗,0Lm(x∗)−1

IDL,m + σ2
m

,

SNRUL,s = Pusψsh0,x∗Ls(x∗)−1

σ2
s

, SNRDL,s = Psψshx∗,0Ls(x∗)−1

σ2
s

, (3.29)
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where IUL,m = ∑
y∈ΦIu

Pumψmhy,x∗Lm(y − x∗)−1, IDL,m = ∑
x∈Φm\x∗

Pmψmhx,0Lm(x)−1 and

ΦIu is the point process denoting the locations of UEs transmitting in the UL on the
same resource as the typical UE. It is assumed that each BS has at least one UE in
its association region. With this assumption, the realizations of ΦIu have one point
randomly chosen from the association cell of each BS other than the serving BS, which
represents the interfering UE (y) from that cell in the UL. Furthermore, the queues in
the UL and DL are assumed to be always full and resources are on average equally
distributed among the UEs (e.g. by proportional fair or round robin scheduling). The
DL rate of the typical UE connected to a Mcell or Scell is given by

RDL,m = Wm

Nm

log(1 + SINRDL,m), RDL,s = Ws

Ns

log(1 + SNRDL,s), (3.30)

where Nm and Ns are the loads on the serving Mcell and Scell respectively. RUL,m, RUL,s

are defined similarly.

3.3.4 Received power based cell association

In this section, the UL and DL cell association probabilities are derived for four different
cases where KDL and KUL denote the DL and UL association tiers of the typical UE.
Hence, the below cases denote the probability of the UE associating to the Mcell and
Scell in the UL and DL assuming a decoupled UL and DL association approach.

• Case 1: P(KDL = Mcell)

• Case 2: P(KUL = Mcell)

• Case 3: P(KDL = Scell)

• Case 4: P(KUL = Scell)

Note that the sum of probabilities of Case 1 and 3 equals 1 and similarly for
Case 2 and 4. The association probabilities are derived in this subsection maximizing
the biased DL/UL received power whereas in the next subsection the association
probabilities are derived maximizing the DL/UL rate. Subsequently, the outcomes
from the two association strategies are compared in the results subsection.

In order to derive the association probabilities, we first characterize the point process
formed by the pathloss between each BS and the typical UE at the origin. Assuming
a BS at x ∈ R2, the pathloss point process is defined as Nl := {Ll(x) = ∥x∥αl}x∈Φl

,
where l ∈ {m, s}. Making use of the displacement theorem, Nl is a Poisson point
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process with intensity measure denoted by Λl(.) similar to [107, 109]. Since the pathloss
in the sub-6GHz and mmWave cases has different characteristics, we will have two
independent pathloss processes for mmWave and sub-6GHz given by Ns and Nm

respectively. Therefore, the intensities, probability distribution function (PDF) and
complementary cumulative distribution function (CCDF) will be derived separately for
mmWave and sub-6GHz.

Lemma 1. The distribution of the pathloss from the typical UE to the tagged BS
is such that P(Ll(x) > t) = exp(−Λl((0, t)], where l ∈ {m, s}, the intensity measures
for pathloss in mmWave and sub-6GHz are given by

Λs((0, t)] = πλs

(ωt 2
αl + (1 − ω)t

2
αn

)
1(t < µαl) +

(
ωµ2 + (1 − ω)t

2
αn

)

× 1(µαl ≤ t ≤ µαn) + t
2

αn 1(t > µαn)
 (3.31)

Λm((0, t)] = πλmt
2

αm . (3.32)

Proof: See Appendix A.1. ■

Since Nl is a PPP, the CCDF of pathloss to the tagged BS is F̄l(t) = P(Ll(x) >
t) = exp(−Λl((0, t)] and the PDF is given by fl(t) = −dF̄l(t)

dt
= Λ′

l((0, t)] exp(−Λl((0, t)]
for l ∈ (m, s). The expressions for the pathloss process CCDFs for mmWave and
sub-6GHz are given by

F̄s(t) = exp
− πλs

((
ωt

2
αl + (1 − ω)t

2
αn

)
1(t < µαl) +

(
ωµ2 + (1 − ω)t

2
αn

)

× 1(µαl ≤ t ≤ µαn) + t
2

αn 1(t > µαn)
) (3.33)

F̄m(t) = exp
(
−πλmt

2
αm

)
(3.34)
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and the corresponding PDFs by

fs(t) = 2πλs
t

2
αn

−1

αn

(αnωt 2
αl

− 2
αn

αl
+ (1 − ω)

)
exp

(
−πλs

(
ωt

2
αl + (1 − ω)t

2
αn

))
× 1(t < µαl) + (1 − ω) exp

(
−πλs

(
ωµ2 + (1 − ω)t

2
αn

))
1(µαl ≤ t ≤ µαn)

+ exp
(
−πλst

2
αn

)
1(t > µαn)

 (3.35)

fm(t) = 2πλmt
2

αm
−1

αm
exp

(
πλmt

2
αm

)
. (3.36)

All the needed components to derive the association probabilities specified above are
now available.

We then move to deriving the UL and DL association probabilities maximizing the
biased UL and DL received power respectively. This method is referred to as maximum
biased received power (Max-BRP). It is assumed that the DL and UL serving cells are
chosen based on the biased DL and UL received powers respectively. The association
probabilities are defined in the following definition and the final expressions are given
in Lemma 2.

Definition 1. Max-BRP Association probabilities. The probabilities of the
typical UE associating to a sub-6GHz Mcell or mmWave Scell based on the maximum
biased received power in the downlink or uplink is defined as

ADL,m ≜ P
(
PmTmψmL

−1
min,m > PsTsψsL

−1
min,s

)
(3.37)

AUL,m ≜ P
(
PumT′

mψmL
−1
min,m > PusT′

sψsL
−1
min,s

)
(3.38)

ADL,s ≜ P
(
PsTsψsL

−1
min,s > PmTmψmL

−1
min,m

)
(3.39)

AUL,s ≜ P
(
PusT′

sψsL
−1
min,s > PumT′

mψmL
−1
min,m

)
. (3.40)
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Lemma 2. The uplink and downlink association probability to a sub-6GHz Mcell or
mmWave Scell are given below.

Ac,m = 2πλm
αma

2
αm
c

∞∫
0

l
2

αm
−1 exp

− πλm

(
l

ac

) 2
αm


×

 exp
(

−πλs(ωl
2

αl + (1 − ω)l
2

αn )
)
1(l < µαl)

+ exp
(
−πλs

(
(1 − ω)l

2
αn + ωµ2

))
1(µαl ≤ l ≤ µαn)

+ exp
(
−πλsl

2
αn

)
1(l > µαn)

dl

Ac,s = 1 − Ac,m,

(3.41)

where c ∈ {UL,DL}, aDL = PsTsψs

PmTmψm
and aUL = PusT′

sψs

PumT′
mψm

.

Proof: The proof for ADL,m is given below.

ADL,m = P
(
PumTmψmL

−1
min,m > PusTsψsL

−1
min,s

)
= P (Lmin,s > aDLLmin,m)

=
∞∫

0

F̄s(aDLlm)fm(lm)dlm,

where the last step follows from the fact that P(X > Y ) =
∞∫
0
P(X > y)fY (y)dy.

Changing variables as l = aDLlm yields

ADL,m = 1
aDL

∞∫
0

F̄s(l)fm
(

l

aDL

)
dl.

This directly results in ADL,m, and AUL,m follows similarly. ■

Corollary 1. The association probabilities can be acquired in closed form for the
special case where αl = 2 and αn = αm = 4 and with simple mathematical manipulation,
ADL,m can be expressed by

ADL,m = πλm√
aDL

√
πe

c2
2

4c1

2√
c1

(
Q

(
c2√
2c1

)
−Q

(
2µc1 + c2√

2c1

))

+ e−µ2c1

(
e−µc2

c2
− c1e

−µ2c2

c2(c1 + c2)

),
(3.42)



3.3 Analysis of DUDe in millimeter wave heterogeneous networks 105

where c1 = πλsω, c2 = πλs(1 − ω) + πλm

a
2/αn
DL

and Q(.) is the Q-function. Similarly, the
other three cases can be obtained in closed form.

3.3.5 Rate based cell association

In this part the UL and DL association probabilities are derived where the association
criteria are the UL and DL rates respectively. The sub-6GHz Macro DL association
probability is given by

BDL,m = P
(

Wm

NDL,m
log2(1 + SINRDL,m) > Ws

NDL,s
log2(1 + SINRDL,s)

)
.

It is assumed that SINRDL,m ≈ SIRDL,m and SINRDL,s ≈ SNRDL,s for simplicity since
sub-6GHz frequencies are interference limited whereas mmWaves are rather noise
limited. In order to simplify the expressions, an approximation3 that was proposed in
[42] is used where the cell load is characterized by the average number of UEs per cell
on the corresponding tier. The average load on the serving BS of tier l for the UL and
DL is given by

N̄c,l = 1 + 1.28λuBc,l

λc
for l ∈ {m, s} and c ∈ {UL,DL}. (3.43)

This approximation results in

BDL,m = P
(

SIRDL,m > (1 + SNRDL,s)
(

Ws(λm+1.28λuBDL,m)λs

Wm(λs+1.28λuBDL,s)λm

)
− 1

)
. (3.44)

Having BDL,m on both sides of the equation makes it very hard to solve. Therefore we
resort to a simple approximation by neglecting the load term in the rate expression
(setting Nm and Ns to 1). In other words deriving the association probability based
on the maximum achievable rate in the UL and DL. This approach is suboptimal but
it results in a tractable expression for the association probability and also suffices
our purpose of showing different decoupling trends as compared to Max-BRP. The
association trends resulting from this approximation are also validated in Fig. 3.13(b).
Henceforth this method is referred to as Max-Rate and the corresponding association
probabilities are now defined.

Definition 2. Max-Rate Association Probability. The association probabili-
ties in the UL and DL to a sub-6GHz Mcells and mmWave Scells for the Max-Rate

3This approximation was proposed for sub-6GHz in [42] and was later verified for mmWaves in
[107].
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case are given by

Bc,m ≜ P
(

SIRc,m > (1 + SNRc,s)(
Ws
Wm

) − 1
)

(3.45)

Bc,s ≜ P
(

SNRc,s > (1 + SIRc,m)(
Wm
Ws

) − 1
)
, (3.46)

where c ∈ {UL,DL}.
Using power control in the UL would complicate the UL coverage expression where

the derived expressions in [76] and [48] include two to three integrals. Furthermore, it
is assumed that UEs transmit with their maximum power on mmWaves since mmWaves
are coverage limited, therefore to make the analysis consistent and fair we assume that
UEs transmit with their maximum power on sub-6GHz as well. With the assumption of
no power control the UL and DL coverage expressions (neglecting noise and considering
exponential fading) are the same. In order for this assumption to be valid we also need
to assume that the interferers in the UL are PPP distributed and that the exclusion
region around the typical UE/BS in the DL/UL are the same. Although the latter
might seem to be a strong assumption it will be shown in Fig. 3.9(a) that the derived
rate based association probability matches very well the simulation results, verifying
that the above assumptions are valid.

The final expressions for the Max-Rate based association probabilities based on
Definition 2 are given in the following Lemma.

Lemma 3. The DL and UL association probability based on the maximum achiev-
able rate for mmWave Scells and sub-6GHz Mcells are given below.

Bc,m =
∞∫

0

fSNRc,s(z)

1 + ρ
(

(1 + z)
Ws
Wm − 1

)dz (3.47)

Bc,s = 1 − Bc,m, (3.48)

where c ∈ {UL,DL}, fSNRDL,s(z) = σ2
s

Psψs

∞∫
0
l exp

(
−zσ2

s l
Psψs

)
fs(l)dl, ρ(t, αm) = t

2
αm

∞∫
t

−2
αm

du
1+u

αm
2

and fSNRUL,s
is the same as fSNRDL,s

exchanging Ps by Pus .

Proof: See Appendix A.2. ■

After deriving the association probabilities, the UL and DL SINR and rate coverage
probabilities are derived in the next section.
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3.3.6 SINR and rate distributions: Downlink and Uplink

In this section the SINR and rate coverage distributions are derived for the DL and UL
in the mmWave and sub-6GHz cases. These distributions would help in studying the
effect of the different association strategies on the SINR and rate of the whole system.
The SINR and rate CCDFs will be derived for the Max-BRP association case only
as the derivation for the Max-Rate association is quite complicated and will be left
for future work. However, we use biasing in the results for SINR and rate coverage
probabilities to validate some of the trends that result from the Max-Rate association
strategy.

SINR coverage

The SINR coverage can be defined as the average fraction of UEs that at any given
time achieve SINR τ . The SINR coverage is the CCDF of the SINR over the entire
network which, due to the assumption of stationary PPP for the UEs and BSs,
can be characterized considering the typical link between the typical UE at the
origin and its serving BS. Since mmWave networks are usually noise limited (i.e.
SINR ≈ SNR), we consider the SNR coverage for mmWaves while still considering SINR
for sub-6GHz. The SINR/SNR coverage in the sub-6GHz and mmWave cases is expressed
as: Pm ≜ P(SINR > τ) and Ps ≜ P(SNR > τ) respectively. Since there is no interference
between the mmWave and sub-6GHz BSs, the SINR/SNR coverage can be derived
separately for sub-6GHz and mmWave.

Similar to the previous section, since UL transmissions on mmWaves are assumed to
be at maximum power, the sub-6GHz UL SINR coverage is derived assuming maximum
UL transmit power (no power control) for simplicity and fairness. The final expression
for the UL coverage probability with fractional pathloss compensation power control is
given below.

Theorem 1. The SINR coverage probability for the typical UL and DL links based
on the Max-BRP association criterion is given by

PDL(τ) = PDL,m(τ) + PDL,s(τ)

=
∞∫

0

exp
(

−τσ2
ml

Pmψm

)
exp

−2πλm
αm

∞∫
l

t
2

αm
−1

1 + t
τ l

dt
 F̄s(aDLl)fm(l)dl

+
∞∫

0

exp
(

−τσ2
s l

Psψs

)
F̄m

(
l

aDL

)
fs(l)dl

(3.49)
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PUL(τ) = PUL,m(τ) + PUL,s(τ)

=
∞∫

0

exp
(

−τσ2
ml

Pumψm

)
exp

−2πλm
αm

∞∫
l

t
2

αm
−1

1 + t
τ l

dt
 F̄s(aULl)fm(l)dl

+
∞∫

0

exp
(

−τσ2
s l

Pusψs

)
F̄m

(
l

aUL

)
fs(l)dl,

(3.50)

where F̄s, F̄m, fs, fm, aDL and aUL have been derived/defined in Section 3.3.4.

Proof: See Appendix A.3. ■

The final expression of PUL with fractional pathloss compensation power control is
given by

PUL(τ) =
∞∫

0

exp
(

−τσ2
ml

1−ϵ

Pumψm

)

× exp

−2πλm
αm

∞∫
l

1 −
∞∫

0

2πλmu
2

αm
−1e−πλmu

2
αm

αm(1 + τ l1−ϵuϵt−1) du

 t 2
αm

−1dt


× F̄s(aULl)fm(l)dl +

∞∫
0

exp
(

−τσ2
s l

1−ϵ

Pusψs

)
F̄m

(
l

aUL

)
fs(l)dl,

(3.51)

where ϵ is the pathloss compensation factor. The proof for PUL,m follows along the
same lines as in [76] therefore the proof is omitted. The inclusion of the power control
adds an extra integral to the Mcell coverage expression which makes it quite complex.
Therefore we stick to the assumption of no power control and use the expression in
Theorem 1.

Rate coverage

In order to derive the rate coverage, the load on both Mcell and Scell tiers needs to be
characterized. We resort to the same approximation used in the previous section where
the load is given by (3.43). This approximation is validated with simulation results in
Fig. 3.10(b).

Definition 3. The rate coverage probability is defined as

R(ρ) = P(R > ρ) = P
(

W
N

log2(1 + SINR) > ρ

)
= P

(
SINR > 2

ρN
W − 1

)
.
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Using the above definition, the UL and DL rate coverage probabilities are given by

RDL(ρ) = RDL,m(ρ) + RDL,s(ρ)

= PDL,m

(
2

ρN̄DL,m
Wm − 1

)
+ PDL,s

(
2

ρN̄DL,s
Ws − 1

) (3.52)

RUL(ρ) = RUL,m(ρ) + RUL,s(ρ)

= PUL,m

(
2

ρN̄UL,m
Wm − 1

)
+ PUL,s

(
2

ρN̄UL,s
Ws − 1

)
.

(3.53)

3.3.7 Performance evaluation

In this section we validate our analysis with Monte Carlo simulations where in each
simulation run, UEs and BSs are dropped randomly according to the corresponding
densities. All UEs are assumed outdoor. The association criteria, propagation and
blockage model are as described in Section 3.2.2 and the simulation parameters follow
Table 3.1. Using the analytical results, the different factors that affect the association
probability are studied. Special emphasis is placed on the Downlink and Uplink
Decoupling (DUDe) [33] to understand if decoupling is still useful in the case of
mmWave networks. Furthermore, the SINR and rate coverage trends are illustrated
considering the special case of biased DL received power association where the effect
of small cell biasing on both SINR and rate trends is studied with a reflection on the
implications in real deployments.

The parameter values in Table 3.1 are used as a baseline. Some of the parameters are
altered in some figures in order to understand their effect on the association probability.

Association probability

We start by looking into the Max-BRP association probabilities derived in Section 3.3.4
and the different factors that affect these probabilities. It is assumed that Gs = Gsmax

in the association phase. The UL and DL association bias values are unity (0 dB)
unless otherwise stated.

Association analysis validation. Fig. 3.6(a) illustrates the association proba-
bilities derived in Lemma 2 against the ratio of Scells to Mcells density and compared
with simulation results. It can be seen that the simulation and analysis results have a
very close match which validates our analysis and gives confidence in using the analysis
for the following results. Furthermore, there is a difference between the DL and UL
association probabilities for Scells and Mcells, this difference represents the decoupled
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Fig. 3.6 (a) Association probability and validation of the analysis with simulation
results for Gs = 23 dBi. (b) Association probability with Gs = 0 dBi.

access where UEs prefer to connect to different cells in the UL and DL. We refer to
this difference as the decoupling gain for the rest of the paper. In the Scell case, it can
be noticed that the UL association probability is always higher than the DL one, this
is because the UL coverage of Scells is larger than its DL coverage and vice versa with
Mcells. The figure shows that more than 20% of the UEs have decoupled access at a
ratio of Scells to Mcells of 40, in other words the decoupling gain is 20%.

Antenna gain’s effect on the association probability. Fig. 3.6(b) shows the
association probability where Gs = 0 dBi, i.e. there is no antenna gain. Predictably,
there is very low Scell association probability in the UL and DL. On the other hand,
Fig. 3.6(a) shows a high Scell association probability with Gs = 23 dBi.

Another observation is that higher Gs leads to lower decoupling gain. This stems
from the blocking model which is represented by a LOS ball. Most of the DL coverage
is inside the LOS ball (with a certain probability of low pathloss exponent (PLE)
(αl = 2)) while the UL coverage extends to the NLOS area (with higher PLE (αn = 4)).
Therefore increasing the antenna gain expands the DL coverage at a faster rate than
the UL coverage due to the difference in the PLE between the LOS and NLOS areas.
This in effect reduces the difference between the UL and DL coverage of Scells which,
in turn, reduces the decoupling gain. It is worth noting that this trend could be seen
with other blockage models as it only depends on the fact that UEs that are closer
to the mmWave Scells have higher LOS probability than UEs that are further away
which is a general characteristic that would be included in most blockage models.

Fig. 3.7 illustrates the ratio of Scell to Mcell density λs/λm at which the crossing
point between the Scell and Mcell UL and DL association curves occurs versus the
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Fig. 3.7 The density λs/λm at which the crossing between the Mcell and Scell UL and
DL association probability curves occurs versus the Scell antenna gain Gs.

antenna gain Gs. The difference between the two curves is an indication of the
decoupling gain which is shown to decrease with the increase of Gs which confirms the
trend in Fig. 3.6. In addition, the decreasing tendency of the curves indicate that the
crossing point happens at a lower density of Scells the more the gain is increased which
results in more and more UEs associating to the Scells.

Pathloss exponent and LOS ball parameters effect on the association
probability. Fig. 3.8 shows the effect of the PLE and the LOS ball parameters on the
decoupling gain. Having a higher αn and αm than αl results, as in the previous figure,
in reducing the difference between the DL and UL coverages of the Scell since the DL
coverage is assumed mostly in the LOS ball which makes the DL coverage expand as αl
gets smaller resulting in reducing the gap between the DL and UL coverage borders and,
in turn, decreasing the decoupling gain. Therefore the higher the difference between
αn or αm with αl, the lower the decoupling gain.

On the other hand, having a higher LOS ball radius (µ) results into a higher
decoupling gain since as µ gets larger more of the UL coverage of Scells area is included
in the LOS region which helps in expanding the UL coverage of Scells and, in turn,
increases the decoupling gain. The lower PLE and larger µ are characteristics of a low
density urban environment and indicate that decoupling is more relevant in such a
scenario.

Max-Rate association probability validation and trends. The results in
Fig. 3.9 are based on the Max-Rate association probability derived earlier. Fig. 3.9(a)
illustrates the comparison between the analysis and simulation where the very close
match between them validates our analysis and the assumption of having the same
exclusion region for UL and DL. The rate based association results into more offloading
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Fig. 3.8 Variation of the decoupling gain with the pathloss exponents (α) and the LOS
ball parameters.

of UEs towards mmWave Scells as compared to Max-BRP in Fig. 3.6. This is a direct
result from the much wider bandwidth at mmWave Scells. It can also be noticed that
there is a decoupling gain in the Max-Rate association as well. However, in this case
the decoupled association results from UEs tending to connect to a Scell in the DL and
to a Mcell in the UL which is shown by the superior Scell DL association probability
compared to the UL and vice versa with the Mcell case. This behaviour is opposite
to the Max-BRP association in Fig. 3.6. This is a result of the higher bandwidth at
mmWave Scells which pushes more UEs to connect to the Scells in the UL and DL and
since –in general– the UL range is more limited than that of the DL then the mmWave
Scells can afford to serve more UEs in the DL than in the UL. This effect is amplified
the further the UEs are from the Scell. At a certain point the UL connection towards
the Scell is too weak whereas the DL one is relatively stronger and this is the point
where the decoupling happens.

This effect is further clarified in Fig. 3.9(b) where the increase in the DL association
probability in the Max-Rate case over the Max-BRP case is more than 40% higher than
the UL increase. This important result will be further confirmed in the subsequent
results.

SINR and rate coverage results

In this part we present several results for the SINR and rate coverage to illustrate
the effect that the mixed sub-6GHz/mmWave deployment has on the SINR and rate
distributions and how the bias can affect these distributions. From this point onwards,
we consider that T′

s = PsTs

Pus
and T′

m = PmTm

Pum
where T′

m = Tm = 0 dB. In other words,
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Fig. 3.9 (a) Max-Rate Association probability analysis plot compared with simulation.
(b) The difference between the UL/DL Scell association probability based on Max-Rate
and Max-BRP.

we assume that the UL and DL cell associations are based on the DL biased received
power where biasing is only assumed for Scells. The reason behind this is to clearly
show the effect of small cell biasing on both UL and DL SINR and rate distributions
based on the same association mechanism used in LTE systems where biasing is done
jointly for UL and DL and is based on biasing the DL received power. This will help in
drawing conclusions related to how currently deployed systems need to be changed and
this setup will also be used to confirm our insights regarding the Max-Rate association
as will be shown later on.

SINR and rate coverage analysis validation. Fig. 3.10 shows the SINR and
rate distributions with no bias (Ts = 0 dB) where the derived SINR and rate analysis
expressions are compared with simulation results. The figure shows that the analysis
gives quite accurate results that match very well the simulation results, this allows
us to use the analysis for further insights in the coming results. Furthermore, Fig.
3.10(b) has a flat area between 107 and 109(b/s) rate threshold, this area separates the
sub-6GHz UEs below 107(b/s) from the mmWave UEs with very good channel above
109(b/s). This shows the substantial difference in rate that the larger bandwidth in
mmWave could offer.

in addition to the previous figure, we compare the considered carrier frequency and
bandwidth (70 GHz, 1 GHz) with a different setting (28 GHz, 200 MHz) in Fig. 3.11.
The figure shows the accuracy of the derived rate coverage expressions for both carrier
frequencies. It can be seen that even though the 70 GHz case has more bandwidth



3.3 Analysis of DUDe in millimeter wave heterogeneous networks 114

−40 −30 −20 −10 0 10 20 30 40
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

SINR threshold, τ (dB)

S
IN

R
 c

o
v
e

ra
g

e
 (

S
IN

R
 >

 τ
)

 

 

DL SINR coverage (analysis)

UL SINR coverage (analysis)

DL SINR coverage (Simulation)

UL SINR coverage (Simulation)

(a) SINR coverage

10
2

10
4

10
6

10
8

10
10

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Rate threshold, ρ (b/s)

R
a

te
 c

o
v
e

ra
g

e
 (

R
a

te
 >

 ρ
)

 

 

DL Rate coverage (analysis)

UL Rate coverage (analysis)

DL Rate coverage (simulation)

UL Rate coverage (simulation)

(b) Rate coverage

Fig. 3.10 SINR (a) and rate (b) distribution comparison from simulation and analysis.
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Fig. 3.11 Validation of rate coverage analysis with simulations for 70 GHz and 28 GHz
carrier frequencies.

than the 28 GHz case, the 28 GHz case offers superior rate for almost 80% of the UEs,
thanks to the larger coverage of Scells in the 28 GHz case which allows them to serve
more UEs with higher SINR. This highlights the importance of biasing in extending
the coverage of Scells.

(SINR ≈ SNR) validation. Fig. 3.12 shows simulation results for the CCDF of
the mmWave UEs UL and DL SINR and SNR for two different mmWave Scells densities.
It can be seen from the figure that for λs = 30/km2 the SINR and SNR are almost
overlapping and even at λs = 200/km2 the difference between SINR and SNR is very
small. This result confirms our assumption that interference in mmWave has a minimal
impact on coverage for the mmWave Scells densities considered in our scenario. This,
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Fig. 3.12 Simulation results for the distribution of the mmWave SINR and SNR which
validates the assumption (SINR ≈ SNR).

in turn, confirms that the SINR can be approximated by the SNR for mmWaves which is
quite different than the trend in sub-6GHz networks where SINR ≈ SIR. Furthermore,
the break point in the curves at 30% and 90% of the CCDF for λs of 30 and 200 shows
how the SNR starts degrading quickly after a certain point which is a result of the LOS
ball blockage model which assumes that beyond a certain distance between the UE
and the BSs all the UEs are considered non line of sight. In addition, the degradation
affects fewer UEs at λs = 200/km2 since at a higher density fewer UEs are expected to
be outside the LOS ball of the mmWave Scells.

Scell biasing effect on SINR and rate trends. Several previous studies have
shown the importance of cell biasing in Hetnets [42, 53, 47]. However, the different
propagation characteristics of sub-6GHz and mmWaves and the high imbalance in the
available resources in both bands could result in different conclusions when it comes
to biasing. Hence, the following results focus on the effect of biasing on the system’s
SINR and rate coverage and the optimal value of biasing for UL and DL.

Fig. 3.13 illustrates the UL and DL 5th percentile SINR τ95 and rate ρ95 against
the Scell association bias (Ts) where the relation between the 5th percentile SINR and
the SINR coverage is (P(τ95) = 0.95) and the same for rate. In Fig. 3.13(a) the DL
SINR increases slightly and then starts decreasing beyond 5 dB bias, the UL SINR
behaves similarly. The slight increase in SINR at the beginning is due to the negligible
interference in mmWave networks, therefore although the SNR is reduced the overall
SINR is slightly increased. On the other hand, the 5th percentile rate in Fig. 3.13(b)
is peaking at a bias of 30 and 35 dB for the UL and DL respectively. However, the
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Fig. 3.13 5th percentile SINR (a) and rate (b) against the small cell bias value in dB.

corresponding SINR values with such large bias are around -30 dB, which is extremely
low. The reason for the high rate despite the low SINR is obviously the much higher
bandwidth at mmWaves. These bias values are over 100x the typical values seen in
sub-6GHz scenarios in [42, 53, 47].

The design insight behind this result is that very robust modulation and coding
schemes need to be considered for mmWave networks so that they can operate at very
low SINR. Another insight is that the UL 5th percentile rate peaks at a lower bias value
than the DL rate which means that a fraction of the UEs would tend to connect to the
Scell and Mcell in the DL and UL respectively. This confirms the trend resulting from
the Max-Rate association in Fig. 3.9(a) about the reversed decoupling behaviour since
at the optimal bias value UEs are assumed to be connected to their rate optimal cell.
This also confirms that the association probability in Lemma 2 (with Nm = Ns = 1)
results in the same trend as the optimal rate results (considering the cell loads) in Fig.
3.13(b).

Fig. 3.14 illustrates the 50th percentile SINR and rate where a similar behaviour
to Fig. 3.13 can be noticed. However the increase in the 50th percentile SINR in Fig.
3.14(a) is much higher than in the 5th percentile SINR, also the decline starts at a higher
bias than the 5th percentile SINR, this is because the 50th percentile UEs typically are
closer or have a better channel to their serving cells. Therefore, a degradation in their
SINR would require a higher bias value. Looking at the rate in Fig. 3.14(b), it can
be noticed that it peaks at around 30 dB bias for the UL and DL which corresponds
to an SINR of 3 dB for the DL and -2 dB for the UL which is still considered low for
the median UEs, therefore the need for robust modulation and coding still applies in
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Fig. 3.14 50th percentile SINR (a) and rate (b) against the small cell bias value in dB.
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Fig. 3.15 UL and DL 5th percentile rate with variable mmWave Scell densities.

the 50th percentile UEs case. The fluctuation in the 50th percentile rate beyond 50
dB bias results from UEs moving from their serving mmWave Scells to less loaded
mmWave Scells which results in a slight increase in the rate.

Impact on infrastructure density. In Fig. 3.15 the impact of the density of
mmWave Scells on the 5th percentile UL and DL rate is illustrated. It can be observed
that the optimal bias in terms of achieved rate is 30 and 35 dB for the UL and DL
respectively and these values are the same for all densities. It has been shown in [42]
that the optimal bias considering resource partitioning decreases with the increase in
the Scells density because of the increased interference on the range expanded UEs.
However, in our scenario it was already shown that mmWave operation is noise limited,
therefore interference has a marginal effect which explains the invariance of the optimal
bias with the Scell density.
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3.3.8 System design implications

In this part we summarize the system design and deployment implications based on
the results shown previously in this section:

• The association probability of mmWave Scells is dramatically improved as the
Scell beamforming gain is taken into account during the association phase. This
indicates the importance of having highly directional beams in the association
phase.

• Decoupled access is still relevant in mmWave/sub-6GHz HetNets from a maximum
received power as well as rate based associations. It was shown that DUDe is key
for improved performance in both UL and DL whether the optimization criterion
is received power or rate where decoupling occurs in different directions for the
two criteria.

• Decoupled access is more relevant in less dense urban environments. This is
reflected in Fig. 3.8 by the higher decoupling gain with a smaller αm and αn and
a higher LOS ball radius (µ) and both features characterise low density urban
scenarios.

• Aggressive values of mmWave Scell biasing can be beneficial in terms of rate as
shown in Fig. 3.13(b). This would result in UEs having to operate in very low
SINR which gives rise to a need for robust modulation and coding techniques
that would allow the UEs to operate in these low SINR regimes to harvest the
benefits of mmWaves.

• It was shown that from a rate perspective, UEs are more probable to connect
to sub-6GHz Mcell in the UL and mmWave Scell in the DL. In addition, recent
studies on electromagnetic field exposure [98] have shown that the maximum
UL transmit power on frequencies above 6GHz will need to be several dB lower
than sub-6GHz to be compliant with exposure limits. These trends could lead
to allocating the UL on sub-6GHz Mcells and the DL on mmWave Scells as
discussed in [39].

3.4 Summary

In this chapter, we have presented a rigorous and extensive analytical study of the
decoupled uplink and downlink concept using tools from stochastic geometry. In the
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first part, DUDe was studied in a sub-6GHz heterogeneous network where a co-channel
deployment (Mcells and Scells are deployed on the same frequency) is assumed. Based
on previously derived cell association probabilities, we characterized the capacity gains
from the DUDe concept where these gains were validated using simulation results. We
have also compared cell association trends for three completely different simulation
scenarios. Namely, a deployment based on Vodafone’s small cell test network, a Poisson
point process based random deployment and a regular grid deployment. Surprisingly,
the trends of these three deployments were matching very closely which lead to the
following conjecture: the association probability depends chiefly on the density of the
deployment, but not the process used to generate the deployment geometry.

In the second part, we proposed a detailed analytical framework for cell association
in sub-6GHz-mmWave heterogeneous networks considering a decoupled uplink and
downlink association. The analysis considered a maximum biased received power as
well as a maximum achievable rate approach highlighting the main differences between
them. The results show that there is a different trend in decoupling between the two
approaches where in the rate based approach devices tend to connect in the UL to
the sub-6GHz Mcells which is opposite to the decoupling trend in previous studies.
The SINR and rate coverages are also derived where we put special emphasis on Scell
biasing in the results showing that quite high Scell bias values are possible which has
implications on the modulation and coding schemes in future networks. This work
could be extended in numerous ways including the consideration of UL power control,
indoor users and mobility in a mmWave scenario. Considering the cell load in the
rate based association is an interesting extension as well. In addition, the inclusion of
sub-6GHz small cells and allowing users to have multiple decoupled connections in the
uplink and downlink to different base stations is quite interesting and will be left for
future work.



Chapter 4

Architecture and system design of
DUDe

In the previous chapters we have provided an extensive simulation and theoretical
analysis of DUDe illustrating the substantial gains resulting from this technique. An
important question is: Can DUDe be supported in today’s 4G networks? If not, what
are the changes that need to be done to introduce the support of DUDe in 4G and
future 5G networks? This is a very crucial point to discuss as if it turns out that
substantial changes in the architecture are needed, this could be prohibitive from a
complexity or cost perspective and would limit the applicability of DUDe. In this
chapter1, we start by exploring the interoperability of DUDe with some of the most
important emerging technologies. Then we tackle the architectural aspect by exploring
the support of DUDe in 4G networks and what components are needed in 5G networks
in order to efficiently support DUDe.

4.1 Interoperability of DUDe with emerging tech-
nologies and trends

The deployment of a reliable high speed spectral efficient network needs the inclusion
of a variety of innovative features, provided that link level solutions have evolved to
near Shannon limit capacity with advanced modulation and coding schemes (MCS).
Given this, 4G and the forthcoming 5G, must offer pioneering solutions or improved
versions of earlier releases in spectrum management and cooperative communications.

1The work in this chapter is partly included in [39].
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In particular, the interoperability of DUDe with other radio access technologies can
lead to an overall improvement of these features. The reduced interference variability,
the enhanced network flexibility or the reduced transmit power are some of the
advantages that help to make the most out of the radio management techniques.

4.1.1 Inter-band Carrier Aggregation

Carrier Aggregation (CA) provides great advantages when carried out in HetNets. In
particular, the inclusion of CA in such context has been recognised as a feasible way
of providing the multi-site radio resource allocation feature that was first introduced
in Release 11 [110]. Also, CA in general (multi or same site aggregation) allows to
improve capacity by extending the available bandwidth and support for mobility and
interference management techniques.

Several studies have focused specifically on the implementation of CA in the UL
context, where power capabilities of the UEs constitute the most limiting constraint
[111, 112]. It is observed that the potential gains of CA transmissions are strongly
related to the power demanded, which essentially depends on the bandwidth allocations
and UE pathloss. Cell association determines which eNB is serving the UE, less power
is needed to transmit data when the UE is closer to its serving eNB. To assure a correct
performance of the transmission on the aggregated bands in the UL, it is crucial to
account for the UE’s maximum transmit power. In Mcell-only deployments, cell edge
UEs are less likely to transmit in CA, however in heterogeneous deployments, the
distance to the eNB is shorter given the higher cell density. In such a context, if UEs
are associated based on the DL RSRP, the UL CA transmission is going to be highly
restricted. Decoupling strategies are more lax in adopting aggregated transmissions;
mainly, this is owed to the improvement in UL power availability brought by decoupled
associations. This is important, since CA is intended to be applied in both UL and
DL, and with traditional DL received power association rules, the applicability of CA
in the UL is seriously conditioned by the lack of power availability.

4.1.2 Cooperative Multi-Point

Base station cooperation, in the form of Coordinated Multi-Point (CoMP) transmission
or reception, has gained popularity in the context of HetNets as a means to increase
the UE achievable throughput. eNBs within the same cluster communicate via back-
haul links (i.e., via the X2 interface) with the objective of minimizing the inter-cell
interference and capitalizing on the benefits of distributed antenna systems. In fact,
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interference within a cooperation cluster can be effectively cancelled [113, 114]. This
level of coordination and cooperation can be carried out in both UL and DL, and the
realization of such coordination relies strongly in the availability of sufficient backhaul
capacity, first to serve the UE in the cell cluster, and second to communicate with
other cells in the cooperation cluster. This backhaul dependency can be very limiting
in situations of high load, and in capacity limited links.

The increased flexibility provided by decoupled UL and DL associations provides
advantages when selecting UL and DL coordinated transmissions or receptions. In
particular, there is no need to have both UL and DL simultaneous connection to the
entire cooperating set of base stations and the UE could have unequal UL and DL
active links (as in the case of CA). This flexible association inside the cluster, and the
interoperability of DUDe with CoMP goes one step further towards a device-centric
network, since the UE can select independently the number and position of DL and UL
serving cells, according to several input parameters such as backhaul capacity, power
limitation, throughput maximization, among others.

4.1.3 Millimeter Waves

The ever increasing network traffic demands have lead to several trends in cellular
networks including the densification of the network and the emergence of heterogeneous
networks where small cells are playing a key role in providing capacity in hotspots
and dense urban areas. Another approach was to explore new unused frequency bands
that would help in satisfying the projected future traffic needs. Popular sub 6 GHz
frequencies are becoming scarce and would no longer be able to cope with the increasing
network traffic.

A solution to this problem is to resort to higher frequencies in the millimeter-wave
bands where a significant amount of spectrum is underutilized or completely unused.
The several GHz of available spectrum promise a spectacular increase in capacity
which qualifies millimeter-wave technologies as one of the main enablers of future 5G
networks.

In reality, millimeter-wave bands will not replace sub 6 GHz bands, at least initially,
where sub 6 GHz will still be needed to provide coverage and ubiquitous service
since millimeter-wave frequencies have poor propagation properties and are quite
sensitive to blockages. The existence of millimeter-wave networks as an overlay to
the conventional sub 6 GHz networks would require a change to the conventional
cell association techniques. DUDe is expected to play a key role in millimeter-wave
networks for several reasons.
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Recent studies on electromagnetic field exposure [115] have shown that to be com-
pliant with the applicable exposure limits at frequencies above 6 GHz, the maximum
transmit power of devices would have to be reduced by several dBs below the con-
ventional power levels in current cellular networks. This has significant implications
on the UL since the UL coverage depends on the transmit power of devices and since
mmWaves have unfavourable propagation properties a reduction in the transmit power
of devices could result in serious degradations in the link quality in the UL. A possible
solution to this problem would be to decouple the UL and DL where for some UEs
the UL will be served by sub-6GHz macro cells with a better link budget whereas the
DL would be served from the mmWave small cells. That is, while previously DUDe
was discussed in the context of associating UEs to macro cells in the DL and Scells
in the UL, for mmWaves the opposite strategy might prove useful. This aspect was
extensively explored in the theoretical analysis of Chapter 3.

In addition, mmWave small cells are expected to have a very limited coverage area
and consequently the conventional association techniques based on the DL received
power will leave the mmWave small cells very much under-utilized considering the vast
amounts of spectrum available in the millimeter-wave bands which could go beyond the
available spectrum below 6 GHz. Small cell biasing or range extension is a technique
that was introduced in LTE release 10 where effectively a cell selection bias is applied
to small cells in order to expand the coverage of small cells and improve their offloading
effect. A similar approach could be employed for millimeter-wave small cells to solve
the aforementioned problem by using aggressive range extension values to attract as
many UEs as possible in order to make use of the large spectrum chunks available at
millimeter-wave frequencies.

DUDe would play an important role in this setup as it would allow to set different
values of range extension for UL and DL in order to meet the requirements of both
links. For instance, if the UL is required to be highly reliable whereas the DL can
be less reliable but is more demanding in terms of throughput, a high value of DL
Scell range extension can be used while not applying any range extension in the UL.
Therefore DUDe would offer the flexibility to cater for the different needs for the UL
and DL in millimeter-wave scenarios.

4.1.4 Different Duplexing Techniques

DUDe can function with both FDD and TDD, with different implications from a
system level and spectrum point of view.
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TDD allows much more flexibility in trading DL and UL resources as compared to
FDD. With DUDe, it was demonstrated that fewer UL resources are needed to achieve
the same UL rate as compared to coupled operation. This could lead the way to DUDe
having a positive effect on the DL rate by allowing the DL to use more resources via
dynamic TDD.

Another benefit of TDD is the possibility of estimating the DL channel via UL
reference signals. This is quite important especially for channels with large dimension-
ality like in the case of massive MIMO. However, when DUDe is used this reciprocity is
broken as DL and UL transmissions originate and terminate at different BSs. Much of
the existing spectrum is paired FDD spectrum, therefore for these two reasons massive
MIMO may need to be supported without channel reciprocity.

In the medium to long term, DUDe along with different emerging technology trends
could lead to a rethinking of the traditional FDD/TDD paradigms. DUDe, hyper-
densification, the use of millimeter wave frequencies and highly directional antennas,
could allow for duplexing approaches over the spatial domain. For instance, the
same band could be used for two different devices located in different locations one is
receiving in the DL from a certain BS and the other is transmitting in the UL to another
BS. Effectively, assuming a spatial UL/DL coordinated scheduling mechanism which
would allow full-duplex like gains without the complicated interference cancellation
mechanisms of full-duplex. In addition, once analog/digital interference-cancellation
mechanisms are realistically realisable to support full temporal duplex, DUDe can be
beneficial as it allows a generalized decoupled access that would allow the support of a
DL and not necessarily the same UL user in the same frequency band.

4.2 The support of DUDe in 4G

4.2.1 Main existing techniques

DUDe can, depending on the deployment scenario and backhaul properties, already
be supported by the existing LTE/LTE-A specifications. Illustrated in Fig. 4.1, three
specific embodiments are discussed below.

Centralized Processing: in a deployment scenario with multiple radio units with
a different cell-ID connected to a centralized node (like in the case of a Centralized Radio
Access Network C-RAN), DUDe is possible in LTE-A without additional standardization
support (see Fig.4.1a). The BS used for downlink transmission to a specific UE
is selected using conventional means, typically based on downlink signal strength
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measurements. Uplink transmissions are received by one, or if macro diversity is
desirable, multiple radio units as the specifications do not mandate the reception
node. Uplink decoding could either be performed at the radio unit (or at the set of
radio units) or sampled analog data could be forwarded to the centralized unit via a
Common Public Radio Interface (CPRI) interface for further processing. Uplink-related
control signalling (including e.g. hybrid Automatic Repeat Request (ARQ) and power
control commands) needs to be transmitted from the downlink node. In the same
way, downlink-related control signalling from the terminal needs to be received by the
uplink node and forwarded to the downlink node over the infrastructure.

Shared Cell-ID: An interesting extension of the approach described above is
the so-called shared cell-ID approach [116] (see Fig. 4.1b), where radio units all
belong to the same cell (i.e. have the same cell-ID). Here, Channel State Information
(CSI) enhancements and quasi-co-location mechanisms introduced in Release 11 as
part of the CoMP work are used to rapidly, independently and, from a terminal
perspective, transparently switch transmission and reception points for a given terminal.
This is a step away from the traditional cell-oriented paradigm towards viewing
the antenna points as resources to be used in the best possible way to maximize
performance. Furthermore, node association and mobility are handled via proprietary
(non-standardized) solutions, transparent to the mobile terminal, and providing better
mobility robustness in dense networks compared to methods relying on UE-centric
measurements. Although conceptually straightforward, both centralized processing
and shared-ID approaches require a fairly low-latency backhaul to meet the timing
requirements (e.g. to send hybrid-HARQ messages). In a practical LTE-A rollout, the
deployment is thus limited to remote radio units connected to a centralized baseband
processing node.

Dual connectivity: While the two solutions described above require a very low-
latency backhaul, usually achieved via connecting radio units to the same central unit,
DUDe can also be implemented with a less ideal backhaul. Dual Connectivity, an
extension first introduced in Release 12, allows for a terminal to be simultaneously
connected to two cells and can be used for DUDe (Fig. 4.1c). We note that in Release
12, DUDe using dual connectivity is limited to inter-frequency deployments, i.e. to
deployments where the two cells transmit over different frequency bands; nevertheless,
later releases may add support for intra-frequency band deployments. The two cells
operate separately, handling their own scheduling and control signaling (e.g. H-ARQ
message) and thereby significantly relaxing the backhaul requirements compared to the
centralized baseband approach and enabling the standardized X2 interface to be used
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Fig. 4.1 The three discussed embodiments of DUDe are: (a) centralized processing
unit; (b) shared cell-ID; and (c) the dual connectivity option.

for inter-BS communication. This solution has advantages and disadvantages. On one
hand, a low latency backhaul connection for the signaling is not needed. On the other
hand, mobility must be handled using standardized mechanisms and the possibilities
for proprietary optimization are limited.

In the following subsection we provide a detailed architectural description of the
above solutions with an emphasis on messaging flows and latencies in each option.

4.2.2 Architectural details of the available solutions

The access network configuration presents several challenges to enable the use of de-
coupled connections, while maintaining interference and energy efficiency at reasonable
levels. Holding more than one UL connection is less power efficient for users that are
placed near the cell edge, which are the ones more likely for decoupling [117, 118];
also, the use of one carrier to exclusively transmit control signals will lead to poor
spectral efficiency. In particular, the most challenging part of devising architectures
that support DUDe is that an increased amount of control information needs to be
signalled back to the corresponding serving cell.

3GPP has proposed several architectural alternatives for DL dual connectivity and
the architecture needed to support the U-Plane aggregation from different eNBs is
expected to be very similar to those proposed for dual connectivity, based on the
bearer split concept [10]. Alternatively, those architectures that enable a full UL and
DL decoupling should support a feasible cooperation among both serving cells while
not jeopardising the improvements in the UL in terms of reliability and capacity. To
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achieve this it is necessary to assure the delivery of layer 1 and layer 2 control signals
while maintaining the RAN latency requirements.

Network Procedures

When a UE accesses the system and associates with an eNB, a radio resource control
connection is set up. The RRC is the protocol that handles all the control plane
signalling of Layer 3 between the UE and the EUTRAN. Among the different tasks,
the RRC is in charge of the connection configuration, radio bearer establishment and
release, mobility procedures and configuration of power control mechanisms. The
amount of resources the RRC consumes dynamically changes, depending on the cell
traffic type, number of UEs being served and the connection timers, short timer values
generate high RRC signalling overhead whereas high timer values result in poor use of
idle mode [119].

Layer 1 and layer 2 control channels are crucial to support the user plane data
transmission. PDCCH and PUCCH physical control channels are in charge of delivering
information related to the active transmission, such as the scheduling decisions or the
acknowledgements of the transmitted information, and the channel state information
to perform accurate link adaptation. In particular, RAN control signals that are of
paramount importance to handle scheduling and other MAC layer procedures are:

• Control information carried in the PUCCH: DL CQI, buffer status reports,
scheduling requests and power headroom reports.

• Downlink control information (DCI) carried in the PDCCH in charge of indicating,
among others, both UL and DL physical resource blocks for transmission (UL-
SCH and DL-SCH), as well as link adaptation forms and transmit power for the
UL.

• Downlink HARQ acknowledgment messages carried in the Physical Hybrid-ARQ
Indicator Channel (PHICH).

• RRC messages that configure the UE connection and release, as well as the
PUCCH position and resources and SRSs for UL channel state information
configuration.

Among all these control information, the one most stringent in terms of latency
requirement is the HARQ RTT, which is approximately 8 ms, considering information
processing at both sides and frame transmission. The HARQ in the UL follows a
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synchronous process: with a periodicity of 8 sub-frames the same HARQ id process
is used, and no explicit information is exchanged about the process id. This means
that there is a strict relation among the sub-frame number and the HARQ process id,
which results in strong delays if one of the acknowledgements cannot be sent in the
corresponding sub-frame. The architecture that enables the use of DUDe shall be the
one that minimizes delay in the acknowledgment synchronization process and assures
that the RAN RTT is maintained.

DUDe with Assisting Connections

The use of supporting UL and DL connections in order to transmit the control signals
is an immediate solution to feasibly implement DUDe. The terminal is connected to
both cells and aggregates the data flows; in such a way, all signalling layer 1/layer 2
and RRC can be handled locally. Architecture alternatives in this line where presented
in [120].

A simple way to support this is with the use of CA, where each carrier component
is configured separately to carry a shared and a control channel, this configuration is
shown in Figure 4.2. This solution allows to keep the RAN latency at desired levels
since no further delay is sensibly introduced. However, potential disadvantages of this
configuration are: first, having two simultaneous UL connections can seriously jeopardise
the UL performance in terms of UE energy efficiency. Second, this configuration does
not maximize capacity over the available spectrum, since one component carrier is
exclusively used to handle control information.

User Plane Bearer Split for DUDe

Latest releases of LTE-A (Release 12 and 13) consider new architecture alternatives for
dual connectivity, with the introduction of the novel bearer split concept, an alternative
that eases having two simultaneous transmissions in different eNBs, a Mcell and a Scell
for instance [10]. On the other hand, the UL feasibility of adopting the bearer split can
be argued in terms of power consumption, and UL data should be either transmitted
directly to the Mcell, or forwarded to the Mcell by the Scell [117].

Based on this, in a DUDe context, assisting PUSCH or PUCCH connections may
not be carried out in the Mcell; and PDSCH and PDCCH connections may not be
carried out in the Scell. Having no control information being signaled back to the
corresponding serving cell through the user interface (i.e., using supporting UL and
DL connections), the delivery of layer 1 and layer 2 signaling and RRC relies on the
the non ideal backhaul connection, the X2 interface, between both serving cells.
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Fig. 4.2 Protocol stack information flow for radio bearer managed at SGW

Following the LTE architecture of distributed cells and using the bearer split concept
two possible solutions arise for the decoupling:

1. The radio bearer is managed at the serving gateway (SGW), and the DL flows
through the S1 from the SGW to the Mcell and the UL flows through the S1 to the
SGW from Scell. This option has reduced flow control among both serving eNBs,
since only part of the control signals, for example HARQ acknowledgements,
needs to be forwarded through the X2. Figure 4.2 shows a diagram of the
information flow for DL and UL.

2. The Radio bearer is managed at the Mcell, so the configuration is the master/slave
MAC for UL and DL control feedback. This means that real-time MAC PDUs
need to be forwarded to the corresponding eNB via the X2 backhaul interface,
while respecting the 8 ms HARQ round trip time requirement. Master/slave
configuration is for UL and DL, and the processing of each MAC PDU is done
on the corresponding cell. Figure 4.3 shows a diagram of the information flow
for DL and UL.

Both configurations allow to maximize the spectrum usage since all carriers can
be configured for U-Plane information transmission. Current heterogeneous networks
pose a big challenge to meet the RAN RTT fixed by the HARQ process, since delays
that range from 5 ms to 30 ms are expected in the X2 interface [10].
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Similar to what it had been done in the user plane, the control plane that enables
the full DUDe is analysed based on the RRC protocol architecture presented in [10]
for dual connectivity. Two alternatives have been presented:

• based on prior negotiation of parameters between Scell and Mcell, the Mcell
generates the final RRC message, this alternative is good as only one RRC
connection is being active, but requires an assisting UL connection with the
Mcell;

• in this case, the RRC message is built by the Scell based on input parameters
provided by the Mcell, this solution adds complexity in the UE side as it needs
to handle parallel RRC procedures [121].

In light of this, to completely decouple UL and DL poses a huge effort in the RRC
connection.

Centralized solution

Previous architectural solutions present limitations in terms of spectrum usage, power
efficiency and meeting latency requirements. If both eNBs, Mcell and Scell, are able to
share the same BBU, then complete DUDe can be handled, and mitigates most of the
drawbacks presented hitherto. The concept under the BBU sharing is the centralized
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based architecture, also known as C-RAN, which breaks the static relationship between
BBU and RRH, and each RRH does not necessarily needs to be mapped with one
specific BBU. In particular, the radio signals from/to a RRH can be processed by a
virtual eNB, which facilitates enhanced real-time cooperation among them. Given this,
virtualization technology (network function virtualization, NFV) will maximize the
flexibility in the RAN network allowing different levels of coordinated transmissions,
or separated associations. Figure 4.4 shows the C-RAN architecture for DUDe.

The C-RAN architecture needs to use a new fronthaul interface that allows the
communication among the RRH and the BBU, which can potentially increase the RAN
latency. Different protocol functional split options can be recognised which variate the
delays and capacity requirements over the fronthaul interface [122–124]. There is a
benefit in locating part of the signal processing functions near the RRH, the bandwidth
and latency requirements are brought to a level that can be fulfilled by cost-effective
transport networks (i.e, dark fiber, wireless or other technologies) and at the same
time enable the possibility of having enhanced cooperative radio resource management
procedures. Realistic fronthaul delays can range from 250µs to 4 ms [122].

When the DL serving RRH and the UL serving RRH share the same BBU, one
RRC connection is held. To assume this situation the BBU has one single physical cell
identifier (PCI).
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4.3 The support of DUDe in 5G

The next few years will witness a surge in research and development on the different
areas of 5G. The ITU and 3GPP are ramping up their activities on requirements and
standardization of 5G where 5G is expected to be rolled out commercially by the early
2020’s. In addition, there is an increasing consensus about the main requirements
of 5G regarding capacity and latency as well as the key technical features of 5G,
including ultra base station densification, massive MIMO, millimeter wave frequencies
and possibly a "cell-less" architecture [125, 9].

With this view of 5G, does the new 5G standard need to include extra features to
natively support DUDe?

An important question to answer is whether a simple evolution of current 3GPP
architecture design would be able to efficiently support DUDe in future heterogeneous
5G deployments. In the previous subsections, a discussion was undertaken on how the
LTE-A architecture already supports an implementation of DUDe when different BSs
are linked via fiber to the same baseband unit, it was also discussed how the support of
DUDe in 4G could be limited to different frequencies in the case of carrier aggregation
or dual connectivity. Intuitively, any future 5G releases in 3GPP should allow for
same-frequency dual connectivity, which despite having implications on resource and
interference management is not considered to be a major upgrade.

Another issue to address is to ensure proper encryption of all data and control
channels, specially when communication via the X2 interface is used between BSs.
In LTE, each BS can support tens of IP Security (IPSec) tunnels. However, the
management of security via IPsec is so problematic that operators tend to deploy only
a few IPsec gateways per country where most of the gateways are deployed near the
SGW. This means that traffic that logically goes via the X2 is actually routed via the
SGW which adds a lot of delay that renders the DUDe operation rather inefficient.
Whilst, LTE-A has more IPSec gateways deployed closer to the mobile edge, 5G
architecture designs need to consider efficient encryption of the X2 traffic to reduce
the extra latency in 4G.

In addition, some integration work is needed for some emerging techniques that
have proved efficient for coupled systems. The integration of DUDe with decoupled
Control/Data planes and License Assisted Access (LAA) will require some architecture
changes. Self-organizing networking (SON) will also be instrumental in managing and
coordinating the increased degrees of freedom introduced by DUDe.

Given, the above discussion, it can be concluded that a native support of DUDe
does not require major design changes in 5G from an architectural perspective.
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4.4 DUDe in higher layers

In this section, the main focus is on the transport layer and in particular on the TCP,
given that is the prominently used transport layer protocol to achieve reliable end-to-
end data transfer in IP based networks. Despite the fact that TCP has been initially
designed for elastic applications it is currently commonly used in various popular
streaming applications. It is worthwhile noting that Real Media and Windows Media,
the two dominant streaming media applications, both are based on TCP streaming. In
this section we briefly try to address the support available at the TCP level to enable
DL/UL decoupling.

One of the challenges facing DUDe architecture is the possibility of having multiple
TCP flows, that can handle the separate DL and UL connections. One of the major
existing efforts in the Internet is the MultiPath TCP (MPTCP) [126]. MPTCP enables
TCP to present a regular TCP interface to applications, while several IP interfaces
are used simultaneously. In other words, data communication of a flow is spread over
multiple subflows. The MPTCP connections begin regularly, and if there are extra
paths available, additional TCP sessions, termed subflows, are created on these paths,
and are combined with the existing session, which continues to appear as a single
connection to the applications at both ends. Therefore MPTCP will allow for possibility
of switching between coupled and decoupled DL/UL for different traffic flows. While
MPTCP could be a great enabler for DUDe architecture, the challenge here is the
availability of two different IP addresses. In other words, MPTCP can only be used to
handle the DL and UL, if the UE is multihomed. Example of other efforts in running
multiple and parallel TCP flows include MulTCP [127], which behaves as if it was a
collection of multiple virtual TCP connections. Such initiative in the Internet domain
are often for increasing data rate and better utilization of the end-to-end bandwidth.

4.5 Summary

In this chapter we tackled the architecture considerations of DUDe in 4G and 5G. We
started by studying the interoperability of DUDe with several emerging techniques
such as carrier aggregation, cooperative transmission, millimeter waves and different
duplexing techniques. We then looked into how DUDe can be supported in existing LTE
networks using centralized processing, the shared cell-ID concept and dual connectivity
as main candidates and we delved into architectural details of each of these solutions.
Subsequently, the support of DUDe in 5G was discussed highlighting the main limita-
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tions of current 4G networks and reaching the conclusion that no fundamental changes
to existing networks are needed for DUDe to be supported. Finally, we discussed the
challenges facing DUDe in higher layers and mainly on the transport layer where we
discussed different TCP techniques.



Chapter 5

Optimizing cell association and
resource allocation in
Device-to-Device communication

Until this point in the thesis, we have studied Downlink and Uplink Decoupling as one
of the main constituents of the device centric architecture in 5G. We now shift our
attention to another component in this 5G architecture vision which is Device-to-Device
(D2D) communications 1. D2D allows to exchange data through a direct link between
two collocated UEs without the need to go through the network infrastructure in the
conventional way. D2D fits very well in the device centric picture as the concept focuses
more on relaying data between UEs in the most efficient way possible which is the
core idea of our thesis. In the following sections we will study the cell association and
resource management in a D2D enabled cellular network.

5.1 Overview of Device-to-Device communications

The exponentially increased demand for higher data rates and the emergence of
data intensive applications along with the spectrum crunch have lead the research
community to look for innovative paradigms to revolutionize the traditional cellular
communications. D2D communications is one of these components and is the focus of
this chapter.

D2D communications in cellular networks is defined as the direct communication
between two mobile devices without the need for the data to be routed through the

1The work in this chapter was partly published in [128, 129].
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Fig. 5.1 Different D2D applications.

cellular infrastructure as it would normally need to in conventional cellular communica-
tions. D2D is not necessarily transparent to the cellular network and it can happen on
cellular spectrum (inband) or in unlicensed spectrum (outband). In traditional cellular
networks all communications must go through the cellular infrastructure even for UEs
that are in proximity or collocated in the same geographical area. This traditional
approach could be well suited for low data rate services such as voice and text messages
where UEs are not close enough to have a direct communication. However, in today’s
networks UEs use high data rate services such as video sharing, gaming, proximity
based social networking and many more where, if the UEs are close enough, the
conventional way of communication is not efficient. Instead, these UEs could directly
communicate in a D2D fashion which would result in a higher spectral efficiency and
potentially improve throughput, energy efficiency and delay [130].

In academic research D2D was first introduced in [131] as a way to enable multi-hop
relay communication in cellular networks. D2D was then extensively studied in the
literature in terms of improving spectral efficiency [132], multi-casting [133], peer-to-
peer [134], video streaming [135] and many more applications. The different D2D
applications are summarized in Fig. 5.1.

In addition to academia, 3GPP has also investigated D2D communications for
Proximity Services (ProSe). In particular, this use case in LTE has been studied in
[136] and the required architecture requirements to support this use case was explored
in [14]. D2D is limited in Release 12 to broadcast based sublic safety services but will
be extended to cover more use cases in Release 13 and 14.

Fig. 5.2 illustrates the different modes in which D2D can operate in terms of
spectrum. In Inband mode, D2D communication takes part in the licensed cellular
spectrum. The motivation behind choosing inband communications is mostly related
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to the fact that cellular spectrum is highly controlled in terms of interference and
scheduling. Interference in unlicensed bands is not controlled which could impose some
QoS challenges. Inband communication can be further divided into underlay and overlay
communication. In underlay D2D communication, cellular and D2D communications
share the same radio resources, i.e. that D2D UEs can reuse the already occupied
cellular spectrum. This approach has the advantage of higher spectral efficiency since
resources are reused instead of being blocked for a certain link. on the other hand, this
approach results in higher interference between D2D and cellular UEs since UEs reusing
the same resources are in the same cell, therefore tight interference coordination is
required to reduce the interference effect. The second type of inband communications is
overlay where D2D and cellular communications take part in dedicated non-overlapping
resources. The advantage of this approach is the reduced interference effect between
D2D and cellular UEs whereas the disadvantage lies in the low spectral efficiency as
some resources are blocked for exclusive use by the D2D UEs.

The second type of spectrum usage shown in Fig. 5.2 is the outband D2D commu-
nication. The motivation behind using outband is to eliminate the interference issue
between cellular and D2D communication. Using unlicensed spectrum usually requires
different interfaces or wireless technologies such as WiFi Direct [137], ZigBee [138] or
bluetooth [139]. In addition, the use of unlicensed spectrum in outband mode results
in the D2D communication taking part in an uncontrollable environment which could
be a problem in terms of QoS and reliability.

In this chapter we focus on inband D2D communication. In Sec. 5.2 we study
D2D cell association in overlay mode where we use the decoupled uplink and downlink
feature as an extra degree of freedom. In Sec. 5.3 we solve the resource allocation
problem for D2D and cellular communication links in underlay mode using Bio-inspired
Genetic Algorithms (GAs).

5.2 Decoupled cell association in D2D

5.2.1 Introduction

The ever increasing cellular network traffic has led to a shift from single-tier homo-
geneous networks to multi-tier heterogeneous networks (HetNets) in an attempt to
increase the network capacity in hotspots in an efficient and scalable way. The Het-
Net solution helps in improving the capacity of cellular networks and bringing the
network closer to the user equipments (UEs). Device-to-Device (D2D) communication
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Fig. 5.2 Different D2D spectrum allocations.

introduces similar benefits arising from the proximity of UEs to each others that is
exploited by enabling direct communication between UEs without the need for the
data to be routed via the fixed infrastructure network [140].

Until the fourth generation of cellular networks, cell association has been based on
the downlink (DL) received signal power only. It was shown in [141] that associating
both uplink (UL) and DL based on the DL received power in a HetNet is highly
suboptimal and that the decoupling of both UL and DL results in substantial gains
in the UL. D2D UEs are expected to have cellular and direct D2D communications
in subsequent time instants or subframes. Therefore, D2D cell association needs
to take the nature of cellular transmission into account. As per 3GPP [142], D2D
communication will take place in the UL licensed band which makes the decoupled
association strategy very relevant to the D2D cell association problem. To the best of
our knowledge, cell association has been extensively studied in macro-cellular systems,
but only recently in heterogeneous networks [143]. However, D2D-aware cell association
is still an open issue for research and needs to be well investigated [144].

The aim of this proposal is to study the different cell association (CAS) strategies
for inband D2D communications in a heterogeneous network. D2D technology is
expected to yield numerous overall benefits that mainly arise from the proximity gain
they offer. Therefore, meticulous enhancements need to be included that will make
full use of its merits. We focus on the inband overlay communication where D2D
and cellular communications take part in the licensed frequency band and there is no
overlap in resource block (RB) usage between D2D and cellular communication. The
contribution of this work is the optimization of D2D-based cell association using the
decoupled UL and DL association concept developed in prior art [33]. To this end,
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Fig. 5.3 Considered cell association scenarios: (a) Joint-Coupled, (b) Joint-Decoupled,
(c) Disjoint-Decoupled.

integer linear programming (ILP) optimization tools are applied to introduce efficient
D2D cell association that aims at minimizing the interference caused by D2D devices
onto cellular communications as well as improve the efficiency of D2D resources usage.

Considering the D2D communication paradigm, the interference management among
D2D and cellular transmissions in inband is very challenging. Furthermore, commonly
applied power control and interference management solutions within the literature
usually resort to high complexity resource allocation methods, as stated in [130]. D2D
and decoupled uplink and downlink have been identified as main building blocks of
future 5G networks in [9]. To this end, effective interference limitation with respect to
resource utilization needs to be devised in order to improve the overall network welfare.

5.2.2 Problem Description

The principle aim of this section is to firstly give a glimpse of the investigated cell
association techniques and then dive into detailed analysis of their realization. Abiding
by the milestones of LTE Release 12 and the prospective integration of D2D notion as
a technological component to current and emerging networks, we present a number of
general design assumptions according to up-to-date standardization working documents
[142]:

• D2D connections will utilize the uplink (UL) resources.

• The inband scenario of D2D communications is taken into consideration, where
the interference from D2D devices onto cellular links in a neighbouring cell (either
Macro-eNB (MeNB) or Small-eNB (SeNB)) could be substantial.

• The transmit power of D2D devices will be controlled by the serving cell (MeNB
or SeNB) based on fractional path-loss compensation power control [145] as done
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with cellular users. Formally speaking, the transmit power of a D2D device u
associated with BS b is given by

P lu
t = min{PMax, 10 log10(M) + P0 + αLblu}, (5.1)

where PMax is the maximum transmit power of the device, M is the number of
physical resource blocks (PRB) assigned to the device, P0 is a normalized power
value (in dB), α is the pathloss compensation factor and Lblu is the pathloss
between the device u of link l and its serving cell b.

As mentioned in the previous section, D2D-based cell association algorithms need
to consider the fact that D2D devices can have subsequent cellular and direct D2D
transmissions in adjacent subframes to satisfy their communication needs. According
to the current trend, a UE is primarily connected to a BS that provides the highest
DL received power. However, the decoupled UL and DL association proposed in [33]
has shown substantial gains by allowing users to choose different cells in the UL and
DL considering a cellular heterogeneous network.

This idea constitutes the basis of this paper where it will be shown that the same
concept is applicable to D2D-centric association as well. For the different cell association
techniques that will be analysed, interference is the main validation criterion as it
results from the ongoing cells’ densification [146].

In the upcoming subsections, we provide an ILP optimization framework based on
the different association policies by taking into account the notion of decoupling and
the ability of the devices of a D2D pair to connect to different serving cells. Without
loss of generality, unicast D2D connections are assumed. We will further compare these
strategies in terms of transmit power efficiency, resource utilization and interference
metrics. The considered cases are listed below.

• Joint-Coupled (JC): The baseline case where devices of the same D2D pair are
only allowed to connect to one cell (Joint). Furthermore, the D2D devices have
the same UL and DL serving cell based on the DL received power (Coupled).

• Joint-Decoupled (JD): The devices of a D2D pair connect to the same serving
cell but the UL and DL associations are decoupled where the UL serving cell is
the one that minimizes the UL interference to cellular communication.

• Disjoint-Decoupled (DD): The devices of a D2D pair are allowed to connect to
different serving cells with the same association technique as the Joint-Decoupled
case.



5.2 Decoupled cell association in D2D 141

• Hybrid-Decoupled (HD): In this case we combine both the Joint-Decoupled
and the Disjoint-Decoupled cases to strike a balance between minimizing the
interference and the resource usage.

Considering the three last cases, we allow D2D UEs to be associated with different
serving cells in the UL (decoupled access) based on the minimum UL interference
metric. For the rest of this subsection we will focus on the UL association optimization
for the involved D2D UEs. To this end, before we detail the applied optimization
framework, we need to define the set of deployed BSs as B (including both MeNBs
and SeNBs), the set of randomly distributed D2D links L, and lastly, U is the set of
UEs that constitute these links.

Joint-Coupled CAS

In this scheme we assume that D2D UEs that constitute a link are associated with the
same BS according to DL received power estimations. This approach is the baseline
method as it is the technique used in LTE. However, the interference exerted by the
D2D UEs that follow this association method can cause harmful effects on the cellular
links, as clearly illustrated in Fig. 5.3a. In this figure, D2D 2 and D2D 3, both
associated (coupled) with the related MeNB can severely interfere with the proximate
SeNB UEs active transmissions.

Joint-Decoupled CAS

This scheme is realized by associating the D2D links in the UL with the BS minimizing
the link’s UL interference. Fig. 5.3b represents this case. In this scenario D2D 3 is
served in the UL by the SeNB which results in the reduction of the transmit power
of D2D 3 as the couple is closer to the SeNB. However due to the joint association
constraint, D2D 2 is still associated to the MeNB.

Applied in the authors’ prior work [144], we extend the cell association optimization
logic for D2D links, where the paired devices are both connected to the same serving
BS [147]. For this reason, we define the following binary decision variable

ybl =

1, if D2D link l is associated with BS b

0, otherwise.
(5.2)

Further, in order to view the problem of interference minimization caused by D2D
UEs’ potential transmissions, we need to define as Ibl = mean

{
Iblu1 , Iblu2

}
the average
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of the maximum interference generated by the two paired devices (u1 and u2 of link
l) which are both associated with BS b. The corresponding interference term for a
D2D device u of link l is given by Iblu = max(P lu

t GB′lu) where GB′lu is the matrix
of link gains between user u and all BSs that belong to the set B′ = B − b. Herein,
P lu
t accounts for the transmission power of the UE u of link l according to (5.1) and

depends on its associated BS.
The interference-based optimization problem can be then formulated as follows

min
∑
b∈B

∑
l∈L

Iblybl (5.3)

s.t.
∑
b∈B

ybl = 1, ∀l ∈ L (5.3a)∑
l∈L

ybl ≤ Kb, ∀b ∈ B (5.3b)

ybl ∈ {0, 1}, ∀b ∈ B, l ∈ L (5.3c)

where constraint (5.3a) requires the sole association of a D2D link l to BS b, and (5.3b)
provides an upper bound of the number of user links that can be associated with every
BS b. The difference of this scheme compared to the Joint-Coupled baseline strategy is
the decoupling of DL and UL for the D2D links located in the topology. Intuitively,
but as also proven in the sequel, this method is very efficient in terms of resource
utilization by blocking (utilizing) one RB only from its associated BS that controls
the D2D transmission. On the other hand, this method lacks intelligence in terms
of interference controllability as it associates both devices of a D2D link to one BS
without giving the flexibility for separate association of the nodes that could be less
harmful.

Disjoint-Decoupled CAS

In this decoupled D2D scenario the paired devices can be also connected to different
serving cells as shown in Fig. 5.3c. We anticipate that, in terms of interference, this is
a very efficient strategy as every device connects to its closest serving BS. However,
this scheme is not efficient in terms of resource usage, simply because if the devices of
a D2D pair are connected to two different BSs, the resources used by these devices
have to be allocated (blocked) for the D2D connection in both cells as opposed to
the case when both devices are served by the same BS where the resources will be
allocated (blocked) only in one cell. Therefore this scheme is interference optimal
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but it uses twice as much resources as the Joint schemes. To this end, we provide an
optimization setting that aims to minimize the introduced interference caused by the
D2D transmissions.

First, we consider the following binary decision variable that indicates each UE’s
association with a BS

yblu =

1, if user u of link l associates with BS b

0, otherwise.
(5.4)

where b ∈ B, l ∈ L, and u ∈ U . Additionally, each link l constitutes a direct link
between two proximate devices (i.e. D2D devices u1 and u2) that, as already mentioned,
can be either both associated with a serving BS [144] or disjointly (loosely) connected
with two separate BSs.

Therefore, the interference minimization problem for the disjoint decoupled D2D
cell association can be set as follows

min
∑
b∈B

∑
l∈L

∑
u∈U

Ibluyblu (5.5)

s.t.
∑
b∈B

yblu = 1, ∀l ∈ L, u ∈ U (5.5a)∑
l∈L

∑
u∈U

yblu ≤ Kb, ∀b ∈ B (5.5b)

yblu ∈ {0, 1}, ∀b ∈ B, l ∈ L, u ∈ U (5.5c)

where Iblu is the maximum interference generated by user device u of D2D link l if
associated with BS b; its power part is again estimated according to (5.1).

Hybrid-Decoupled CAS

In this case, we propose an interference-aware optimization problem with an objective
to achieve resource usage efficiency. An effective and controllable resource utilization on
top of an interference-aware method may well entail in balanced interference mitigation
and resource efficiency impact. The Disjoint-Decoupled approach might be optimal in
terms of interference but it is not efficient in terms of resource usage. On the other
hand, the Joint-Decoupled approach is optimal in the sense of resource usage but lacks
of satisfactory interference performance compared to the two methods mentioned above.
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Hence, the Hybrid-Decoupled problem tries to strike the balance between interference
and resource utilization.

In order to realize this hybrid problem, an additional decision variable needs to be
defined that will act as an indication of joint association for two devices that construct
a D2D pair. This can be written as follows

zbl =

1, if link l associates with BS b

0, otherwise.
(5.6)

Therefore, we propose a resource usage optimization problem that considers interference
and formulate it as follows

max
∑
b∈B

∑
l∈L

zbl (5.7)

s.t.
∑
b∈B

yblu = 1, ∀l ∈ L, u ∈ U (5.7a)∑
l∈L

∑
u∈U

yblu ≤ Kb, ∀b ∈ B (5.7b)∑
u∈U

Ibluzbl ≤ Ith, ∀b ∈ B, l ∈ L (5.7c)

2zbl ≤
∑
u

yblu, ∀b ∈ B, l ∈ L (5.7d)∑
b∈B

zbl ≤ 1, ∀l ∈ L (5.7e)

yblu, zbl ∈ {0, 1}, ∀b ∈ B, l ∈ L, u ∈ U (5.7f)

As shown, the main objective is the maximization of the number of joint connections
for the distributed D2D paired devices with respect to interference. Constraints (5.7a)
and (5.7b) are defined as in problem (5.5). In (5.7c), a threshold that constrains the
levels of interference if the devices of a link are jointly connected to a BS is added.
This threshold can act as a weighting factor to decide if the focus of the algorithm
should be interference (low Ith) or resource efficiency (high Ith). For this constraint, we
limit the search to the n closest BSs to reduce the search space and consequently the
complexity and size of the inequality matrix. Furthermore, constraint (5.7d) indicates
that only if both devices of a link l will be associated with the same BS b, the value
of zbl variable equals to one (joint case). Lastly, (5.7e) stands for the restriction that
each link’s users can be associated with only one BS in the case of joint connection
(zbl = 1). Differently, they are disjointly connected to two separate BSs (zbl = 0).
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Fig. 5.4 Vodafone Small cell LTE test network.

5.2.3 Simulation setup

As deployment setup, we use the Vodafone LTE small cell test bed network deployment
shown in Fig. 5.4. The test network covers an area of approximately one square
kilometre and includes two Macro sites and 21 SeNBs represented by the black shapes
and red dots respectively. We use this existing test bed to simulate a relatively dense
HetNet scenario. The propagation model is based on a high resolution 3D ray tracing
pathloss prediction model. This model takes into account clutter, terrain and building
data and it guarantees a realistic and accurate propagation model. The user distribution
is based on real traffic data extracted from the live network. We assume an inband
operation of D2D where D2D UEs use the same UL frequency band assigned for cellular
transmission. However, D2D and cellular UEs are scheduled on different resources
which is termed as ’overlay’ operation in the literature. The results are based on Monte
Carlo simulations where the results are averaged over 100 simulation runs.

The operating frequency is 2.6 GHz. The maximum transmit powers of Mcells, Scells
and UEs are 46, 30 and 23 dBm respectively. The fractional pathloss compensation
power control algorithm in (5.1) is assumed with P0 = −90 dBm and α = 0.8. An
average number of links of 336 is considered. Ith is set to -130 dB. The next section
features a set of results evaluating the proposed cell association methodologies proposed
in Section 5.2.2. Finally, we assume that each D2D pair is allocated one resource block
(RB) per base station.

5.2.4 Simulation results

In this section, a set of numerical evaluations is presented to investigate the proposed
optimization schemes. Fig. 5.5 shows the mean UL interference exerted by the D2D
UEs onto cellular UL transmission against the D2D link length. The interference
values are normalized relative to the DD case to show the different interference levels
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Fig. 5.5 Mean UL interference from D2D devices onto cellular transmissions.

compared to this interference optimal scheme. The JC and JD schemes show an
increasing interference trend with the link length where the interference levels are
around 3 dB (twice) and almost 6 dB (4 times) more than the DD scheme at 100 m
and 150 m link length respectively. This is logical as the more the link length increases
the more suboptimal the joint association schemes are as forcing distant devices to
connect to the same BS results in a higher transmit power of these devices and a higher
interference to neighbouring cells. The HD scheme introduces a trade-off between
the Joint and DD schemes as it maintains an almost constant interference level that
is around 1 dB higher than the DD scheme. This is due to the intelligence in the
HD scheme that allows it to jointly/dis-jointly allocate D2D pairs depending on the
interference level.

As explained earlier, if a D2D pair is served by one BS it is assumed to use only
one RB over the whole network as this resource is reserved for this D2D pair in this
BS only. However, if the devices of a pair are associated to different BSs then it is
assumed that this pair is using two RBs over all the network since one RB has to
be allocated for that pair in both BSs. Fig. 5.6 illustrates the average D2D resource
usage per BS against the link length. The figure shows a constant resource usage for
the JC and JD association schemes. This trend can be explained by the fact that the
D2D pairs are jointly associated to the same BS regardless of the link length. Hence
each D2D link uses 1 RB independent of the link length. However, the DD scheme
shows an increasing RB usage with the link length. This can be explained by the fact
that the probability of disjoint association increases with the link length and so as
the D2D resource usage in the whole network since the disjoint D2D link uses twice
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Fig. 5.6 Mean resource utilization for D2D per base station.

as much RBs as the joint one. The HD scheme -again- offers a compromise between
the joint and disjoint schemes as the main scope of the optimization problem is to
improve the resource usage efficiency with a constraint on the interference. The HD
method achieves a reduction of resource usage of about 45% at 150 m link length
compared to DD. Thus, it can be noted that the HD scheme offers a trade-off between
the UL interference and resource efficiency which can be controlled by setting the Ith
accordingly.

The cumulative distribution function (CDF) of the D2D UEs transmit power is
shown in Fig. 5.7. The figure shows that the JC and DD schemes have the highest and
lowest transmit power distributions with a difference of more than 5 dB at 50% of the
CDF which increases the higher the transmit power is. The HD has a distribution that
fits mid-way between the JC and JD distribution and that gets closer to the DD the
higher the transmit power is. This shows that the HD scheme can result in a reduction
of transmit power that varies between 3-5 dBs which is deemed crucial for battery
powered devices.

In the next section we look at the resource management problem in D2D and try
to solve it using Bio-inspired genetic algorithms.
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5.3 Resource allocation in D2D using genetic algo-
rithms

5.3.1 Introduction

D2D communication has proven to be an attractive solution for the surging cellular
traffic increase and scarcity of spectrum in cellular networks by taking advantage of the
proximity of UEs to each other. D2D enables the establishment a direct communication
link between UEs in proximity without the need to route the data in the conventional
way through the network infrastructure [140]. D2D communication is considered to be
an enabler for a large number of proximity based applications such as public safety,
peer-to-peer communication, local advertisement, multi-player gaming and many more.

D2D communication as an underlay in cellular networks allows the reuse of the
spectrum assigned for cellular communications. D2D also allows the offloading of
cellular traffic and enables more reliable and high throughput links between users in
close proximity. For this reason, and following the prediction for network densification
in future 5G networks, D2D is expected to play a crucial role in spectrum and resource
management since in several cases the number of D2D connections can be very high
and the resources would need to be carefully managed. However, some challenges that
D2D communication faces need to be addressed in order to get the full benefit of this
technology. initially, the potential D2D UEs may not be in close proximity which may
render the establishment of a reliable connection between the D2D UEs challenging. In
addition, the high spectral efficiency of underlay operation comes at the price of high



5.3 Resource allocation in D2D using genetic algorithms 149

levels of interference to and from cellular UEs (CUEs) which could affect the quality of
service (QoS) of D2D as well as cellular transmission.

Related work

Bio-inspired genetic algorithms (GAs) [148] have emerged as a popular approach in
solving resource allocation problems in wireless networks [149–151] owing to their
versatility, scalability and computational simplicity which make GA a very attractive
method to solve the resource allocation problem as will be shown in Section 5.3.4.
Resource allocation for D2D communications has been a hot topic in recent years. In
[152], a proportionally fair utility maximization approach is used to allocate resources
to both D2D UEs (DUEs) and cellular UEs (CUEs). In [153] the mode selection
and resource allocation problems for underlay D2D communication are investigated
and solved using particle swarm optimization. Further, an efficient graph-theoretical
approach is proposed in [154] to perform channel allocation for DUEs. Resource
allocation in relay-aided D2D scenario has been studied in [155].

Contribution

In this section2, we study the joint resource allocation for cellular and relay-aided
underlay D2D communications where DUEs share the UL resources with CUEs. We
consider that a UE could act as a relay node in order to enhance the link quality
between DUEs that are relatively far apart or the channel quality between them is
poor. All DUEs have the choice to either communicate directly with their peer or via
a relay. Usually, relays are used to enhance network coverage where needed. However,
in order to offload the traffic that should traditionally be routed via the BS, a relay
can also become the intermediate node that assists two UEs to communicate, without
adding extra burden on the BS side. In this case, our proposal considers the use of GAs
in order to find a near-optimal allocation of resources for CUEs and DUEs that can
maximize the sum-rate. We compare the GA performance with a heuristic algorithm
that prioritizes the D2D resource allocation as well as with a random allocation scheme.
Differently from [155] which considered that all traffic flows are routed through L3
standard relays, in our study the choice of direct or relayed D2D communication based
on the achievable rate is part of the optimization problem.

2The work in this section is included in [129].
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Fig. 5.8 Uplink scenario of relay-aided D2D communications as an underlay to the
cellular network.

This study combines the optimization of the mode selection between direct and
relayed D2D operation with the aim of achieving a joint resource allocation of cellular
and D2D communication maximizing the aggregate throughput.

5.3.2 System model

The resource allocation problem in cellular networks is a widely studied area that falls
within the nature of NP-hard problems which cannot be solved in real-time. Well
known integer relaxation methods have been used to reduce the time complexity of
resource allocation problems but do not render it a real-time solution for network
operators. In this section we define important preliminary notations and parameters
that will help us further formulate the relay-aided D2D/cellular resource allocation
optimization setting and subsequently introduce for our proposal.

First, we consider the uplink case scenario of D2D underlaying a cellular network
where interference from a CUE to a receiving DUE and from the transmitting DUEs
to the CUE UL transmission occurs, as shown in Fig. 5.8. In this figure, interference
exerted from the cellular user CUE1 towards the D2D2 pair and vice versa might be
harmful not only for the reliability of the link, but also for the aggregate network
throughput. Therefore, these two transmissions should occupy different Resource
Blocks (RBs) to avoid mutual interference. In addition, we assume that CUEs are
directly transmitting to the serving BS, whereas the communication mode between two
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DUEs can be either direct or through a closely located relay. An important assumption
is that only one proximate UE to a D2D pair can be used as relay. Now, before detailing
the problem formulation, we need to define the following sets:

• N = {1, 2, . . . , N}: set of available RBs.

• D = {1, 2, . . . , D}: set of D2D links.

• C = {1, 2, . . . , C}: set of cellular links.

• L = {1, 2, . . . , L}: set of relays.

Also, in order to formulate this problem, we need to further define the decision
variables of the optimization setting that will be valued according to the assignment of a
RB to a specific user, either for a cellular, a direct or relayed D2D communication. The
binary variable that corresponds to CUEs, relayed D2D or direct D2D RB allocation
are defined by (5.8)-(5.10) respectively.

xnc =

1, if CUE c ∈ C transmits on RB n ∈ N

0, otherwise.
(5.8)

ynij =

1, if DUE (relay) i sends to relay (DUE) j via n
0, otherwise.

(5.9)

znd =

1, if D2D pair d communicates directly with RB n

0, otherwise.
(5.10)

We consider a deterministic model where the signal-to-interference-and-noise-ratio
(SINR) between nodes i and j over RB n, denoted as γnij, can be expressed as

γnij = PiGij

Ij,n + σ2 , (5.11)

where Ij,n is the interference received by user j over resource block n, Pi is the
transmitted power of node i, Gij is the link gain between node i and j, and lastly, σ2 is
the power of background/thermal noise. The D2D interference to the UL transmission
of CUE c to BS b over RB n is denoted by Icb,n and is given by

Icb,n =
∑
d∈D

(
PdGdbz

n
d +

∑
l∈L

(PdGdb + PlGlb)yndl
)
. (5.12)
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For the rest of the section, the i, j indexes in Gij (or yij) correspond to the transmitter
and the receiver respectively. Also, from now on, we use ydl to refer to the link between
a DUE of pair d to relay l and vice versa.

The uplink channel rate of the cellular user c over resource block n, denoted by Rn
c ,

is given by

Rn
c = B log2

(
1 + PcGcbx

n
c

Icb,n + σ2

)
, (5.13)

where B is the RB bandwidth (180 kHz), Pc is the transmit power of CUE c. Finally,
the overall data rate for this CUE is

Rc =
∑
n∈N

Rn
c . (5.14)

Similarly, the interference affecting the D2D receiver of a pair d can be from the cellular
user c or the other DUEs/relays that are transmitting over the same resource. If the
resource block n is assigned to d, the received interference power for d, denoted by Id,n,
is given by

Id,n =
∑
c∈C

PcGcdx
n
c +

∑
i∈D\{d}

PiGidz
n
i +

∑
li∈L

(PiGid + PliGlid)ynili

. (5.15)

The rate of the direct D2D communication of link d is then given by

Rdirect,d = B
∑
n∈N

log2

(
1 + PdGdz

n
d

Id,n + σ2

)
, (5.16)

where Gd is the channel gain for the D2D pair d transmission.
If the relay-based communication is used for D2D pair d via a relay l, the link

capacity of the first and second hop respectively are given by

Rn
dl = B

∑
n∈N

log2

(
1 + PdGdly

n
dl

Il,n + σ2

)
, (5.17)

Rn
ld = B

∑
n∈N

log2

(
1 + PlGldy

n
ld

Id,n + σ2

)
, (5.18)

where Il,n is defined as the interference power from CUE and the other D2D users
exerted to relay node l, and is given by exchanging the subscript d by l in (5.15).

Finally, if we consider that relays are operating in full-duplex (FD) mode in amplify-
and-forward communication [156], Rn

l , given below, denotes the total achieved rate for
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a relay-aided D2D communication over RB n where l refers to the relay that assists
the considered D2D pair d.

Rn
l = min{Rn

dl, R
n
ld}. (5.19)

5.3.3 Problem formulation

We define the sum-rate maximization problem in a scenario where D2D UEs underlay
cellular communications:

max
∑
n∈N

∑
c∈C

Rn
c x

n
c +

∑
d∈D

(
Rn

direct,dz
n
d +

∑
l∈L

Rn
l y

n
dl

) (5.20)

s.t.
∑
n∈N

Rn
c x

n
c ≥ Rth, ∀c ∈ C (5.20a)

∑
n∈N

(
Rn

direct,dz
n
d +

∑
l∈L

Rn
l y

n
dl

)
≥ Rth, ∀d ∈ D (5.20b)∑

c∈C
xnc = 1, ∀n ∈ N (5.20c)∑

n∈N
xnc = 1, ∀c ∈ C (5.20d)

∑
n∈N

(
znd +

∑
l∈L

yndl

)
= 1, ∀d ∈ D (5.20e)

xnc , y
n
dl, z

n
d ∈ {0, 1}, ∀n ∈ N , d ∈ D,

l ∈ L, c ∈ C. (5.20f)

Constraints (5.20a), (5.20b) restrict the rate to be above a predefined threshold
for all communications, i.e. direct, relayed D2D and cellular connections. Following
the LTE standard, (5.20c) imposes the orthogonal assignment of the cellular users.
Also, constraint (5.20d) signifies the allocation of each cellular user c with a single
RB, whereas (5.20e) applies the same RB limitation for the D2D communication and
also implies that only one relay can be potentially assisting each D2D link. Thus, the
role of the binding variables z, y in the latter constraint is to restrict each D2D to
communicate only in either direct or relay mode.

5.3.4 Genetic Algorithm

GA is one of the most popular bio-inspired algorithms and is used to solve real world
NP-hard optimization problems. In general, bio-inspired algorithms imitate the natural
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evolution of biological organisms to provide a robust, near optimal solution for various
problems. GA is inherently an evolutionary process that involves chromosome encoding,
population initialization, fitness function depiction, crossover and selection mechanisms.
These operations will be briefly explained in Section 5.3.4. A detailed analysis of GAs
can be found in [148]. Initially, we introduce the following two important definitions.

Problem mapping: The starting point for the GA is to define a data structure
that is appropriate for the solution representation. Since our problem space corresponds
to CUE or DUE channel allocation, an integer based chromosome coding mechanism
will be used. Based on this, each individual can directly map to a potential channel
allocation for CUEs and DUEs where a channel allocation for a UE is represented
by a chromosome; a set of chromosomes forms an individual. The initial population
consists of a certain number of individuals, denoted by M . A common method to
initialize the population is to randomly generate the chromosomes of each individual.
In addition, the feasibility of each individual should be ensured to accelerate the
convergence process. Thus, we first randomly generate two feasible vectors for each
node, according to the representation scheme. Once all vectors are available, they will
be combined to form a feasible individual with length equal to (C +D + L). This is
repeated until M individuals are generated. The formed population then acts as the
very first generation that starts the subsequent evolving steps.

f =
∑
n∈N

∑
c∈C

Rn
c x

n
c +

∑
d∈D

Rn
direct,dz

n
d +

∑
l∈L

Rn
l y

n
dl


+
∑
c∈C

α1min
Rth −

∑
n∈N

Rn
c x

n
c , 0


+
∑
d∈D

α2min
Rth −

∑
n∈N

(
Rn

direct,dz
n
d +

∑
l∈L

Rn
l y

n
dl

)
, 0


(5.21)

Fitness function: To this end, we firstly need to interpret the objective of the
optimization problem in (5.20) to a fitness function that evaluates the quality of a
given individual. In this case, to formulate this we apply a penalty function to ensure
that constraints (5.20a) - (5.20b) are satisfied. In addition, the D2D mode selection
(i.e. direct or relayed) is also optimized during the fitness evaluation. The fitness
function is defined in (5.21).
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Fig. 5.9 (a) Two-point crossover example. (b) Mutation example.

GA operation

1) Selection: An operation used for choosing individuals to participate in reproduction.
In this study, the roulette wheel selection model is used where the chosen probability
is proportional to the individual fitness evaluation function. Its selection probability
for individual i is defined as

pi = f(i)∑
i∈M f(i) . (5.22)

2) Crossover and mutation: Crossover mixes the current solution so as to find
better ones whereas mutation helps the GA avoid local optima. We use one and two
points (OP and TP) crossover cases in our results for comparison. An example of a
two point crossover is illustrated in Fig. 5.9(a). The mutation operation works by
randomly making minor changes in the chromosomes after the crossover operation is
performed. In our algorithm, we view each chromosome as a single gene. We define a
trivial probability pm as the likelihood of a gene to mutate. If a gene is determined to
mutate, one digit of the vector will be randomly selected and replaced with a different
value as shown in Fig. 5.9(b).

3) Replacement: After generating a new population, an elitist based replacement
model is employed to modify the old population with a certain number of new individ-
uals. The worst individuals in the parental population are replaced by their children
in the next generation.

The algorithm works as follows: an initial population is initialized. Subsequently, the
reproduction process starts, including mutation and crossover. The worst individuals
are replaced with fitter ones based on the fitness function and this process is repeated
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until the maximum number of generations is reached. Considering the run-time
performance of the GA, it is dependant on the three mentioned procedures. It is
proven that GA scales well in terms of time complexity compared to ILP that are
unable to run for highly dense topologies [157]. It is worth noting that GA does
not necessarily result in an optimal solution. In our future studies we will focus on
comparing the performance of GA to the optimal solution (using ILP for example) as
well as the computational complexity of both solutions to demonstrate the trade-off
between optimality and computation complexity offered by GA.

5.3.5 Heuristic Algorithm

In this section, we describe an algorithm that prioritizes the D2D users to achieve the
maximum rate performance with respect to the cellular throughput. A basic assumption
is that cellular users are initially allocated with orthogonal resources to satisfy their UL
transmissions. Subsequently, we iterate over all D2D links and pre-calculate for each
one of them their potential rate performance (according to Shannon capacity formula)
on each RB, based on the interference from cellular UEs. Then, we identify the best
combination of D2D UE and RB that gives the maximum among all rate as a starting
point. Recall that the maximum rate of a UE on a specific RB can result from either
direct or relayed communication. Then, we update the rate matrices (dm for direct
and rm for relayed transmission) with the former step’s allocation and iterate over all
UEs by taking into account the interference deriving from this RB assignment. Last,
after all UEs are served, we estimate the rate that each UE achieves through the final
allocation pattern and consequently the overall throughput. The algorithmic steps are
analytically shown in Algorithm 2.

5.3.6 Evaluation results

In this section, a set of numerical investigations is presented to evaluate the performance
of the GA-based resource allocation method. The results are based on Monte Carlo
simulations with 100 iterations. Each transmission is assumed to occupy one RB. The
simulation parameters are shown in Table 5.1.

We compare the proposed GA techniques (one-point (OP) and two-points (TP)
crossover) with the heuristic RA algorithm that was described in Section 5.3.5 and
a random RA method. The random method works as follows: after the allocation of
orthogonal RBs to cellular UEs takes place, DUEs are also randomly assigned resources
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Algorithm 2 Sum-rate maximization algorithm
1: Input: C, D, L, N (with their corresponding cardinalities C, D, L, N) / users’

location.
2: Output: Aggregate throughput: Rtot

3: for c := 1 to C do
4: allocate random orthogonal RB n to user c;
5: Ncellular = Ncellular − {n};
6: end for
7: for i := 1 to D do
8: for n := 1 to N do
9: calculate dm(i, n);

10: calculate rm(i, n);
11: end for
12: dmax

m (i) = max
(
dm(i, :)

)
;

13: rmax
m (i) = max

(
rm(i, :)

)
;

14: end for
15: S = zeros(D, 2);
16: j = 1;
17: while j ≤ D do
18: find < d, n > combination that gives the maximum rate among all elements in

dmax
m and rmax

m matrices;
19: S(d, :) = [d, n];
20: Repeat
21: update the rates on the assigned RB n ∀u ∈ D − {d} for both dm, rm;
22: update dmax

m (u) & rmax
m (u); dm(d, :) = 0; rm(d, :) = 0;

23: Until all matrices’ rows are updated
24: j = j + 1;
25: end while
26: for d := 1 to D do
27: calculate achieved rate for direct or relayed D2D comm. for user d (Rd);
28: end for
29: for c := 1 to C do
30: calculate achieved rate for cellular link c (Rc);
31: end for
32: Rtot = ∑

c∈C Rc +∑
d∈D Rd;
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Table 5.1 Simulation Parameters

Parameter Value

User distribution Uniform
Macro cell radius 250 m
D2D link length [20, 150] m
Number of CUEs in cell 30
Number of relays/D2D links 50
Path-Loss model 128.1 + 37.6 log10 d

UE/relay Tx power (fixed) 20 dBm
Noise power spectral density −174 dBm/Hz
System bandwidth (BW ) 10 MHz

from the available RB pool and satisfy their transmission needs by selecting either relay
or direct mode, depending on which of the two modes provides better rate performance.

An important factor that needs to be taken into account is the convergence point of
the applied GA methods. This point can be interpreted as the number of generations
that results in the optimal achievable aggregate rate. The box plot in Fig. 5.10 shows
that the TP-GA technique converges almost 1.5 times faster compared to the OP-GA
(the medians of convergence points in relation to the number of generations are 290 and
412, respectively). Also, the horizontal edges of each box (25 and 75 percentiles) show
a bigger gap in the second case where the TP-GA can achieve a faster convergence on
average. This can be justified by the TP crossover’s ability to ensure a more diverse
initial population and encoding that can entail faster convergence to the optimal rate.

Fig. 5.11 shows a sample of the sum-rate performance tendency for a designated
number of generations. In this case, the TP-GA not only converges faster (i.e. 210
generations less needed) but also the achievable rate is notably high compared to the
heuristic (almost 10%) and clearly better than the OP-GA method. It should be noted
that, in this case study, the TP-GA method provides a higher capacity performance
even from the second generation and beyond, while OP-GA converges in its optimal
point in the 468th generation but with rather sub-optimal throughput. Last, for this
simulation run, TP-GA outperforms the random method with almost 21% gain in
terms of sum rate performance.

Fig. 5.12 illustrates the sum-rate performance of the proposed methods when the
D2D transmitter and receiver are separated by fixed distances for each evaluation point.
The TP crossover GA method achieves an average sum-rate gain of 4%, 24% and 43%
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Fig. 5.10 Average convergence points for the case of (i) one-point (OP) crossover GA,
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Fig. 5.12 Aggregate throughput in relation to varying D2D link lengths.

compared to the OP-GA, heuristic and random allocation techniques, respectively.
The plot shows that even though the rate drops proportionally with the increase of the
D2D link range, the performance gap of the GA proposed algorithms in comparison to
the two RA schemes becomes larger. At 250 meters, the TP-GA method provides a
rate improvement of 37% and 72% compared to the heuristic and the random methods,
respectively, i.e. a more efficient resource and mode (direct, relayed) selection for D2D
communications.

Finally, in Fig. 5.13 we investigate the received interference by D2D UEs for all
the considered cases. Note that, this interference can result from both a cellular and
other D2D/relay transmissions that reuse the same spectrum. As shown in the figure,
the GA methods achieve a lower interference level where at the 50th percentile, the
interference level in the GA case is 4.7 and 10 dB lower than the heuristic and random
methods respectively, and at the 90th percentile the GA interference reduction is 9.4
and 15.7 dB compared to the baseline methods.

5.4 Summary

In this chapter, we presented an extensive optimization framework of the access
procedures and resource management in a D2D enabled cellular network. In the first
part, we presented different cell association strategies for D2D communications in
cellular networks. Based on the notion of decoupled UL and DL connections, we
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Fig. 5.13 CDF of DUEs’ received interference.

proposed an integer linear programming (ILP) optimization framework that aimed at
achieving efficient D2D cell association with respect to interference reduction as well
as resource utilization. Extensive simulations show the significant gains of the applied
methods. The Disjoint-Decoupled (DD) optimization technique achieves more than
twice in UL interference reduction as well as more than 5 dBs reduction in devices
transmit power compared to baseline cell association methods. However, DD results in
an inefficient use of D2D resources. Therefore, we introduced the Hybrid-Decoupled
(HD) technique which achieves a balance between the interference reduction and
resource utilization efficiency. HD results in a slightly worse interference performance
than the DD scheme but with a 45% improvement in resource usage efficiency.

In the second part, we presented a resource allocation methodology for relay-aided
D2D communications underlying a cellular network. By exploiting the robustness and
scalability of bio-inspired meta-heuristic techniques, we proposed a low-complexity
genetic algorithmic framework that aimed at maximizing the network throughput
performance with respect to interference. Numerical results highlight the gains from
the investigated GA methods. The proposed one-point and two-points crossover GA
techniques provide significant rate improvement compared with baseline RA methods
(more than 20% on average) as well as ensure the least exerted interference towards
D2D transmissions with an average gain of more than 4 dBs.



Chapter 6

Conclusions and future work

6.1 Concluding remarks

5G is expected to redefine cellular networks in the sense that the telecom industry
will not solely be about providing mobile broadband -although this will still be the
core business- but will be expanded to many other use cases and services. 5G will
enable new business opportunities across several vertical industries such as automotive,
healthcare and factory automation In order for 5G to accomplish this vision, a fresh
look at the traditional way cellular networks are designed and deployed is needed.
Until the fourth generation of mobile telephony, cellular networks have been relying on
the axiomatic role of cells where a device is simply served in both uplink and downlink
by the base station controlling the cell where the device is located. 5G is expected to
witness increased levels of heterogeneity in terms of infrastructure (macro, pico and
femto cells), spectrum (sub-6GHz, millimeter waves) and traffic requirements (data
rate, reliability and latency). With this in mind, the current cell-centric design needs
to be changed. A shift from a cell-centric to a device-centric approach is expected to
be a main characteristic of future 5G networks. A device centric architecture is one
where a device should be able to communicate by exchanging several information flows
through several possible heterogeneous nodes where these nodes and their functions
are tailored to fit the specific requirements of the device.

In this thesis, we tackle a few aspects that constitute this device-centric architecture
concept. The main contribution of the thesis is on Downlink and Uplink Decoupling
(DUDe). In a heterogeneous network where macro and small cells coexist there is an
uplink and downlink coverage imbalance arising from the difference in the transmit
power between the different tiers of the network. This gives rise to the concept of
DUDe where an independent association in the uplink and downlink is proposed. An
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extensive simulation study of DUDe based on realistic deployments and channel models
has been presented in Chapter 2 where initially association in the UL and DL are
based on the pathloss and downlink received power respectively. Several benefits in
terms of uplink data rate, SNR, interference and load balancing have been illustrated.
A comparison with conventional coupled association techniques has shown throughput
gains that range between 100-600% as well as a large improvement in network outage
due to the load balancing effect of DUDe. Taking the concept a step forward, an
optimization framework for load and backhaul aware DUDe is presented and shown to
offer superior performance to baseline DUDe.

In Chapter 3, we presented a comprehensive theoretical study of DUDe where in
the first part we derived the UL capacity for a sub-6GHz heterogeneous network as well
as show the same trends in association probability for different evaluation methods.
In the second part we studied the association probabilities in a mixed sub-6GHz and
millimeter waves scenario. We have derived the association probabilities based on
the DL and UL received power as well as the UL and DL maximum achievable rate
where different decoupling trends were witnessed in both techniques. The SINR and
rate distributions were also derived where special emphasis was put on how biasing
affects the SINR and rate behaviours. It was found that aggressive values of bias are
favourable to harness the gains from the wide bandwidth at millimeter waves.

Chapter 4 features a study of the architectural aspect of DUDe with a discussion
on the interoperability of DUDe with different emerging techniques. The main focus
however was in studying how DUDe can be supported in current 4G networks and
what are the changes that need to be done for a more efficient support in future 5G
networks.

In Chapter 5, we move towards a different component of the device-centric concept
which is Device-to-Device (D2D) which is a feature that enables to establish a direct
communication link between devices in the same vicinity instead of the data being
relayed through the infrastructure. This approach improves the spectral efficiency as
well as reduce the latency and the energy used to transfer the data from one point to
another. In the first part of the chapter, we studied the D2D cell association problem
where we showed the superiority of the decoupled association using an optimization
framework based on Integer linear programming (ILP). In the second part we turn
our attention to the resource management problem where we use bio-inspired genetic
algorithms to develop a near optimal real-time resource management algorithm.

We summarize some of the main takeaways and conclusions in the following:
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• DUDe provides multiple folds of improvement in the UL rate as compared to
coupled access as well as gains in terms of outage and load balancing.

• DUDe results in improvements in power savings at the terminal side which makes
it an attractive solution for internet of things applications.

• the cell association probability depends chiefly on the density of the deployment,
but not the process used to generate the deployment geometry.

• In a mixed millimeter waves and sub-6GHz deployment, from a maximum rate
perspective, UEs tend to connect in the UL and DL to sub-6GHz Mcells and
mmWaves Scells respectively which is the opposite to the decoupling trends
witnessed using UL and DL received power association.

• In the previously mentioned setup, aggressive values of Scell biasing (100x normal
values in sub-6GHz networks) are desirable to harness the gains from the larger
bandwidth at mmWaves. In addition, more robust modulation and coding
schemes are needed to compensate the much reduced SINR due to the large bias
values.

• DUDe does not require many changes in current architectures to be efficiently
supported which makes it a very attractive feature to implement in a native way
in future 5G networks.

• Decoupled access is quite relevant in D2D enabled networks where in an overlay
D2D deployment, DUDe is shown to improve the resource utilization, power
efficiency and interference effects.

• Bio-inspired genetic algorithms are a very good fit for D2D radio resource
management, especially for delay sensitive applications due to their computational
efficiency and fast convergence.

6.2 Future work

6.2.1 Decoupled Access

Decoupled access in mmWave networks with mobility

In our analysis on cell association in millimeter waves we considered a static scenario.
The main challenges of mmWaves are: the high near field pathloss which results in
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a limited coverage of mmWaves and the sensitivity to blockage. The first challenge
can be compensated using high gain directional antennas which could actually over-
compensate the propagation losses in mmWaves. However, the second challenge which
is the sensitivity to blockage is the main problem especially in dynamic scenario where
UEs and obstacles are moving which creates a continuously changing coverage and
fluctuating signal quality of mmWaves. It would be very interesting to study the effect
of mobility on cell association as well as the SINR and rate distributions.

Control and data separation in millimeter waves

Control and data separation has been a hot topic lately where the idea is to transmit
the control signals on lower frequencies that provide more consistent coverage whereas
the data plane is transmitted on higher frequencies where more bandwidth is available.
However, lower frequencies are getting more and more crowded so congestion or even
collision in the case of random access could be a possibility in an extremely dense
scenario. Exploring the possibility of transmitting some control signals on mmWaves
could be interesting where the noise limited properties of mmWaves would mean
a better SNR than on lower frequencies but with less consistency in the channel.
Therefore a study of control and data separation in a mmWaves/sub-6GHz network
could make sense where a UE could opportunistically choose the link on which the SNR
or reliability is better to transmit control signals and the link with more bandwidth
for rate demanding data signals. This would constitute a fully decoupled system where
UL and DL as well as control and data are decoupled.

DUDe and the Internet of Things

We have shown in our results in Chapter 2 that using DUDe, the device transmit
power can be reduced by more than 9 dB compared to the conventional coupled
association which means a reduction of 8 times. This is extremely relevant for Internet
of things (IoT) applications where some applications are UL centric and the devices
are battery powered and are expected to last for years. DUDe could mean huge savings
by prolonging the battery life of IoT devices. A more in-depth study on IoT specific
association mechanisms based on DUDe and how can DUDe be modified to further
improve the power efficiency for IoT applications.
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6.2.2 D2D communications

Reliablity in mobility enabled D2D communication

One of the major applications of D2D is Vehicle-to-Vehicle (V2V) communications. In
V2V there are -mainly- two types of traffic: reliability and latency demanding traffic such
as beacons and traffic alerts as well as data rate demanding traffic such as media and
see-through data. These different traffic types require new radio resource management
algorithms that take the different traffic requirements into account. Another aspect
related to V2V is the interoperability between operators which is needed to be studied
carefully for the V2V use case to be applicable.

D2D in millimeter waves

Using millimeter waves for D2D communications is an interesting topic to explore. The
narrow beams characterizing mmWaves would result in reducing the interference effect
between D2D and cellular communications which could result in a more relaxed setup
where a coordination between D2D and cellular communications is not necessary. Also
the short range nature of mmWaves is very suitable for D2D communications. A study
on the advantages and disadvantages of using mmWaves for D2D communications
would make sense.

6.2.3 Software defined networks and Virtualization

Software defined networking (SDN) and Network function virtualization (NFV) con-
stitute major components in the device-centric architecture vision. SDN allows to
decouple the control and data planes at the core network side which allows more flexi-
bility in handling the network and makes it more scalable. NFV leads to decoupling
the node function and the hardware allocated to handle the processing associated with
the node. This allows the flexibility of assigning resources where they are most needed
in a seamless way. NFV and SDN allow the flexibility of creating different network
slices or instances to serve different requirements for different traffic types. Linking
the decoupled UL and DL and control and data on the radio side with the enabling
concepts on the core network side such as SDN and NFV is quite interesting and
would give a holistic view of a fully dynamic and device-centric end-to-end network.
Studying the dependencies and relationship between the core and radio concepts is a
very interesting topic for the future.
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Appendix A

Theoretical derivations

A.1 Appendix 1

Derivation of Lemma 1: Starting with the mmWave case, the propagation process
Ns := {Ls(x) = ∥x∥αs(x)} on R+ for x ∈ Φs has intensity

Λs((0, t)] =
∫
R2

P(Ls(x) < t)dx = 2πλs
∞∫

0

P(rαs(r) < t)rdr. (A.1)

In the previous equation α is distance dependent as it has different values for LOS and
NLOS links and according to the blockage model in Section 3.3.3 the intensity can be
expressed as

Λs((0, t)] = 2πλs
(
ω

µ∫
0
r1(rαl < t)dr + (1 − ω)

µ∫
0
r1(rαn < t)dr

+
∞∫
µ
r1(rαn < t)dr

)
= 2πλs

(
ω

µ∫
0
r1(r < t

1
αl )dr + (1 − ω)

µ∫
0
r1(r < t

1
αn )dr

+
∞∫
µ
r1(r < t

1
αn )dr

)

= 2πλs

ω min(µ,t
1

αl )∫
0

rdr + (1 − ω)
min(µ,t

1
αn )∫

0
rdr

+
t

1
αn∫
µ
r1(t

1
αn > µ)dr

. (A.2)
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Solving the integrals yields

Λs((0, t)] = πλs

ω (µ21(t > µαl) + t
2

αl 1(t ≤ µαl)
)

+ (1 − ω)
(
µ21(t > µαn)

+ t
2

αl 1(t ≤ µαn)
)

+ (t
2

αn − µ2)1(t > µαn)
. (A.3)

Finally, rearranging the terms yields the final expression for the pathloss process
intensity in (3.31). For the sub-6GHz Mcells case, deriving the pathloss process intensity
is straight forward as blockage is not considered for sub-6GHz. The propagation process
Nm := {Lm(x) = ∥x∥αm} on R+ for x ∈ Φm has intensity

Λm((0, t)] =
∞∫

0

P(Lm(x) < t)dx = 2πλm
∞∫

0

P(rαm < t)rdr

= 2πλm
t

1
αm∫
0

r1(r < t
1

αm )dr = πλmt
2

αm . (A.4)

■

A.2 Appendix 2

Derivation of Lemma 3: The derivation of the Max-Rate association probabilities
starts with the downlink association probability to a sub-6GHz Mcell BDL,m which is
given by

BDL,m = P
(

SIRDL,m > (1 + SNRDL,s)(
Ws
Wm

) − 1
)

= E(SNRDL,s=S)

[
F̄SIRDL,m

(
(1 + S)

Ws
Wm − 1

)]

=
∞∫

0

fSNRDL,s
(z)F̄SIRDL,m

(
(1 + z)

Ws
Wm − 1

)
dz, (A.5)

where F̄SIRDL,m
(k) is the DL coverage probability P(SIR > k) and fSNRDL,s

(z) is the
PDF of SNRDL,s. For F̄SIRDL,m

(k) we use the expression derived in [69] for the coverage
probability in the no noise and exponential fading case which is given by

F̄SIRDL,m
(t) = 1

1 + ρ(t, αm) , (A.6)
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where ρ(t, αm) = t
2

αm

∞∫
t

−2
αm

du
1+u

αm
2

. fSNRDL,s
(z) can be derived from F̄SNRDL,s

(z) as follows

F̄SNRDL,s
(z) = P(SNRDL,s > z) = P

(
Psψshx∗,0Ls(x∗)−1

σ2
s

> z

)

=
∞∫

0

exp
(

−zσ2
s l

Psψs

)
fs(l)dl. (A.7)

fSNRDL,s
(z) =

−d F̄SNRDL,s
(z)

dz = −d
dz

∞∫
0

exp
(

−zσ2
s l

Psψs

)
fs(l)dl

= −d
dz

∞∫
0

fs(z, l)dl, (A.8)

where fs(l) is given in (3.35). In order to simplify the previous expression we exchange
the order of the differentiation and integral using Leibnitz Rule [158]. The following
two conditions need to be satisfied in order for this rule to be applicable.

• |dfs(z,l)
dz | ≤ g(l), which means that the LHS expression is differentiable.

•
∞∫
0
g(z, l)dz < ∞, g(l) is defined below.

|dfs(z, l)dz | ≤ σ2
s

Psψs
l fs(l) = g(z, l), (A.9)

which satisfies the first condition.
∞∫

0

g(l)dl = σ2
s

Psψs

∞∫
0

lfs(l)dl = σ2
s

Psψs

∞∫
0

P(Ls > x)dx = σ2
s

Psψs

∞∫
0

e−Λs(0,x)dx

(a)=
µαl∫
0

e−Λs(0,x)dx+
µαn∫
µαl

e−Λs(0,x)dx+
∞∫

µαn

e−Λs(0,x)dx

= constant +
∞∫

µαn

e−x
2

αn dx, (A.10)
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where (a) follows from (3.31). The first two integrals are bounded so we examine the
third integral. Typically, αn ≤ 10, therefore

∞∫
µαn

e−x
2

αn dx ≤
∞∫

µαn

e−x0.2

∞∫
µαn

e−x0.2 = 5e−x0.2(µ0.8αn + 4µ0.6αn + 12µ0.4αn + 24µ0.2αn + 24) < ∞, (A.11)

which satisfies the second conditions and allows us to write fSNRDL,s
(z) as follows

fSNRDL,s
(z) = −d

dz

∞∫
0

exp
(

−zσ2
s l

Psψs

)
fs(l)dl

= −
∞∫

0

d
dz exp

(
−zσ2

s l

Psψs

)
fs(l)dl

= σ2
s

Psψs

∞∫
0

l exp
(

−zσ2
s l

Psψs

)
fs(l)dl. (A.12)

which concludes this proof and BUL,m is derived similarly. ■

A.3 Appendix 3

Derivation of Theorem 1: The DL SINR coverage for sub-6GHz Mcells is first derived.
As shown in Section 3.3.4, the condition for association to a Mcell in the DL is
Lmin,s > aDLLmin,m.

PDL,m(τ) = P(SINRDL,m > τ ;KDL = m)

=
∞∫

0

P(SINRDL,m > τ ;KDL = m|Lmin,m = l) fm(l)dl

=
∞∫

0

P(SINRDL,m > τ ;Lmin,s > aDLl|Lmin,m = l) fm(l)dl

(a)=
∞∫

0

P(SINRDL,m > τ |Lmin,m = l) P(Ls > aDLl|Lmin,m = l) fm(l)dl

=
∞∫

0

P(SINRDL,m > τ |Lmin,m = l)F̄s(aDLl)fm(l)dl,

(A.13)
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where (a) follows from the assumption that Φs and Φm are independent. Since F̄s and
fm are known, we now derive the first part of the equation which is given by

P(SINRDL,m > τ |Lmin,m = l) = P
(

Pmψmhx∗,0l
−1

I + σ2
m

> τ |Lmin,m = l

)

= exp
(

−τσ2
ml

Pmψm

)
EI
[
exp

(
−τIl
Pmψm

)]

= exp
(

−τσ2
ml

Pmψm

)
LIl

(
−τ l

Pmψm

)
,

(A.14)

where LI(s) is the Laplace transform of the interference and is given by

LIl
(s) = E[e−sI ] = EΦ,hx,0

exp
−s

∑
x∈Φm\x∗

Pmψmhx,0Lm(x)−1


= EΦ,hx,0

 ∏
x∈Φm\x∗

exp
(
−sPmψmhx,0Lm(x)−1

)
= exp

−
∞∫
l

(
1 − Ehx,0

[
exp

(
−sPmψmhx,0t

−1
)])

Λm(dt)
 ,

(A.15)

where Λm(dt) is given by deriving the expression in (3.32) with respect to t.

LIl
(s) = exp

−2πλm
αm

∞∫
l

t
2

αm
−1

1 + t
sPmψm

dt
 . (A.16)

Finally,

PDL,m(τ) =
∞∫

0

exp
(

−τσ2
ml

Pmψm

)
exp

−2πλm
αm

∞∫
l

t
2

αm
−1

1 + t
τ l

dt

 F̄s(aDLl)fm(l)dl. (A.17)

PUL,m is derived in the same way replacing Pm and aDL by Pum and aUL respectively.
We then derive the DL SNR coverage for mmWave Scells. Similarly, the condition

for association to a Scell in the DL is Lmin,m > Lmin,s

aDL
.

PDL,s(τ) = P(SINRDL,s > τ ;KDL = s)

=
∞∫

0

P(SINRDL,s > τ ;KDL = s|Lmin,s = l) fs(l)dl

=
∞∫

0

P(SINRDL,s > τ |Lmin,s = l)F̄m
(

l

aDL

)
fs(l)dl.

(A.18)
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P(SNRDL,s > τ |Lmin,s = l) = P
(

Psψshx∗,0l
−1

σ2
s

> τ |Lmin,s = l

)

= P
(
hx∗,0 >

−τσ2
s l

Psψs
|Lmin,s = l

)

= exp
(

−τσ2
s l

Psψs

)
.

(A.19)

Finally,

PDL,s(τ) =
∞∫

0

exp
(

−τσ2
s l

Psψs

)
F̄m

(
l

aDL

)
fs(l)dl. (A.20)

PUL,s(τ) is derived similarly by exchanging Ps and aDL by Pus and aUL respectively in
the previous derivation. ■
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