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Nonlinear stability of expanding star solutions of the

radially-symmetric mass-critical Euler-Poisson
system

MAHIR HADZIC
King’s College London

AND

JUHI JANG
University of Southern California

Abstract

We prove nonlinear stability of compactly supported expanding star-
solutions of the mass-critical gravitational Euler-Poisson system. These
special solutions were discovered by Goldreich and Weber in 1980.

The expansion rate of such solutions can be either self-similar or non-
self-similar (linear), and we treat both types. An important outcome
of our stability results is the existence of a new class of global-in-time
radially symmetric solutions, which are not homologous and therefore
not encompassed by the existing works. Using Lagrangian coordinates
we reformulate the associated free-boundary problem as a degenerate
quasilinear wave equation on a compact spatial domain. The problem
is mass-critical with respect to an invariant rescaling and the analysis
is carried out in similarity variables. (©) 2000 Wiley Periodicals, Inc.
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2 M. HADZ IC, J. JANG

1 Introduction

One of the most fundamental models of a Newtonian star is given by
the compressible Euler-Poisson system. Here the star is idealized as a
self-gravitating fluid/gas, kept together by the self-consistent gravitational
force-field. We assume that the fluid density function p : [0,00) x R? — R
is initially supported on a compact domain Qg C R3. As the system evolves
the fluid support Q(7) changes in time and we are naturally led to a moving
(free) boundary problem. The remaining unknowns in the problem are the
fluid pressure p : [0,00) x R* — R, the fluid velocity u : [0,00) x R? — R3,
the gravitational potential ® : [0,00) x R? — R, and the fluid support Q(¢).
Coupling the fluid evolution to the Newton’s gravitational theory we arrive
at the Euler-Poisson system given by

(1.1a) d;p +div(pu) =0 in Q(z);
(1.1b) p(du+(u-Viu)+Vp=—pVd in Q(r);
(1.1c) AD =47p, ‘l‘im d(t,x) =0 in R?;

x| —>oo
(1.1d) p=0 on 9Q(1);
(1.1e) Yaor) =u-n(t) on IQ(t);

(1.11) (p(0,-),u(0,-)) = (Po,uo), 2(0) = Q.

Here dQ(¢) denotes the boundary of the moving domain, ¥}q(,) denotes
the normal velocity of dQ(¢), and n(z) denotes the outward unit normal
vector to dQ(r). We refer to the system of equation (1.1) as the EP-system.

Equation (1.1a) is the well-known continuity equation, while (1.1b)
expresses the conservation of momentum. Equation (1.1c) is the Poisson
equation equipped with a suitable asymptotic boundary condition. Bound-
ary condition (1.1d) is the vacuum boundary condition, while (1.1e) is the
kinematic boundary condition stating that the boundary movement is tan-
gential to the fluid particles.

In this article we shall only consider ideal barotropic fluids where the
pressure is a function of the fluid density, expressed through the following
equation of state

1.2) p=p’ I<y<2.
The EP-system (1.1) with the polytropic equation of state (1.2) will be

referred to as the EPy-system.

The most famous class of special solutions of the EP,-system are the
Lane-Emden steady states. They are spherically symmetric steady states
of the form

(p,u) = (ps,0).
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Plugging this ansatz in (1.1) the problem reduces to a single ordinary dif-
ferential equation (ODE) for the enthalpy w := p.f !

2 1
(1.3) 0w+ ;8rw+7rw7l1 =0.

It is well-known [5, 44, 2, 18] that for any y € (2,2) there exists a com-
pactly supported steady solution to (1.3) with the boundary conditions
w (0) = w(1) = 0. The associated steady state density p,. has finite mass
and compact support and therefore represents a steady star [5, 2, 44].
Moreover, classical linear stability arguments [26] give the following di-
chotomy in the stability behavior of the above family of steady stars:

6 4
if 3 <Y< 3 the steady state (p.,0) is linearly unstable;

4
if 3 < y< 2, the steady state (ps,0) is linearly stable.

The case of ¥y = % admits O as the first eigenvalue and it is often referred
to as neutrally stable. Under the assumption that a global-in-time solu-
tion exists, nonlinear stability of Lane-Emden steady stars in the range
% < Y < 2 has been shown by variation arguments in an energy-based
topology, see [38, 27]. Since the result is conditional upon the existence of
a solution, it remains an important open problem to prove or disprove the
full nonlinear stability. Nonlinear instability in the range 2 <y <3 4 has
been rigorously established by the second author [16, 18]. In this case the
instability is induced by the existence of a growing mode in the linearized
operator, while there are no such modes when 2 3 < 7/ < 2. As we shall see
in Section 2.2, Lane-Emden stars in the case Yy = 3 are in fact nonlinearly
unstable despite the absence of growing modes in the linearized operator.
For the existence and the stability theory for the Navier-Stokes-Poisson
system in the vicinity of Lane-Emden stars, see [17 24,29, 30]

The special significance of the values y = g and y = 3 is better il-
lustrated by the following scaling analysis. If (p,u) is a solutlon of the
EP,-system, so is the pair (p, @) defined by

L~ t
(1.4) pltx) = A" Z7p(—.3),
}LZ 7
(1.5) u(t,x) =1 Fa—L_ 5y,
M v A

for any A > 0. The associated pressure  and the gravitational potential ®
relate to p and ® via:

2y t

pt,x)=24" 2Yp(

-~ \

Y

P(t,x) =1~

>
e
>>\><
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The self-similar rescaling (1.4)—(1.5) is at the heart of our analysis.
Two fundamental conserved quantities associated with the EPy-system are
the total mass

(1.6) M(p):= [ padx,
R3
and energy
(1.7) E(p,u) :—/ [lp\u|2+lp¢+lpy] dx.
R |2 2 Y—1

It is easy to examine their behavior with respect to the rescaling (1.4)-
(1.5):
4-3y -5y

(1.8) M(p)=ATTM(p), E(p.u)=ATTE(p, ).
The total mass M is invariant under the self-similar rescaling (1.4)—(1.5)
when y = % and the energy £ when y = %, so we refer to the cases ¥ = %
and y= g as the mass-critical and the energy-critical case respectively.

As all the new results in this work pertain to the case of spherical sym-
metry, we next formulate the EPy-system in radial symmetry. Let r = |x|,
u(t,x) =v(t,r)%, and

A(t) := radius of the ball B;,(;(0) which supports the fluid.

Then the system (1.1) takes the form:

(1.92) Ap +varp +p <8rv+ 3\/) —0, r<A(),
(1.9b) p(@v+vdv)+drp+pdd =0, r<A(2),
(1.9¢) %@+%@¢:mm,gﬂéaazm,rza
(1.9d) p(t,A(r)) =0,

(1.9e) A(t) =v(t,A(2)),
(1.99 A(0) = 20,p(0,r) = po(r),v(0,r) = vo(r).
We note that under the assumption (1.2), conditions (1.9d) and (1.1d) are

equivalent.

The mass-critical regime y = % will be the focus of this article. The

exponent y = % in the polytropic gas pressure law (1.2) is also referred

to as the radiation case [5]. Combining the ideal gas law and the Stefan-
Boltzmann radiation law the effective formula for the pressure takes the
form p ~ p® + ©®*, where @ is the temperature of the gas. The two terms
on the right-hand side are in balance when ® is approximated by p% and
this precisely leads to the radiative case Yy = %.

The case Y= % is particularly appealing in the astrophysics community
as it lends itself to a simple scenario of stellar collapse/expansion: a com-
pact fluid body can shrink or expand in a self-similar manner by cascading



STABLE STAR EXPANSION 5

between different scales 7 — A (¢) thereby preserving the total mass. When
Y= % we have ﬁ = % and therefore the self-similar expansion/collapse

would heuristically correspond to the rates

(1-10) Zexpamsion (t) ~t—oo k112/3, Zcol]apse (t) ~t—-T kZ(T - 1)2/37

for some positive constant kj,k, > 0 and a collapse time 7" > 0. Here
pransion () and Zcollapse(t) represent the radii of an expanding and col-
lapsing star respectively. A remarkable feature of the EP%—syStem is that
special solutions exhibiting the self-similar behavior (1.10) can be explic-
itly constructed! They were first discovered in the work of Goldreich and
Weber [14] in 1980 and their energy is exactly zero. A wider class of
Type I collapsing and expanding solutions, although implicitly contained
in [14], was discovered independently by Makino [33] in 1992 and Fu &
Lin [13] in 1998. Solutions from [33] and [13] either expand or collapse
at a linear rate

(1-1 1) jfexpansion(t) ~t—yoo /~€1t, }Lcollapse(t) ~ T 7‘2(T - t)?

for some positive constant kj,k, > 0 and a collapse time 7 > 0. The
rates (1.11) are not self-similar as opposed to (1.10) and as is shown in
Section 2.2 their energy is always different from zero. A unified treatment
of the two types of special homologous solutions using the Lagrangian
coordinates is given in Section 2.2.

1.1 Special expanding solutions

To describe the special homologous expanding solutions in Eulerian
coordinates, we need to specify three parameters:

(A‘Oy /11, 6) €R+ X R x [5*’oo>7

where 6" < 0 is a real number defined in Section 2.2. The expanding
radius satisfies the ordinary differential equation:

(1.12) iri=s,

with the initial conditions

(1.13) A(0)=2>0, A(0)=A1,.
The associated density and velocity field are given by:

(1.14) plt,r)= Wﬁwﬁ)v vier) = %;r’

where w : [0,1] — R is a non-negative function called enthalpy solving
the generalized Lane-Emden equation:

2 3
(1.15) w”+fw’+7tw3:—15, in [0,1], w'(0)=0, w(l1)=0.
Z
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The conserved energy E associated with these solutions takes the form (see
Lemma 2.8):

1
(1.16) E(AA) = <)12+2f>/ 2w dz.
0

Here we have written E(A,4) = E(p,v) where p and v are given in (1.14).
Throughout the article, E will represent the physical energy but we will
abuse the notation for the arguments in order to emphasize the dependence
of the corresponding dynamical quantities for different formulations.

Self-similar solutions

It can be checked (see Section 2.2) that for any 0 € [0%,0) and any
(Ao, A1) satisfying

1
(1.17) E(Ap, A1) = </112+25)/ 2awztdz =0
X /) Jo

there exists a self-similar solution A (t) given explicitly by:

=0 (432, 3,12 2/3
(1.18) Alt) =4 +§/10 Mt

with the density p, velocity v, and the enthalpy w given by (1.14)—(1.15).
Note that the cases A; > 0 and A; < 0 correspond to expansion and collapse
respectively.

Definition 1.1 (Self-similar expanding homologous solutions). The fam-
ily of solutions given by (1.18) with p = 1(t)*3w3(7’t)), v(t,r) = %r
and (1.14)—(1.15) is denoted by

(AP 7)20,01.6
with (A9,A1,0) € Ry x Ry x [6%,0). We refer to such solutions as self-
similar expanding solutions of the EP% -system.

Linearly expanding solutions

If we assume that either

(1.19) 0 >0,

or

(1.20) 60=0, 4 >0,

or

(1.21) 0" <d6<0, 4 >lf:ﬁ,

Ao
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then a solution 14 to (1.12)—(1.13) exists globally-in-time and expands in-
definitely at a linear rate, i.e. there exists a constant ¢ > 0 such that
(1.22) lim A (1) = c.

t—oo
The density p, velocity v, and the enthalpy w are given by (1.14)—(1.15).
We remark that all of the solutions above have strictly positive energy, i.e.

E(L,A) > 0 (see (1.16)),
Definition 1.2 (Linearly expanding homologous solutions). The family
of solutions satisfying (1.22) for some ¢ > 0 with p = )L(t)_3w3(ﬁ),

v(t,r) =

r is denoted by

(17[57‘7)1{),11 ,0
with parameters (Ao, A1, 0) satisfying either (1.19), or (1.20), or (1.21). We
refer to such solutions as linearly expanding solutions of the EP% -system.

1.2 Main results

The main motivation for this article is the question of nonlinear stability
of the above described family of homologous expanding solutions of the
EP%-system, given by Definitions 1.1 and 1.2. The problem of asymptotic
stability of this family is a first necessary step in justifying the qualitative
behavior (1.10), (1.11) as a credible scenario of stellar expansion.

Since the family of self-similar solutions (1, P,7V),.4,.6 (subject to the
constraint (1.17)) embeds in the family of linearly expanding ones, it is
obvious that the self-similar behavior is not stable. Nevertheless, our first
result is to show that if we limit our perturbations to a surface of zero-
energy perturbations, then the self-similar behavior is indeed nonlinearly
stable.

Theorem 1.3 (Codimension-one stability of self-similar expanding solu-
tions — informal statement). The self-similar expanding solutions of the
EP%-system specified in Definition 1.1 are globally-in-time nonlinearly

stable with respect to spherically symmetric perturbations (po,vo) with
vanishing energy E(po,vo) = 0. Any such perturbation converges to a
nearby self-similar expanding homologous solution.

A rigorous version of Theorem 1.3 is stated in Theorem 2.10 using the
Lagrangian coordinates.

Remark 1.4. The asymptotic attractor (4,p,7) Ao.Ay,8 18 characterized by
the requirements

(1.23) E(p07V0) = E(pv‘j) =0, M(po) = M(p)v supp(po) = [07%]'

In particular, our stability result is a codimension-one stability result, as
we must restrict our perturbations to the zero-energy surface of admissible
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stellar configurations. It shows that only the directions transversal to the
zero-energy surface are responsible for the loss of a self-similar behavior.

Our second main result concerns the stability of linearly expanding
homologous solutions. Unlike self-similar solutions, we do not limit our
perturbations to the same energy level as the background solution.

Theorem 1.5 (Nonlinear stability of the linearly expanding homologous
solutions — informal statement). There exists an € > 0 such that for any
8 > —& the linearly expanding homologous solutions (A, p, ) from Defini-
tion 1.2 are nonlinearly stable with respect to small spherically symmetric
perturbations.

A rigorous version of Theorem 1.5 is stated in Theorem 2.15 using the
Lagrangian coordinates.

Remark 1.6. Theorem 1.5 states that the behavior in the light blue shaded
region in Figure 2.1 is dynamically stable, as long as § > —&. In contrast
to Theorem 1.3, Theorem 1.5 does not specify the asymptotic attractor for
the perturbation nor is it expected to behave like a nearby member of the
family of homologous solutions. Instead, we show that the perturbed solu-
tion remains nearby in a suitable sense and that its support grows linearly.
The question of asymptotic behavior is more subtle, see Remark 2.16.

Theorems 1.3 and 1.5 are to the best of our knowledge the first results
producing a family of global-in-time non-homologous classical solutions
to the EP% -system. In particular, we show that the expansion of the back-
ground homologous solution counteracts the possibility of shock forma-
tion and produces a certain damping effect. This effect is visible only in
suitably rescaled similarity variables, and the role of the critical scaling
invariance is a fundamental ingredient of our proof.

An important feature of expanding solutions is that the boundary of
the domain (fluid support) is moving with the fluid. A simple compari-
son between perturbed solutions and the asymptotic attractor in Eulerian
coordinates is not feasible. The problem is better understood in material
coordinates by following the fluid trajectories. We will therefore formulate
the problem in suitably rescaled Lagrangian coordinates, which will allow
us to pull the problem back onto a fixed domain.

2 Lagrangian formulation

2.1 Physical vacuum and local-in-time well-posedness

One of the fundamental difficulties associated with the well-posedness
theory for (1.1) is tied to the concept of a physical vacuum boundary con-
dition. It is clear that the homologous solutions described above satisfy
7L(t) # 0 and therefore the support of the fluid is moving. On the other
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hand, the background enthalpy profile w satisfying (1.15) vanishes at the
boundary z = 1 while it is strictly positive on [0,1). A simple calculation
based on (1.15) reveals that the strict inequality w’(1) < 0 has to hold. This
in turn implies that p(r,A(t)) =0 and d,p"'/3(z,A(r)) < 0. Such a boundary
behavior is a typical feature of compactly supported stellar configurations:

Definition 2.1 (Physical vacuum condition). We say that the system (1.1)
satisfies the physical vacuum boundary condition if

(2.1) —o0 < a—cz <0 ondQ(r)
' on
where
» dp r—1 .
= A Yp (c is known as the speed of sound)

and % denotes the outward normal derivative.

We note that the physical vacuum condition is analogous to the Rayleigh-
Taylor sign condition arising in the free boundary problems of the incom-
pressible fluid dynamics (see [6] for a detailed discussion and references
therein). The problem of moving vacuum boundaries characterized by
(2.1) has for a long time created various analytical and conceptual diffi-
culties in addressing the question of well-posedness due to the degeneracy
caused by the physical vacuum requirement. Note that by Definition 2.1,
an enthalpy profile ¢> ~ p?~! satisfying the physical vacuum condition is
not smooth across the moving boundary and it is a priori not even clear
what is the suitable functional analytic framework to address the question
of local-in-time well-posedness.

In 2010 the basic advance was achieved by Coutand & Shkoller [7, 8]
(see [9] for the a priori estimates) and independently by Jang & Mas-
moudi [20, 23] where the authors developed a well-posedness theory in
high-order weighted Sobolev spaces for the compressible Euler equations
satisfying the physical vacuum condition. By a straightforward extension,
the same framework can be applied to the free boundary Euler-Poisson
system, as the effects of the added gravitational field are of lower order
from the point-of-view of well-posedness theory [18, 19, 28]. We refer to
[21, 22, 31] for more detailed discussion on the physical vacuum and other
vacuum states.

The crux of the approach in [8, 23, 18] is the use of Lagrangian coor-
dinates. They allow us to pull-back the EP% -system onto a fixed compact
domain. More importantly, in spherical symmetry the Lagrangian formu-
lation of the EP% -system reduces to a degenerate quasilinear wave equa-
tion for the Lagrangian flow-map, wherein the initial density profile pg
features as a coefficient inside the nonlinear wave operator. To see this we



10 M. HADZ IC, J. JANG

introduce a Lagrangian flow map 1 : Q — Q(r) as a solution of:

(2.2) n(t,x) =u(t,n(t,x)),
(23) 1(0,x) = mo(x),
where 1Mo : Q — Q(0) is a diffeomorphism with positive Jacobian deter-

minant, and Q C R? is some simply connected smooth domain. Since the
problem is radially symmetric, we make the ansatz:

24) n(t,x) = x(t,2)x, z= x|
which leads to the following evolution equation for y [18] :
(2.5) X +Fu[x] =0

with the initial conditions:

(2.6) %(0) = xo0, %(0) = x1.
Here, the nonlinear operator F,, is given by

2 4 1 Z
(2.7) F,x]:= v’:—%az <w4 (2% (X +20:x)] 3>+XZZ3 i 4nw’s®ds

where
(2.8) w? = Po%o2 (X0 +29:X0)-

A remarkable feature of the formulation (2.5)—(2.6) is that the EP sys-
tem (1.1) in the new variables takes the form of a quasi-linear degenerate
wave equation in a bounded domain.

To formulate a well-posedness result we need weighted Sobolev spaces.

Definition 2.2 (Weighted spaces and energy). For any k € NU{0} and a
continuous function w : [0,1] — R, we define weighted spaces L2, as a
completion of the space C*(0, 1) with respect to the norm || - ||,,. generated
by the inner product

1
2.9) (Zblz)w,k = / %1X2W3+kz dz.
0
We will set || - |[,0 :== || - ||»- We also define the following Hilbert space
(2.10) Hj :={pel,:dfpeLl, forall 0<k< j}.
The function space for initial data is defined by

@2.11) Hrw = {0, 200)| | (X0, 21) |, < o},

where

8 7
1o, ), = Y 105 e+ 3 105 ol
k=0 k=0
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We also introduce the following weighted space-time norm:
(2.12)

7 ) . ;
@)= Y Y (1077 R 1070 2 R + 10705112 )
j=0k=0

We are now ready to state the following local-in-time well-posedness
theorem [8, 18, 23, 28]:

Theorem 2.3. Let the initial density py satisfy the physical vacuum bound-
ary condition (2.1). Assume additionally that (), X1) € . Then there
exists a constant C > 0 and a unique solution to the initial value prob-
lem (2.5)—(2.6) on some finite time interval [0, T|, T > 0, such that the map

[0,T]>t— &(1)
is continuous, and the solution (X, ) satisfies the energy bound

sup &(t) < CH(anxl)Hifw'

0<t<T
If 7 = sup{0 <t < oo : solution exists on [0,t) and & (t) < oo} is the max-
imal time of existence, then 7 < oo implies lim,_, 7— & (t) = oo,

Remark 2.4. The norm used to state our well-posedness theorem sug-
gests an interesting scaling structure in the problem. As the number of
spatial derivatives increases the weights get more singular as it is clear
from (2.12). An alternative to the norm & is a norm based on purely
spatial derivatives. In fact, the methodology developed in [23] ensures
the local-in-time well-posendess of solutions in weighted Sobolev spaces
generated by spatial derivatives in which suitable a priori estimates are es-
tablished. This principle applies to our problem as well: based on the a
priori estimates (for instance, see (4.18)), we have a local existence theo-
rem analogous to Theorem 2.3 by using the norm & defined in (2.63) and
the corresponding function space introduced in Definition 2.14.

The conservation of mass (1.6) is embedded in the new formulation of
the problem, as the continuity equation (1.1a) is used fundamentally in the
derivation of (2.5), see [18]. The only surviving non-trivial conservation
law is the energy conservation law. In the new variable ¥, the energy (1.7)
takes the form:

E(x,9x)(t) =270, x |7, + 127 (%% (x +20:2))

z /2 5
(2.13) —47:H (x_lz_3/ 47rw3s2ds)
0

It can be checked by a direct computation that along the smooth solu-
tions of (2.5) the energy E(x,0d;x)(¢) remains constant. In particular, the
solutions obtained by Theorem 2.3 satisfy E(x,d,x)(t) = E(xo,x1) for
0<r<T.

—-1/6 2
[

w
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2.2 homologous solutions of the EP% -system

In this section, we unify the treatment of the existence of self-similar
expanding/collapsing solutions and show that the special solutions discov-
ered by Goldreich and Weber [14], Makino [33], Fu and Lin [13] naturally
correspond to homologous solutions expressed in the Lagrangian coordi-
nates introduced above. For the more general non-isentropic flows in ar-
bitrary dimensions the existence of such solutions was shown by Deng,
Xiang, and Yang in [12].

A homologous solution of the EP%—system possesses by definition a
flow map n of the form .

n(t,x) = A()x.
Equivalently, we look for the solutions to (2.5) of the form y(¢,z) = A(z),
thus justifying the use of the word “homologous”. The terminology stems
from the physics literature [14, 40, 43]. The nonlinear operator F,, is easily
checked to satisfy F,,[A] = A ~2F,,[1] and therefore equation (2.38) reduces
to

(2.14) A2A+F,[1]=0.

Since A is a function of ¢ only and w depends only on z, both terms must
be constant:

(2.15) AL =46
/ 4
(2.16) R =20 L Canwieas= -5
Z 7 Jo

for some & € R. The existence of a solution to (2.15)—(2.16) amounts to the
existence of A(r) (the radius of the star), w(z) (the star configuration) sat-
isfying (2.15)—(2.16). In fact, the above two equations are essentially the
ones obtained by Goldreich and Weber [14], Makino [33], Fu and Lin [13]
starting with the ansatz r = A(1)z, p(t,r) = A 73 ()w?(z) and v(r,r) = A1)z
in Eulerian coordinates. Note that a true self-similar ansatz would have the
relationship v(¢,r) = A(t)z replaced by v(r,r) = Az (t)z thus honoring the
self-similar rescaling (1.4)—(1.5) when y = %. The solvability of (2.15)
and (2.16) with suitable initial, boundary conditions and the behavior of
the solutions are discussed in detail in [33, 13]. In what follows, we shall
summarize some of these results, and state the corresponding regularity
properties necessary for the nonlinear analysis.

To describe the solutions to (2.16) it is convenient to work with the
second order formulation

2 30
(2.17) w”+7w’+nw3:——,

Z 4
which follows easily from (2.16). Note that 6 = 0 corresponds to the clas-
sical Lane-Emden equation with index 3 [5]. We refer to (2.17) as the
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generalized Lane-Emden equation. The following result guarantees the
existence of solutions with suitable boundary conditions, thereby showing
that the value of 0 cannot be arbitrary.

Proposition 2.5 ([13]). There exists a negative constant 6* < 0 such that
forany 6 > 8* there exists w = w(z) satisfying (2.17) such that 0 < w < oo
in [0,1) and w satisfies the boundary conditions

(2.18) w'(0)=0, w(l)=0.

Proposition 2.5 is essentially contained in [13]. We point out only one
difference. Equation (2.17) is customarily solved with the boundary con-
ditions w(0) = 1, w/(0) = 0 by a shooting method. The first zero denoted
by Z = Z(6) is then the radius of a star configuration. This solution is
transformed to our desired solution w in Proposition 2.5 through a similar-
ity transformation. Namely, for any 8 > 0 we note that wg(z) := Bw(f32)
solves (2.17) with & replaced by 6% and it satisfies wg (0) = B, wb (0)=0,
and zg = B~ '2(8).

The following lemma concerns the regularity of w.

Lemma 2.6. Let w be a solution obtained in Proposition 2.5. Then w €
C*(0,1) and w is analytic near z = 0 as well as z = 1. Moreover
(i) w(z) = A1 +A222 +0(z*), 2~ 0 for some constants Ay and Ay and
w(Z+1(0) = 0 for any nonnegative integer k > 0;
(ii) w satisfies the physical vacuum condition, i.e. strict inequalities
—oo < W (1) <0 hold.

Proof. 1t follows from a minor modification of Lemma 3.3 in [18]. We
omit the details. [l

Self-similar solutions of (2.15) are by definition the ones satisfying

(2.19) b:= —is = const.

where % = l(t)*%. This translates in the assumption A (¢)A

Upon specifying the initial conditions
(2.20) 2(0) =2 >0, A(0)=A,

it is straightforward to check that for any 6 € (6*,0) there exists a self-
similar solution A(¢) of the form:

=

() = const.

3 2/3
2.21) Ar) = (/13/2 + 2101/27m>
satisfying (2.15) and (2.19) with the additional initial data constraint
20
(2.22) A+ =0.

Ao
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Of course there exist other non-self-similar solutions of (2.15) with
more general initial data. To discuss the asymptotic behavior of homol-
ogous solutions, for any a € [—e, | and any two continuous functions
f,8 : R — R we say that

f(t) ~t—a g(t)
if
@)
(2.23) lim: oy =1

The following result discusses the behavior of the solutions of (2.15) and
(2.20).

Proposition 2.7 ([33, 13]). Let A(t) be the solution of (2.15) and (2.20).

(1) If 6 >0, then A(t) > O forallt > 0, limy_,e A (1) = o0 and moreover,
there exist cy,co > 0 such that

(2.24) l(l‘) ~tsoo C1 (1 +C2l).

(2) If 6 =0, then A(t) = Ao+ Myt
(3) If 6 <0 let

2[5
2.25 A=y —.
( ) 1 }-0
(a) If Ay = A, then A(t) > 0 for allt > 0 and it is explicitly given
by the formula:
3 2/3
(2.26) Alt) = <x§/2+zxo‘/%t> L 1>0.

(b) If Ay > A{ then A(t) > 0 for all t > 0, limy_,e A(t) = oo, and
there exist cy,c; > 0 such that A(t) satisfies the asymptotic
relation (2.24).

(c) If M < A{, then there is a time 0 < T < oo such that A(t) >
0in (0,T) and A(t) — 0 as t — T—. Moreover, there exist
constants ky,ky > 0 such that

Wit

(2.27) ()~ k(T —kat)3.

Proof. The only statements not discussed in [33, 13] are the precise rates
of expansion stated above. Rate (2.26) is easily obtained by explicitly solv-
ing (2.15) with the initial condition (2.25), whereas rates (2.24) and (2.27)
require a little more work, but follow from classical ODE arguments. [

Propositions 2.5 and 2.7 in particular imply that for any given (8, 9,A;) €
[6%,00) X (0,00) X (—o0,00) satisfying (2.22), y = A(¢) is a solution of (2.5)
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with A given by (2.26) and w a solution of (2.16) and (2.18). In Eulerian
coordinates, these solutions are given by

(2.28) p(1,r) = /WWWﬁ)’ vie,r) = %;r‘

We next examine the physical energy and total mass for the homolo-
gous solutions given by (2.28).

Lemma 2.8. The energy E of the homologous solutions is given by

2 28 ! 3.4
(2.29) E=|A{+— / 2w 7 dz.
M) Jo

Proof. Recall the total energy:
(2.30)

A(r) 1 . A(r) r
E = / (2’”2 +3p3> 47Tr2dr—/ 47rpr (/ 47L'pS2dS> dr.
0 0 0

We first compute the mass in the ball of radius r:

r 1 T
/ Ampsids = 4w —3w3(£)s2 ds = 47‘[/ w3 (2)22 dz
0 0 A A 0

(-G - )

and hence the potential energy can be written as

A(r) r A eén r r r 20
2 B N I VAN VN AR
/0 477:pr(/0 47rpsds)dr ; )L3wr< (l)w(l) (l) 4>dr

Therefore, the total energy is written as

27A2 /A 3., 12w [ 12n [* 4ms [
E = wr dr+/ wrr dr — / w4r2dr—/ wirtdr | .
A Jo A o R A% Jo

Now we use the equation for A to obtain the total energy

A+2 2 AZ+3 e
E = L % / Aawrtdr = 12%/ Axw’Ftdz.
0 0

205
g

Lemma 2.8 and Proposition 2.7 reveal an interesting relationship be-
tween the energy of self-similar expansions and the energy of non self-
similar expansions. The self-similar stellar expansion is associated with
zero-energy stellar configurations, i.e.

(2.31) E(A(t),A(1)) =0.
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For all other linearly expanding homologous solutions, the associated phys-
ical energy is strictly positive. On the other hand, the energy of the col-
lapsing solutions can be positive, negative, or zero.

M linear
self-similar rate of
expansion expansion

Lane-Emden steady state

 (E=0)

self-similar
collapse

|
|
: < linear rate of collapse
|
§
}

FIGURE 2.1. Bifurcation diagram, A9 = 1

A simple computation based on the generalized Lane-Emden equa-
tion (2.17) shows that the total mass of a homologous solution is given
by

A(t)
(2.32) M:M(a):/ 4wpr’dr = —4w'(1) — &
0

which obviously depends only on &. Since 8 € [0,,0) and —oo < w/(1) <
0, M(J) cannot assume arbitrary positive values. Theorem 3.3 in [13]
asserts that for any 0 € (0x,)

dM(9)

dé

which implies that the admissible total mass lies in (0,M(6.)]. This fact
supports the following rather appealing interpretation of Propositions 2.7
and 2.5: if M < M(0), then the star will expand and the density will even-
tually go to zero. If M > M(0) and if the initial velocity is below the escape
velocity, the star will collapse toward the center in finite time. We note that
M (0) is the mass of the steady Lane-Emden configuration. The notion of
critical mass separating homologous collapse from expansion is discussed
for the non-isentropic Euler-Poisson in general dimensions in [12].

<0,

Remark 2.9. It is obvious from Figure 2.1 that the Lane-Emden steady
state (y = %) at the origin of the graph is dynamically unstable. This is
clear from [14, 33, 13, 12] and was specifically pointed out by Rein [38],
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who remarked that positive energy configuration can lead to an indefinite
expansion of the fluid support [11]. Note that Figure 2.1 shows that we can
perturb the steady state even with negative energy configuration leading to
an eventual collapse of the star, or with positive energy configurations that
also lead to a collapse! The phase space around the steady state is intricate
and the nature of instability (expansion vs. collapse) cannot be decided
based solely on the sign of the energy of the perturbation.

2.3 Nonlinear stability in similarity variables

Our goal is to study the nonlinear stability of the expanding star fam-
ilies (A,p,7) and (A,p,7) given by Definitions 1.1 and 1.2 respectively.
The general strategy will be to pass to suitable similarity coordinates,
where the time-dependent expanding homologous solution transforms into
a steady state of the new system of equations. Because of different rates of
expansion, our stability results are presented in two separate subsections.
We start with self-similar expansion.

Nonlinear stability for self-similarly expanding homologous solutions

Let (As,Ps,7i); 2;,6+ be a given self-similar expanding homologous
solution of the EP% -system given by Definition 1.2. We consider a pertur-

bation of (l*,ﬁ*,ﬁ*),%,lr?g*

p(0,r) =po(r), v(0,r) =vo(r).
Without loss of generality we shall assume that pg : [0, 1] — R satisfies

(2.33) po(r) >0, re0,1), po(1)=0, supp(po) = [0,1].
‘We further assume that
(2.34) IM(po) —M(p:)| < 1, E(po,vo) =E(p*,7") =0.

The second condition means that we will restrict our stability analysis to a
surface of zero-energy initial data.

In order to describe the asymptotic behavior of the solutions gener-
ated by (po,vo) we will use the conservation-of-mass law to identify the
background expanding homologous self-similar solution that we expect
the perturbed solution to converge to. We accomplish this by finding a &
such that

(2.35) M(8) =M(po) = /3 Po(x)dx.
R
In particular, this uniquely fixes a background solution (1, 9, 7) Ao,0p,6 With
= = 26
=1, e(A,A):= lf—k% =0

where e is the coefficient appearing in £ (1.16) and we call it the effective
energy.
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We now recall the Lagrangian formulation of the problem (2.2)—(2.4)

and assume that there exists a X : [0,1] — [0, 1] such that
[¢]
(236) detD1lo = 23 (%o +20:20) = ’;0(0 ’,‘3)-

For initial density py exhibiting the same boundary behavior as p so that
Po/p is a smooth positive function, the existence of such a function yp
follows from the Dacorogna-Moser theorem [10]. Since the energy is a
dynamically conserved quantity, as long as smooth solutions to (2.5)—(2.6)
exist, we have the identity

E(x, %:)(t) = E(x0. %1)-
By the second assumption in (2.34) we note that

(2.37) E(%0,%1) =0.

To understand the nonlinear asymptotics, we introduce a new unknown
& by setting
x(1,2)
1,z) == .
S = 5
As a consequence of (2.5) we obtain an evolution equation for & :
(2.38) A*(AE)y + Fs[E] =0,

equipped with the initial conditions

(2.39) £(0,2) = x0(2), &(0,2) =&i(z), z€[0,1],

where & = y; — X()il and the nonlinear operator F, is given by (2.7).
With respect to the new variable & the energy E takes the form:

B(g.&) =2mled+ Rl + 2260

(2.40)
1
+li” (/ (E2(E +28)) Puddz+ /0 §I8Z(w‘§)z3dz>.

Motivated by the self-similar rescaling (1.4)—(1.5) we introduce a self-
similar time coordinate s by setting

|
(2.41) s=s(t) = / T,
(T)
and the unknown y in new coordinates (s,z):
(2.42) v(s,z) ==& (t,2).

Using (2.38), (2.41), and (2.42) a straightforward calculation gives a
quasilinear wave equation for y

1
(243) Yss — Ebvls + 61//+ FW5 [W] = O’



STABLE STAR EXPANSION 19

where

(2.44) b:—?‘f:— 2[68] < 0.

We supply (2.43) with initial conditions:
(245) v(0) = wo =G0, ¥s(0) =1 =3,

where we have used Ay = 1. Observe that conditions (2.45) are naturally
inherited from (2.39). Equation (2.43) admits a steady state

V=1
which is a self-similar realization of the background expanding solution

(A,p,7) Ao, given by (2.26). We note that A in the new time coordinate
s takes the following form

(2.46) A(s)=et,
and thus grows exponentially in s (recall that b < O corresponds to the

expansion case) The energy (2.40) in the new variables takes the form

476 .
E(vy) = Z H%+ 1I/H5+7HV’ 122

(2.47)

1

+1;ﬂ</ (W +zy)) " Pwhldz+ / v )z dz>
0

To stress the dependence of the background profile wg on the parameter
6 we shall from now on use the notation

('7')5,/( = ('7 ')Wg,ka ('7')5 = ('7')W5,07

I lloi = M1 llwsior 11 llg =11 hwgs 5 = Ay,
where the inner product (-,-)s; and the norms || - [|,,x have been defined
in (2.9) and the high-order weighted space .7, is defined by (2.12). For
any perturbation ¢ = y — 1 from the steady state we define a high-order

energy norm
(2.48)

E(9,¢) =& ZZIW LG5+ 119 I 5 gy + 1107 929 4
Jj=0k=

Theorem 2.10 (Nonlinear stability of selfsimilar expanding stars). There
exist €,€ > 0 such that for any —€ < 8 < 0 and any initial datum (y(0), y;(0)) =
(Yo, W1) with vanishing initial energy

(2.49) E(yo,y1) =0,

satisfying the smallness condition

(2.50) EWo—1,y1)<e
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there exists a unique global solution to the initial value problem (2.43)—
(2.45). Moreover, there exists a constant ¢ = ¢(8) such that

(2.51) E(s)See ™, s>0.

Remark 2.11 (Initial data and compatibility conditions). Since our energy
norm contains higher s-derivatives of y at time s = 0, we use the equa-

tion (2.43) to define 9! v ’ , J > 2. Note that we do not have to impose

§=!
any compatibility conditions at the vacuum boundary z = 1.

Remark 2.12. Since Theorem 2.10 shows that n(z,r) = x(z,r)r remains

close to 7 (¢,r) = A(t)r for all t > 0, from the formula

p(t,0(t,r)) = p(0,r)[detDno] '

we may conclude that the Eulerian density p(z,r) of the perturbed solution
remains “close” to the self-similarly rescaled Eulerian density 7L_3w35(§)
of the background Eulerian density. A similar comparison holds between

the Eulerian velocity v of the perturbation and the rescaled background
velocity l*%v()—{).

Remark 2.13 (Notation “ < ). We shall write A < B if there exists a uni-
versal constant C > 0 depending only on € such that A < CB. An analogous
definition applies to the notation A 2 B.

Nonlinear stability of linearly expanding homologous solutions

Let (A, P, V4)2; 2; 5+ be a given linearly expanding homologous solu-
tion of the EP% -system given by Definition 1.2. We consider a perturbation

of (As, Ps, i) 35 4 67
p(o’r) = po(l")7 V(O,}’) = VO(r)'

Without loss of generality we shall assume that A = 1 and that p : [0,1] —
R satisfies (2.33). We further assume that

[M(po) =M (p.)| <1, [E(po,vo) —E(p",7)| < 1.

We may also assume that E(pg,vo) > 0 since by definition E(p*,7*) > 0.
In order to describe the asymptotic behavior of the solutions generated
by (po,vo), just like in previous section, we will use the conservation-of-
mass and conservation-of-energy laws to uniquely fix a linearly expanding
background solution (2, p, %) Ao,Ap,6 Satisfying

)-O =1, M(ﬁ) :M(p0)7 E(ﬁ’ﬁ) :E(PO,VO)-

Recalling the Lagrangian formulation of the problem (2.2)—(2.4) we
assume that there exists a X : [0, 1] — [0, 1] such that (2.36) holds with p
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instead of p. To understand the nonlinear asymptotics, we introduce a new
unknown { by setting

Ar)

The unknown § solves (2.38) with { instead of & and A instead of 2, while
the associated initial conditions read

(2.52) C(()?Z) :%0(Z>7 C;(O,Z) :CI(Z)7 z€ [0,1],

where {; = x1 — xoA1. To reflect the expected linear growth rate of the
perturbed solution we introduce a new time variable T = 7(t):

{10 := 22

|
2. = = = .
(2.53) T=1(1) /0 o) do

Analogously to (2.42) we introduce an unknown 6 in new coordinates
(7,2):
(2.54) 0(7,2) :={(1,2).

Using (2.38) and (2.53) we derive an equation for the unknown 6 (s,z) =
¢(t,2)

(2.55) 26704 A0, + 86 +F,;[0] =0,
with the initial data:
(2.56) 0(0) =6y =20, 6:(0)=6,=¢.

In the 7-coordinate, A satisfies the following ODE:

where & = A2 + % is the effective energy of the linearly expanding homol-

ogous solution (p, i, 1). It follows that for large values of 7 the asymptotic
behavior of A is given by

(2.57) A(t) ~rose €P7,
where B = /é. If § > 0 it follows that

(2.58) B> \l{| > p'
where

o
li=yle—2—.
B e-27

Similarly,
l j’f R
(2.59) B Z\T\ZB
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if § < 0. Let B; = max{f, B’} and B, = min{j3, 8’}. Then for all linearly
expanding homologous solutions
(2.60) Pt <A ()| + A (T)| S €PT, >0,
Equation (2.55) admits a steady state
6=1

which corresponds to the background expanding solution (1,;3,\7) Ao A8
encompassed by Definition 1.2 (i.e. belonging to the light-blue region in
Figure 2.1.) The total energy in the new variable takes the form

Ar 4nd
E(9>91:) 277:”91—1— 7 9”54_7”9 1/2”%s

2.61)

127 e 13, Lo 453
F 28 (@@ PugRan g [ o).
A \Jo 3Jo

A key differential operator in our analysis is given by
4
(2.62) S =0+ —0.
Z
It enters crucially in the definition of our high-order energy space.

Definition 2.14 (The space ﬁé.k)' For any j € N and k € N, we say that
a function ¢ belongs to the space Sﬁg if Zl e La 2k+2£([0’ 1]) for all
0< (<.

For any perturbation ¢ = 6 — 1 from the steady state we define a high-
order energy norm

(2.63)
4 . .
8900 =8()= I (11770l +117”

2 j 0112
2010779111

Theorem 2.15 (Nonlinear stability of linearly expanding stars). There ex-
ists €,€y > 0 such that for any —e < 8 < oo, any 0 < € < & and any initial
data (6, 0y) satisfying

(?(90—1,91) <eg
there exists a unique global-in-time solution to the initial value problem (4.1)—
(4.2). Moreover, there exists a constant C > 0 such that

sup&' (1) < Ce

>0

and a t-independent function 0., satisfying & (6..,0) < Ce such that

@64 Tim [6(7,) 05, =0, 0:(7, )53, S EA(T) 7.
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Remark 2.16. The asymptotic attractor 6., is not necessarily a steady state
solution of (2.55). Unlike the self-similar case (Theorem 2.10) we do not
claim that the perturbed solution converges to a nearby member of the
family of linearly expanding homologous solutions. In fact we should not
expect to get a decay estimate for the unknown ¢ and its spatial derivatives.
A much simpler toy model ODE

e 0rex+efdx+x=0

has a continuum of possible asymptotic states, although x = 0 is the only
steady state. Due to the fast growing factors in front of d;;x and d.x, the
leading order decay of dx is in general given by dex = cte” T+ O(e™7),
where c is a constant depending on the initial conditions. It can be checked
that a nonzero c leads to a nonzero asymptotic state for x.

Remark 2.17. An important consequence of Theorem 2.15 and the precise
understanding of the asymptotic-in-time behavior of the Lagrangian map
n(t,r) = x(t,r)r = A(t)0(z,r)r is that we can precisely track the growth of
the support of the Eulerian density p of the perturbation. If A(¢) denotes
the radius of the support of the perturbed solution, then Theorem 2.15

implies that there exists a constant C > 1 such that
C'A(t) < A(t) <CA(t), >0,

where i(t) is the radius of support of the background Eulerian density
p. Just like in Remark 2.12 we can also show that the Eulerian density
and velocity remain “close” to the suitably rescaled Eulerian density and
velocity of the background homologous solution (4,5, 7).

2.4 Comments and methodology

Questions of singularity formation in various critical problems have
received a lot of attention in the past decades, especially in the context of
nonlinear wave, Yang-Mills, nonlinear Schrodinger equations, generalized
Korteweg- deVries equation, corotational wave maps and various other
hyperbolic problems. An exhaustive overview with many references can
be found in [36]. The possible blow-up phenomenology is rich, with rates
often deviating from the predicted self-similar rates, and such non self-
similar regimes can be both stable and unstable. In the context of the
gravitational Euler-Poisson problem, the catalogue of potential dynamical
scenarios appears to be very rich and far from being understood.

The free-boundary gravitational Euler-Poisson system is a classical ex-
ample of a system of hyperbolic balance laws where we may expect shock
singularities to occur in finite time. A global-in-time existence and unique-
ness theory is not available even in the context of small initial data. The
manifestly hyperbolic nature of the equations is clearly seen in Lagrangian
coordinates where the EP,-system takes a form of a degenerate quasilin-
ear wave equation on a compact spatial domain. There are however two
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well-known classes of exact solutions: the Lane-Emden steady states when
g < ¥ < 2 and a special class of homologous (also known as homologous)
solutions in the case y = % discovered and analyzed in [14, 33, 13] (see
Section 2.2). Both classes of solutions share one important common fea-
ture - they satisfy the so-called physical vacuum boundary condition at the
star-vacuum interface.

In the mass-critical case y = % Theorems 2.10 and 2.15 confirm that
the two modes of expansion (marked by light-blue and dark-blue in Fig-
ure 2.1) are nonlinearly dynamically stable. It remains open to understand
the asymptotic behavior in the vicinity of collapsing solutions (marked
light- and dark-red in Figure 2.1). Moreover, in the supercritical regime
g <Y< % it is not known whether there exist any examples of compactly
supported collapsing solutions and this remains an important open ques-
tion. Finally, despite the conditional stability results [38, 27] in the subcrit-
ical regime % < ¥ < 2, the question of nonlinear stability of Lane-Emden
stars remains open, as it is not clear whether fluid shock singularities might
develop from small perturbations.

When y > % it was shown in [34, 11] that if there exists a global-in-time
strictly positive energy solution to the spherically-symmetric EPy-system,
then the star support grows at least linearly-in-time. Theorem 2.15 shows
that in the vicinity of a linearly expanding homologous solutions this result
is optimal, i.e. the star support grows at most linearly-in-time. Notice
that the sub linear growth of the fluid support stated in Theorem 2.10 is
associated only with the zero-energy configurations and therefore does not
contradict [34].

Besides the work of Goldreich & Weber [14], there exist numerous
other physics works devoted to various notions of self-similar collaps-
ing/expanding star solutions of the Euler-Poisson system, see [25, 37, 43,
3, 4, 40] and references therein. The polytropic index v is often allowed to
vary in the full range 1 < y < 2. All of these other solutions have an infi-
nite support of the star density and therefore do not possess a star-vacuum
free boundary.

As an important consequence of our results, we show the existence of
global-in-time large data solutions to the EP,-system (with y = %). To the
best of our knowledge, this is the first work proving existence and unique-
ness of global-in-time classical solutions of the free-boundary EP,-system
that are neither homologous nor stationary. Our results provide a set of
initial data and an energy space that lead to global-in-time solutions in a
functional framework that allows us to track the regularity and behavior
of the free boundary. A key mechanism that precludes finite time sin-
gularity formation is the expansion of the background star solution. The
fluid density decreases sufficiently rapidly to counteract a possible shock
formation. A related phenomenon, albeit in the absence of free bound-
aries, appears in the context of the Euler-Einstein system with positive
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cosmological constant [41, 42, 15, 32], wherein the role of the expanding
homologous solutions is replaced by the well-known Friedman-Lemaitre-
Robertson-Walker expanding spacetimes.

The presence of the physical vacuum condition, while natural from the
physics point of view, causes fundamental difficulties in the analysis, as the
first derivative of the fluid enthalpy is in general discontinuous across the
fluid-vacuum interface. The first step in handling both the free boundary
and isolating the difficulties coming from the above mentioned degener-
acy is to use the Lagrangian coordinates. In these coordinates, a natural
functional-analytic framework of weighted Sobolev spaces emerges as the
right setting for the well-posedness analysis. The initial fluid density is a
natural weight in the problem. These tools have been first designed and
successfully used to overcome the above mentioned difficulties in the con-
text of compressible Euler equations in vacuum [8, 23] and in the con-
text of the Euler-Poisson system in [18, 19]. A similar methodology was
used to prove local-in-time existence for the Euler-Poisson system [28].
In [35], Nash-Moser theory was used to establish the existence of smooth
local solutions of the Euler-Poisson system approximating time periodic
(linearized) profiles.

The fluid densities associated with the expanding homologous stars
also satisfy the physical vacuum condition, as they solve the generalized
Lane-Emden equation. To prove nonlinear stability of such solutions, we
adapt the Lagrangian flow map to the expanding background, and control
the deviation by suitably rescaling the time variable. In our approach, the
initial density of the perturbation enters in the choice of the initial flow
map.

To prove Theorem 1.3 we introduce the self-similar time coordinate s
defined by

ds 1
2.65 — ==——-, i.e. s~logr.
(2.65) R YA ie. s~log
The self-similar expanding homologous solutions transform into steady
states of the newly rescaled equation given by

(2.66) ¢m—%b¢s+35¢ +ZL50 = Ns[9],

where %5 is a suitable second order self-adjoint differential operator, N
a nonlinearity and b < 0 is a constant. Due to the scaling invariance of the
problem, coefficients in front of the dy-derivatives in (2.66) are constant. A
key mechanism for our stability result is a new damping effect induced by
the term —%bq)s (recall that b < 0) in (2.66). It exists as a consequence of
the expansion of the background self-similar homologous solution. How-
ever, due to a stretch effect coming from 35 ¢ (note that § < 0), the linear
part admits a growing mode ¢ = e¢~?*, which makes the stability nontriv-
ial and interesting. It is not a priori clear that this growing mode will not
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persist at the nonlinear level. However, the unstable mode is in fact a re-
flection of the conservation-of-energy law and the associated eigenvector
is tangential to the manifold of constant energy solutions. Therefore to
deal with such an instability we crucially use a nonlinear constraint inher-
ited from the conservation of the physical energy, thereby reducing our
stability result to a codimension-one set of initial data.

The stability of the homologous self-similar expanding solutions re-
lies on proving an exponential decay-in-s of small amplitude perturbations
with zero energy. Such a decay result follows from the energy-dissipation
inequalities for suitably defined high-order energy functionals &, & taking
the form

5’(s)+/0S@(T)dr§£(O)+/0Séa3/2(r)dr, 5>0

where we have the full coercivity of the dissipation
92zE.

Our nonlinear estimates naturally split into two parts. First we prove
the energy-dissipation inequalities for pure ds-derivatives of ¢ using the
standard Hardy inequalities and embeddings between weighted Sobolev
spaces. In our second step we provide the bounds for the full energy (in-
volving purely spatial and mixed space-time derivatives) and this is ac-
complished by using (2.66) and a bootstrap procedure allowing us to ex-
press higher spatial derivatives in terms of d;-derivatives. We refer to this
part of the analysis as the elliptic estimates. A crucial tool in the proof of
the energy-dissipation bounds is the spectral gap of the linearized operator
Zs. Specifically Z is a strictly positive operator as long as it acts on a
space orthogonal to its null-space, i.e. as long as (¢, 1) = 0. We therefore
need to control |(@, 1)g| separately. This is accomplished by exploiting the
nonlinear constraint E(¢, ¢;) = 0 which restricts the dynamics to the sur-
face of zero-energy solutions. Specifically we show that the linearization
of this condition yields a relationship of the schematic form

(¢,1)s = const. x (@5, 1)s+ quadratic nonlinearity

which will allow us to show |(¢,1)s]| < &.

To prove Theorem 1.5 we also rescale time. Note however that the
linearly expanding homologous solutions (i ,P,V) do not expand at a self-
similar rate. Therefore, we introduce a new time coordinate T by setting

dr 1

2.67 — = —, i.e. T~ logr.
(2.67) a0 g

Like above, the homologous background solution (i , P, V) transforms into
a steady state, but unlike the self-similar case, the new equation for a per-
turbation ¢ in Lagrangian coordinates has t-dependent coefficients in front
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of d;¢ and d;; §:
(2.68) Adrr+ Ardr +380 + L5 = N5[0].

In the new coordinates A ~ eP? for large values of T where 8 > 0 is
some constant. Although (2.68) and (2.66) look structurally similar as
they appear to be damped wave equations, they are fundamentally dif-
ferent. By contrast to (2.66), the exponentially growing coefficients A
and ZT in (2.68) are inevitable since the linear-in-time expansion does not
honor the invariance of the system and it creates severe analytical difficul-
ties. As a consequence, the high-order energy method developed for the
self-similar case does not work since the operator d; does not commute
well with (2.68) any longer. Namely, some of the commutators contain
T-dependent weights that grow faster than the natural energy and we can-
not close the energy estimates. Instead we design a different high-order
energy approach, based on differential operators containing only spatial
derivatives. This idea goes back to the work by Jang & Masmoudi [23] on
free-boundary compressible Euler equations where the number of spatial
derivatives changes the weight in the energy space. In our problem a key
elliptic operator

_ 4 4tk _4
Ls¥ = _WaZ(WS 7'0.y)

captures precisely the degeneracy caused by the physical vacuum. In addi-
tion to this we have to deal with the coordinate singularity at z = 0 because
naive successive applications of the d,-operators may result in unfavorable
negative powers of z in our energy terms. To avoid this problem we com-
mute the equation with high-order powers of the elliptic operator

4
S = 812—1'282

to derive the energy estimates. It turns out that . commutes well with
(2.68) at both boundaries. Together with .Z5 ; y it enables us to construct
energy spaces without commuting the equation with d; derivatives and
close the energy estimates. The elliptic operators .5 ; and .#” have not ex-
plicitly appeared in the previous works and a careful and detailed analysis
is carried out in Section 4.

The paper proceeds as follows. Section 3 is devoted to the proof of
Theorem 2.10: the nonlinear stability of self-similar expanding homolo-
gous solutions. A crucial coercivity of the energy, leading to the expo-
nential decay of perturbations, is shown in Lemma 3.4. Nonlinear energy
estimates (Theorem 3.2) will be presented in detail. In Section 4, we prove
Theorem 2.15: the nonlinear stability of linearly expanding homologous
solutions. The .#-energy method (Theorem 4.4) will be developed based
on various commutator estimates between . on one side and linear opera-
tor and nonlinear terms (Lemmas 4.6, 4.9, 4.13) on the other. We shall also
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prove a comparison estimate between the . energy and the norm (Lemma
4.8). In the Appendix, we present the spectral theory of our key linearized
operators, Hardy inequalities and weighted Sobolev spaces embedding re-
sults.

3 Nonlinear stability of self-similar expanding homologous
solutions

To understand the stability properties of ¥ = 1, we linearize around
this steady state. Letting

y=y+p=1+9,
using (2.17) we obtain

Fuy[1+9] = (1;:)) o, <w§ [1+Z12<9Z <z3 {¢+¢2+¢;D]g>

1 4w’(3
+<1+¢y2<‘5"z:>

Itis easy to check that (1+y)~ 3=1 —fy—i- 9 (fo 1—-0)(1+ Gy)*l?od6> y2.
Recall also that in the case of a self-similar homologous solution we have
b; —0, where b is given by (2.19). By rearranging terms, we obtain the
expansion
(3.1)
4
Fus[1+¢] = =6 +28¢ — 9.(w§z'9:0)
3w 52

ETRERE
U (wga)

Ws<

3
R, (a0t 5)

3 W52

28 (1+¢ 2 1 3 :
5 ( W%Z) 81[(w§ (Zzaz (z3 [¢+¢2 ¢’3]>>
—

fo-ofon(ta(efrers))

It follows that the linearization of F,,;[-] about ¥ = 1 is given by the
operator

4
(32)  DF(W)[¢] = ZL50 +289, L5 := —Waz (w§z*0.9).
)

1

Wiz

de} .
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Therefore, the perturbation ¢ satisfies the following equation:

(3.3) ¢ss—%b¢s+35¢ +Z59 = Ns[9],

equipped with the following initial conditions:

3.4) ¢(0,2) = 90(z) = So(2) =1, 95(0,2) = ¢1(z) = G1.
Here Ns[¢] is the nonlinear remainder defined by the relationship
3.5) Fus[l+¢] = —6+.25¢ +26¢ — Ns[9].

The explicit form of N is obtained from the second through sixth lines of
the expansion (3.1). For the nonlinear estimates however, it will only be
important that Ng has the following structure:

Iws

W4
Nsl0] =po(9)+ =221 (9) + ——pa(9)9: (Zfaz (z3¢)>

Z Ws

w4
+ W13Zp3(¢)az (Zzaaz (Z3p4(¢))>

)
3.6)
1 1 2 9 3
L ps(9)0. [w‘é (22-Grato)) [a-0)(1+52.Em0) de] |
where p;, i =0,...,6 are rational functions such that p; : [—c,c] - Risa

C* function for some ¢ >0 and i =0,...,6. Furthermore, the polynomials
Do, P1, P4 are at least quadratic in ¢, and the polynomials p;, ps are at least
linear in ¢ when expanded about zero. In other words

(3.7 pi(0)=0, i=0,1,2,4,6, pi(0)=0, i=0,1,4.

It is easy to see that the operator .Z5 defined in (3.2) is non-negative
and symmetric with respect to (-,-)g :

4
(£59.0)5 = (9,505 = 5119:01[3

for all ¢ € C°(0,1). Moreover, following the same argument in [1, 35],
we deduce that %5 has the Friedrichs extension, which is a self-adjoint
operator in the weighted space L% o Whose spectrum is purely discrete.
See Appendix A for more detail on the analysis of the linearized operator.
The following coercivity properties result from the spectral theory of %,
which will be crucial for the energy estimates in Section 3.1.

Lemma 3.1 (Spectral gap for the linearized operator). There exists a suffi-
ciently small € > 0 such that for any —€ < 6 < 0 the following statements
hold:
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(1) There exists a constant Wy > 0 such that for any ¢ € H é satisfying
(¢, 1)5 = 0 the following bound holds:

(3.8) (L50,90)5 > willo|3

(2) There exists Uy > 0 such that for any ¢ € Hg satisfying (¢,1)s =0
the following bound holds:

(3.9) (%5 +38)9,9)5 > o (12013, + llo]3)
Here Uy and Ly can be chosen uniformly in 9.

The proof of Lemma 3.1 will be given in Appendix A.
The conserved energy expressed in terms of the perturbation ¢ takes
the form

47t5

E(1+9,0,) = qu =(1+9)]13 (1+¢)""213
+1§1”(/0 ((1+¢>)2(1+¢+z¢z)) 3wzt dz
1! 143

(3.10) +3/0 (14+¢)  0.(ws)z dz).

Linearizing the relation

(3.11) E(1+¢,¢;) = E(1,0) =0,

we conclude that
3

where _Z[¢] is a nonlinear functional, at least quadratic in ¢, given by

F101= 1o (E(1+0,0) — E(1,0)~ ,E(1.0)9)

1 4w, ¢2
_ _ 2 ) 3.4
s (lo—vplz 2 [ (54220) & wia:

1
(3.13) +6/ (14021 +¢+2¢.) 3 —14 M)wgzzdz).
0

3

In addition to the total energy & defined in (2.48) we also introduce an
auxiliary energy &(s) :

G.14) () i=10(s,) 3+ Z 107195, )13+ 110095, )3, ]

Jj=
Theorem 3.2 (High-order energy estimate). Let 6 < 0 be given and let
|8| be sufficiently small. Let ¢ solve the degenerate wave equation (3.3)—
(3.4) on a time interval [0, S]| Assume that for a small but fixed M > 0 the
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following a priori bound holds:

(3.15) sup &(s) < M.
s€[0,S]

There exists a constant € such that for any initial data (¢(0),¢s(0)) =
(0o, 91) satisfying the initial bound:

(3.16) &(0) <e,
and satisfying the vanishing energy assumption
E(l +¢07¢1) = 07

there exist constants C1,Cy,C3 > 0 such that the following energy bound
holds:
3.17)

sup €(s)+Cy / £(6)do < C:E(0)+Cy / £(c)}do, se0.5].
s€[0.5] 0 0

Before we prove Theorem 3.2 we collect the following key estimates.

3.1 Nonlinear energy estimates

Proposition 3.3 (Energy equivalence). Assume the same as in Theorem
3.2. Then the total energy & (s) is equivalent to the instant energy & (s):

(3.18) () < E(s) S E(s), 520,

where the notational convention for “ < ” is explained in Remark 2.13.

~

Proof. Note that the bound & (s) < & (s) trivially follows from the defini-
tions of & and &. The upper bound & (s) < &(s) is a non-trivial conse-
quence of the fact that ¢ solves the equation (3.3):

(3.19) —ZL50 = s — %bd)s +30¢ —Ns[9)].

By exploiting the elliptic structure of %5, we will establish the following
estimates:

(3.20) E(s) S E(s)+E(s)?, s>0.

Then the claim follows from (3.20) for sufficiently small &(s). The proof
of (3.20) is analogous to the proof of Proposition 4.1 from [18] and it
proceeds by induction. Here we briefly discuss how to obtain (3.20). We
start with ||9Z¢|3 ,. In order to see that ||02¢ |3 , is bounded by the right-
hand side of (3.207), square (3.19) and take the inner product with 1:

(3.21) (1,(Z50)%)5 S llssll5 + 195115 + 10115 + N5 [9]]]3-

By using the L™ estimates and Hardy inequalities, one can deduce that

INs9113 5 & (11013 +12:013, + 102913,
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The left-hand-side of (3.21) can be rewritten as

6 1
(12005 = [ (w5t 225

196 [/ (¢Zz)2w5z4dz+4/ (q)z)zwf;zzdz
0

+ 4w wizldz

1
—4/0 wg(¢1)2w§z4dz—4/0 ((pz)zw%w‘éfdz

where we have integrated by parts. Since wy = O(z), the last two terms
are bounded by 9,9 ;. Hence we deduce that

(3.22) 1920115, S E(s)+E(s)°

The bound for [|09?¢||3 2> 1 <k <6 can be obtained from the time dif-
ferentiated equation of (3.19) in the same fashion.

To illustrate the induction procedure, we now discuss the case of |92 ¢||% 5.
To this end, we multiply (3.19) by z and differentiate with respect to z:

4 4
3 <W5Z¢ZZZ + 5W’31¢zz +5ws) = — 3 (4W%’Z¢z + SW% O:) + 2055z + P

—%bz@z - %qu 3820, + 380 — 20.N5[9] — N5 [9].

Dividing this equation by z, squaring it, and then taking (,)s ; inner prod-
uct, we obtain an inequality similar to (3.21). Notice that the right-hand
side consists of quartic terms and quadratic terms involving the instant en-
ergy & and & containing two spatial derivatives only, which have been es-
timated at the previous step. The quartic terms can be estimated by the em-
bedding inequalities and Hardy inequalities. The left-hand side gives rise
to||d2¢ ||3s,3 and remaining terms. The remainder is bounded by [ 92¢ ||%372

Therefore, by (3.22), we have the desired bound for [|97¢||3 ;. The time

derivatives of 8Z3¢ can be estimated in the same way. The estimation of
higher order derivatives follows inductively. g

We next state a technical coercivity lemma, that will be needed in the
derivation of our high-order energy identity.

Lemma 3.4. Let (¢,¢;) be a solution to the nonlinear degenerate wave
equation (3.3). Then there exists co = co(|b|),|6| sufficiently small and
constants C1,C, > 0 so that the following coercivity bounds hold:

7 . . . . . . b
Y <||8s’¢sl?s +(Z50{9+389/9,9/9)5+co(d)9s,9/9)5 — C°||81¢|s)

j=0
(3.23)

>C& CZZ
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7 1 ,
Y (~30-+anlajoli+ 5 (Zdl0+353/0.9/0)s)
j=0

7 _ 5
B24)  =Ci[plE(s)—Colbl Y (9] 719])",

=0

where & and ¢ are defined by (3.14) and (3.13) respectively. Here b is
defined in (2.19) and C\ depends on |3|.

Proof. Since A describes the self-similar homologous solution, b relates
to 8 via b = —+/2|68|. Letting g/ = d/¢, j =0,1,...,7, we now want to
prove the coercivity of the energy functional

(325) F(8) =lglll3 + (L5’ +38g.8)s +colel ') — - &’ [13:

where (¢, @) is a local-in-time solution to (3.3) and ¢y is to be determined.
We first decompose

. 1. P
8713 = =z (67 D5+ 115, & =8’ — (. Vs
11115 [[1]]s
Since
Zs(1) =0,

and .Z is a self-adjoint operator with respect to (-, ), it is easy to check
that

(Zs8’,8")s = (£58.8')s-
Therefore from (3.25) it follows that

1 : . o 35 .
9( ) = HgJJrl HS + i H 1 ||2 (gj+17 ])% + ($5g~J +35gj’g~J)6 + W(gjv 1)%5

. cob
(¢ 1)s(e’ s =g’ 115-

+CO( g/t ’gj)5_|_ H1||2

On the other hand, applying i to (3.12) we obtain the identity
3. . . .
(326)  Zh(g/)s— (/" )5 =0/ 7[9], j=0,....7.
from which we infer that

8 . 36
j+l 1
ALY

2
- i (S (3ot 52/ 7101 3806 1>%)

bt

8 . , g | X
— 1 1)5— b(g’,1)50} _° () ’
2||1H%(g )5 HE (g/,1)59, /[(PHngH%( 18]

(g/,1)3
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where we have used 6 = —sz By the spectral gap property (3.9), the pre-
vious two equalities, and the fact that g/ = g/ + HIH (g/,1)s, we conclude
that for sufficiently small |§| and for any k;,kz,k3 > 0

F@) 215+ g

A (A AR )

~ colb| 1 i 112
&5+ s ) (&’,1)
0 4 2713 0

+ o

2b2k1 i 8 ) 5 8 ‘ ,
) o= % o)

2 2
iy C iy k3 i1 2 < . 2
B2D kg5 - 1G5 - (g/,1)5-
4 11115 43115

We can choose cg, k1, k2, k3 > 0 such that the following inequality holds
(3.28)
. . . » 1 . C . 2
F(&) 2 e (I 15+ 101 +18715) + 2 (6705~ 7z (907 16))
1 1)

where ¢; = ¢1(l2), c2 = ¢2(]8]). For instance, k; = ky = 1/2, ks = 1/18,
co = |b|/6 will work. Summing the above bound over all j € {0,...,7},
we obtain the estimate

3.29)

7 7 .

Y 7 ¢z ¥ (1051 013+10/015-+ /. ol1) - X (.7 10))°
j= j=

j=0

where C; =Cj(|6|). This concludes the proof of estimate (3.23). Bound (3.24)
follows in an analogous way. 0

3.2 Proof of Theorem 3.2

Evaluating the inner product of (3.3) and ¢, we obtain the fundamental
energy dissipation law:

1
330) 35 (103 + (250 +369.0)3) - SlIOsI5 = (N5[9],9)5-

2ds

We can also evaluate the inner product of (3.3) and ¢ to obtain

(0003~ 2 L 013+ (Za6 +350.0)5 = (N5[6].0);5.

Now we rewrite the first term as

d
<¢s.s'7¢)5 = %((pﬁ(p)ﬁ - H¢SH%
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By adding a small constant multiple of this identity to (3.30) and integrat-
ing with respect to s we obtain the following key energy identity:

3 (1003-+ (50 +300.0)5-+ (0001~ 2013 )
# [ (30 r el + P50 +350.0) ) do
630 = [ [sl61.005+5 (Ns101.0)5] do

Using the same calculation for the time differentiated problem we obtain
Jg |2 j g 3 i i cob iz [
107613+ (£5979 +35016,919)5 +co(0/9,,9/9)s — 1109113 ) |

+ [ (50l + S zadlo8310.000)s ) do
0

(3.32)
N
. . C . .
= [ [(@iNslo1.0l0);+ 5 (2iNs161.000) ] do.
for0 < j<7.
Summing over j € {0,...,7} and using Lemma 3.4 we conclude that

there exists some positive numbers k), k| such that

X (9N5[9],009) s +C

s)+:<{)/ &(t)do <K& +CZ [afNa Sf¢s)5+5°
0

(3.33)
2

+C (9] 7[9])"

Estimates for the right-hand side of (3.33). We first recall the expres-
sion (3.6):

wh
Ns[9] =Po(¢)+aivspl(¢)+wl3zpz(¢)9 (25 (2 ¢)>

5
4
+LP3(¢)9 <W253z (Z3P4(¢))>
w3z z
(3.34)
1

10
1 2t 0 3
#1050 Erto))) [ (1-0+50.@nut0)) a0,
where p;, i =0,...,6 are rational polynomials such that p; : [—c,c] — R is
a C” function for some ¢ > 0 and i = 0,...,7. Furthermore, polynomials
Po,P1, P4 are at least quadratic in ¢, and polynomials p;, pg are at least
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linear in ¢ when expanded about zero. In other words
pi(0)=0, i=0,1,2,4,6, p;(0)=0, i=0,1,4.

Fix j € {0,...,7}. From (3.34) it is clear that

(3.35)
[ (22 (mtor+ 220@)) 050 ) o] < [ 26 (0)+ %01 o,
0 z 5 0

where we used the L™-bounds of Lemma B.3, Cauchy-Schwarz inequality,
Hardy inequality, the quadratic structure of py and p;, and the a priori
assumption (4.16). The third, fourth, and the fifth term on the right-hand
side of (3.34) contain two d,-derivatives and are therefore rather subtle to
estimate. We focus first on the third term and rewrite

(3.36)

4 4
ag‘( (9. (Vz”faz(zw))) — ()2, (Zfaz (fa;'(p)) 2,

5Z )

where %/ is a lower order remainder arising due to the application of the
Leibniz rule and it satisfies the energy bound

@31 | /0 S(%jﬁsj“q))gdcs’ < /O 1'26(0) +6%(0)] do.

Note that

4
(V%mea (; - (2 3af¢)> ,85‘“¢>5

- [ ' pa(6)2, (”fa (z 3af<¢>)> TP

1,4
— 2o [ Bpenacaiora ] [ Bamenacaere
(3.38)

1
- [ o (oale)who. (2970) o ozt
0
where we integrated by parts. Note that
(3.39)
1,4 1 1
| 5000 < [ wiRGierd [ witodierdé,
0 0 0
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where we used the Hardy inequality in the last estimate to conclude that
fo wiz?( dz<f0 whz* (9] 9) dz—l—fo wh24(0.9/9)>dz < &. There-
fore from (3 38) we conclude that

(/ oo (Y20, (2ai0) ) 0t do|
o W%Z Z 2 z s ) Us 5

S 1p2(9) =& (s) + sup [[p2(9)llz~&(0) + sup ||8spz(¢)||m/osé”(6)d6

s€[0,S] s€[0,5]
4 sup [13pa()])- / 1L a.2ai0) 5107+ 915 do
s€[0,5]
(3.40)
SEVHEWO)+E(s)) + sup 51/2/ &(o)do.
s€[0,5] 0

The estimate for the fourth term on the right-hand side of (3.34) is entirely
analogous to the previous bound and we conclude that

/] 9’( el >8( 2o.(& p4<¢>)>,ag+l¢> do

SEVHE)+E(s)) + sup 51/2/ &(o
s€[0,5]

The last term on the right-hand side of (3.34) appears slightly different
in structure, but the top order estimate relies on the same integration-by-
parts idea as in (3.38)—(3.39). Namely, introducing a shorthand notation

10
q(¢,9.) fo (1— (1 + ;%@ (z3p(,(¢))) * 6, the term we need to esti-
mate takes the form

£ (¢(son i Gamoana]) ) e

Commuting the operator 8! all the way through in the above expression
and recalling the definition of (-,-)s, we see that the highest order term
takes the form

‘/ / ps(9 [ < 1 2 (&’ 1’6(@))))28561((15,%)] 0/ ¢ dzdo
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Integrating-by-parts with respect to z we can rewrite the above term in the
form

’/s/lpS((P)aZ [w‘é (leaz (Z3p6(¢))>28sjq(¢,¢z)] 8sj+l¢z3dzd0’

)//ps W5< 8(z3p6(¢))) 9/q(9,9:)9: (9" 92’) dZdG‘
(3.41)

1 2 .
o [ [ astoms (2. ruto) ) dlato.000 o dsto].

The key property of the nonlinearity ¢(¢, ¢,) is that at the top order

tato.00= [ o01-)(1+ 52 @n0))

+ lower order terms.

1 .
=% (297ps(9)) a6

The top order factor 0! ¢, enters linearly in the above expression and we
may integrate-by-parts with respect to s by the same reasoning as in (3.36)—
(3.40). We thereby use Hardy inequalities and weighted Sobolev space
embeddings to bound (3.41) by C&(0) +C fo >do. All of the re-
mainder terms are of lower order and they are estimated again by a sys-
tematic application of Holder inequality in conjunction with the bounds
from Appendix B. Combining (3.35)—(3.41) we conclude that

7 N s
a2 X| [ @niel o 0); o] s 60+ [ s0)iao
j=0"'J0 0

Analogously to (3.42) we obtain (an easier estimate)
(3.43) ( / (9IN5[0 d6‘<£ / £(0)} do.

Recalling the definition (3.13) of ¢ and using the Hardy inequalities and
weighted Sobolev space embeddings of Appendix B, due to the quadratic
structure of _# it is straightforward to check the bound

(3.44) /0 (0] 719))* do+ (3! 719])" < &(0) +/0S£(a)3do.

Therefore, from (3.33), the bounds (3.42)—(3.44), and Proposition 3.3 it
follows that

s)+1<(’)/ é"(o)dagK{£(0)+C(M1/2+supé"1/2)/ &(o)do.
0 0

5>0
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By the a priori assumption (4.16), we can absorb the first term on the right-
hand side into the left-hand side for sufficiently small M to finally obtain

(3.45) E(s)+ Ky /Sé"(cr)dc < k]&(0).
0

for some constants kj, k{' > 0. Repeating the same argument we deduce
that for any 0 < s’ < s < oo the following energy bound holds:

(3.46) E(s)+ Ky /Sé’(o)dc < k/E().

Theorem 3.2 now follows from Proposition 3.3.

3.3 Proof of Theorem 2.10

Lete < % be given, where k7’ is the constant appearing in (3.45). We
1
define

S = sup{ sup & (o) < & and the solution to (3.3) exists on the interval [0, s]}
s>0 L0<o<s

From the local well-posedness theorem 2.3 it follows that . > 0. It fol-
lows from (3.45) that for a sufficiently small &(0) the solution to (3.3) has
to exist globally-in-time, i.e. .¥ = co. Since ¥ = 1 4 ¢ this implies that
the solution to (2.43)—(2.45) also exists globally-in-time. Letting s — oo
in (3.46) we conclude that

(3.47) /méa(c)dc <C&(s"), s >0.

Defining V(s') := [ &(0)do we conclude from (3.47) that
V()= -&(") < —raV(s), s >0.
By an elementary integration we obtain the decay
V(s') <CV(0)e " <C&(0)e ™, foralls > 0.

Now integrate (3.46) with respect to s" over [3, s] to get

N

£s)5 <CV(3)

NS C]

which in turn gives

E(s) <Ce ™ 5>0, forsome0< Kk < %

Together with Proposition 3.3 the last bound completes the proof of Theo-
rem 2.10.
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4 Nonlinear stability of linearly expanding homologous
solutions

Linearizing (2.55) about the steady state § = 1 and writing 8 = 1 + ¢
we obtain the equation satisfied by ¢

4.1) 1¢TT+1’C¢T+36¢+$5¢:N5[¢]7
equipped with the initial conditions
4.2) ¢(07Z) = ¢0(Z) = CO(Z) -1, ¢T(0’Z) =0 (Z) = Cl'

The operators %5 and Ny are defined by (3.2) and (3.6) respectively.
With respect to the unknown ¢ the energy E takes the form

47r6

A
E(1+0.6¢) = 27 s + l<1+¢>us (1+0) 3
27 [ (14 0)2(1 4 0 4+20.) Pudds
O
(4.3) +4; RERREXHERE

Expanding E(1+ ¢, ¢;) around the steady state, we obtain

E(1+ .00 = E(1,0) + 47 (—3;) . 1>5+4n~ (6, 1)5 +47_710]

where & = A7 + % and the nonlinear remainder _#[¢] is given by

- 4W’5 ¢2
Sty (1ot 5o+ 3 [ (5+22) % wicae

6 3 .
@+ [ (0 erar ez o1+ 20 ),

Since the energy is conserved i.e. E(1+¢,¢;) = E(1+ ¢y, ¢ ), we obtain
the identity

45) (—) (0.1)5+ T(%l)a —x— 7]

where x is the physical energy deviation of the perturbation from the back-
ground state,

(4.6) o E(+0,01) —E(1,0)
4r

As mentioned in Section 2.4 the exponentially growing coefficients A
and if in (4.1) force us to avoid commuting (4.1) with higher d;-derivatives
as we did previously in Section 3. Instead we develop a high-order energy
method based on spatial derivatives solely. Inspired by [23] we know that
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the more degenerate weights are needed for higher-order spatial deriva-
tives in order to capture the physical vacuum singularity. In addition to
that, we need to handle coordinate singularities at z = O that arise with
repeated application of spatial derivatives. To handle these difficulties we
already introduced the operator .¥ in (2.62) and we additionally define
another carefully chosen elliptic operator.

Definition 4.1 (A high-order version of the operator .Zs). For any k € N
we define

4
4.7 L= —W@(W‘?"Z“&zw
1)

Note that the operator .Z5 ; defined in Definition 4.1 can be also written
in the form

4 4w
48) Loy =3 (wed Y+ (4 hwsoy+ —20y).

We first state the result for .5 ; analogous to Lemma 3.1 for .Z5.

Lemma 4.2 (Spectral gap for the linearized operator). There exists a suffi-
ciently small € > 0 such that for any —e < 6 < 0 the following statements
hold:

(1) There exists a constant [ x > 0 such that for any ¢ € H é . satis-
fying (@, 1)5 . = 0 the following bound holds:

4.9) (Ls5xP0)s5x > .ul,k”(pH%,k

(2) There exists [ ;. > 0 such that for any ¢ € H} | satisfying (¢,1)s ;=
0 the following bound holds: /

(4.10) ((38,k+35>¢7¢)5’k > Wk <H82(PH%$,I¢+1 + H‘PH%J{)

We remark that i x and L, 4 can be chosen uniformly in . For the
spectral theoretic properties of .Z5 ; and the proof Lemma 4.2 see Appen-
dix A.

Recall the definition (2.63) of the high-order energy &. If § > 0, it is
clear that

4

@iy Y (iuy‘/m%?zﬁ ((L5,2j+35)17f¢,5ﬂf¢)5,2j> > &,
=0

However, if 6 <0, Z5 4 36 is not positive definite any longer. Neverthe-
less, we will show that if ¢ solves (4.1)—(4.2) and if | 5| sufficiently small,
we have a desired coercivity for nonpositive 6-s with a sufficiently small
|6] < 1.
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Lemma 4.3 (Energy coercivity). Let § € (8*,0] be given and let & > —&
for some & > 0. Assume that (¢, ;) solves (4.1)—(4.2) on some t-interval
[0,T], T > 0. Then there exist constants ¢cj >0, 0 < j < 4 and Ci,C,>0
such that

“4.12)
4

o . 4 .
¥ ¢ (21770cl30,+ 38179010, + 210701 1
=i

> C1é(x) - (£0)+] 7 W]), tefoT]

if € > 0 is sufficiently small.

Proof. To prove (4.12), we first take advantage of (4.5). Since € > 0 and

% ~ eV for sufficiently small ||, & — 38 > 0. Together with 1 < AT <l,
it follows that

(4.13)

1(9:1)5] 5/ EO)+1(0x, )5l +[7[0]] S /E©) + 1 :l5 +[7 [9]]
where we have used |k| < 1/£(0).

For any j > 1 it is easy to check that

(Y-"q),l)mj —(3+2)) / 9.7~ 1¢w2+21w3z dz

—(3+2j) (&ny 1¢7W5)5,2(j71)+1'

The Cauchy-Schwarz inequality and the physical vacuum condition —oo <
wis(1) < 0 together imply that

[(F7,1)52)]

4.14)
1152

< kil O lls a(j-1)+15
for some k; > 0, j € N. For any j € N we have

. 4 4
35”5”(15\‘33,2,“"g”azyjﬁbugs,zjﬂ

(5” 9,1)5.2jl52;+38 15—

4 ) . .
= §||3z5”¢\|§7zj+1 +36|.77¢ — (5”(]),1)%72]-.

11Tz |\1||52,

The first two terms can be rewritten as

1
11l5.2

4 ‘ ‘
3101015 500+ 381776 = (70 Vsl = (L4 38)03 1)
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where @; = /¢ — H1H5 (S9,1)5,;. Since (;,1)52,; =0, for |8] suf-
ficiently small, by Lemma 4.2, there exist fi > 0 such that

4 . . 1
§H8ZYJ¢H§72H1+35HYJ¢ Tloms (5”¢ )372jH%S,2j

> i (naﬂw%w P2y

Using (4.14) it then follows that

1 .
HIH (y ‘P 1)52]”62])7 16{071727374}-
gl o s zigl2
36|l ¢H5,2j+§\|3z5” O15211

> (Hazyj(l)H%,zjﬂ + Hﬁ’j¢llfs,z,-) —(3/9] +ﬂ)k?‘|5’z5ﬂj_l¢”%7z(j71 +1

Since the last negative term is indexed at j — 1, we can select constants
c¢j > 0 so that it can be absorbed into the linear combination of the left-
hand side successively. Hence we deduce that

4 . 4 .
Z Cj (36||y](])|%’2j+ 3H&zf5ﬂj¢H§,2j+l>

j=0
~ 4 . 2 . 2 - 2
>0 Y (1057913 0101+ 17703501 ) —Cal(9,1)5 "
j=0
By using (4.13), we obtain the desired inequality (4.12). U

In addition to the high-order energy & we also define a high-order dis-
sipation functional by

4
(4.15) Z

N\P‘

17925 2

Theorem 4.4 (High-order energy estlmate). Let —& < § < oo be given for
a sufficiently small &€ > 0, where & appears in Lemma 4.2. Let (¢, ;) be a
solution to the degenerate wave equation (4.1)—(4.2) on a t-time interval
[0, T]. Assume that for a small but fixed M > 0 the following a priori bound
holds:
(4.16) sup &(t) <M.

7€(0,T]
There exists a constant € > 0 such that for any initial data (¢ (0), §5(0)) =
(o, 91) satisfying the initial bound:

4.17) £(0) <e,

there exist constants Cy,Ca,C3 > 0 such that the following energy bound
holds:

(4.18)

T
sup &(t +C1/ (o §C~’zé~a(0)+6~’3/ e P98(c)do, T€(0,T]
7'€(0,7] 0
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where B, is defined in Section 2.3.

Lemma 4.5 (Algebraic properties of .%°). Assuming that ®,¥ € Hz, (0,1])
and p : R — R is a C? function, the following identities hold:

(1)

(4.19) F(1®+¥) = .S P+ .Y for c1,c, €R.
(2)

(4.20) S (DY) = (S P)Y +D(SW¥) +20.99.W.
(3)

4.21) S (p(®)) = p'(®).S D+ p' (P)[0.D|.

Proof. The proof of the lemma is a straightforward application of the prod-
uct and the chain rule. ]

Lemma 4.6 (Commutator of . and Z5 ;). For any k € N the following
commutation formula holds:

(4.22) S Lsu W =Ls k42 Y+ a1 (2) LY+ b1 (2) 0.y,

where
(4.23)
4w’
a(2) 1=—:[(5+4k)wg(z)+ Wi(z) |
(4.24)

4(2+2k)wi(z) n 42+ 2k)w’5(z))
5 .

bi(z) == : ((2+2k) $(z) —

Z <

Proof. The proof relies on a direct calculation.

(4.25)

4 4w 4w’ dw
0Ly = =3 (w0l + (5+ 2Uws0ly + —2 0Py + [(4+ 20w+ —2 — —2]ocy)
(4.26)

4 4 3 3 " 8W/5 8ws
92 C LW = — (WSa v+ (64 2k)ws0; w+—a v+ [(9+4k)w +——Z—2]azl,/

4 78
T O T R

Hence we obtain
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(4.27)
4
S Ls Y = (azz + Eaz)gﬁ,ZkW

4 8 4(7 4 2k)W,
= —g(waa;‘w+(6+2k)wga§w+ %aﬁwﬂt (9+4k)wg+&

4(5 + 2k)wis N Bws 8w

8w
+ 522y (42U = 2 w)
On the other hand,
(4.28)
4
L2l Y = *Waz(wg“"z“az[(af +-0)v])
ws' Tz <

4 8
=~ (w50t yrt (64 2kws0 0y + %aﬁw

4(6 +2k)w' 4(6 +2k)w'

8w
Z2 aZ V- Z3

oY)

Therefore,

4 4w,
S Ls kW = Ls k2L Y — g([(9+4k)wg + Z5]9ZZV’
4542w 4(8+2k)W,
a2k O AE I, )

(4.29) A "
=Lsn2 LY — g[(9 + 4k)w's + Tﬂyw
4 4420w 4(4 4 2k)W,

= Lson2 LY+ ar1(2) LY +bry1(2) 0.y,
where ay1(z) and b1 (z) are given by (4.23) and (4.24) respectively. [J

Lemma 4.7. For any k € N the functions a; and by are smooth and by pos-
sess the following Taylor expansions about z =0 : ax(z) = axo+ ak72z2 +
o(z*), 812”1(1/(‘?0 =0, b(z) = braz+ b3z +0(2°), 812£bk‘z:0 =0,/¢c
N. Moreover, for any i, j,k € N there exists a c;jx > 0 such that

] ,
)y <||<9ZMCHL°°([0,1]) + HyZCHLm([o,u)) <cijp, §=ar, 7 by

(=0

Proof. Since wg € C*(0, 1), it suffices to check the smoothness of a; and
by near z = 0. From Lemma 2.6 we have ws(z) = A + A2z + 0(z%),
z~ 0. Then w/z = 2A2 4+ O(z*) and hence g is smooth. For by, first

note that w4 /z = 24, /z+ O(z) and wls/z* = 2A,/z+ O(z). The last two
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terms in (4.24) are smooth: —4(2+42k)w% /z+4(2+42k)w’s /22 = O(z). Itis
straightforward to see that only odd powers of z remain in the expansion of
by and only even powers in the expansion of a; around z = 0. The claimed
inequality follows easily from the already established Taylor expansions
of a; and by. O

4.1 The energy norm and weighted Sobolev norms

The next lemma allows us to estimate the higher d,-derivatives of @ in
terms of the high-order .#-derivatives of ¢ in the weighted spaces 53'(’3 X
(Definition 2.14).

Lemma 4.8 (From the energy to the norm). Let k € N be given.
(1) Forany @ € 9 !5 kel the following bound holds:

(4.30) \|32(P||52k+” ”62k 1S ||y(P||62k7

>

where the notational convention for “ < 7 is explained in Re-
mark 2.13.
(2) Let o € ﬁg’k_l, Jj€{1,2,3,4}. Then there exists a constant C >0
such that
4.31)
] 82[ 1 aZZ 2

J
2 2 ¢
) <]8 (P||82k+2Z 2‘*‘”7Z 5254203 T |15 ”62k+2£ 4> <CZ||<5ﬂ (P||62k+2£—
=1 =1

Proof. We recall that wg satisfies w’s < 0, wly ~ cz near z =0, and w5 =
O(1) (see Lemma 2.6). We first examine the case £ = 1. Note that
(4.32)

1
4
(L0, L) 5 = /0 w?s“kz“(é)fwgaap)zdz

! 16
= [ @+ a4 [ wpoaera:

1 1
4
= [ i@ + S0Pz =46+ 20 [ Wi 0P
Each term is positive and it contains the desired square norms for 8Z2(p and
9%9.
e

Ws 0.
2 Z(p z‘PH'azk 1

(L0, 79)5 2 10703 atll——
(4.33)

>H82(PH621<+H H62k 1

which proves (4.30). By Rellich 1nequahty or Hardy inequality, we also
obtain

(0,705 + 915262 2 HZ%HE,Zk—Z
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By a similar argument, we obtain

0,
(4.34) (20,72 0)5.212 2107 05 0012+ |1 = (p||572k+17
as well as
(4.35) (720,.720)s oei2 + 1701506 2 H Ha 2%k

Next we will show how to recover higher order ¢-norms from .7 ¢.
Recall that

7 ! 4
(4.36) | Z“"Hm /0 w5 (929 + —0.9)%dz

The finiteness of the integral leads to d,¢|,—o = O because letting f =
2o+ %Bzfp, we have

L [ L[ pag)t
0l =15 [ ctrag <3| fag)

which implies lim,_,o+ d,¢ = 0. We deduce that lim,_,+ (a ) = 0. There-
fore by integration-by-parts we obtain

y(p ;¢
I3, e || ||%s,21<+ ||ZZT”%‘,21¢—1'

4.37) |—=

Now we rewrite the second term in the right-hand side of (4.34) as

0. !
1272 s = [ w0020 + 200z

1
= / w2193+ 2020~ Sa.gPd:
0 Z Z
Due to (4.37), we deduce that

I 0.
(4.38) / w292 pPdz < || ==+ (” 1+H Hm
0

The first term of the right-hand side of (4.34) gives

1
1025913 502 = /0 FN92 020+ L0.0) P

By previous bounds, we obtain

(4.39)
1
/0 542k 4|84(p|2dz < H92«7(P||52k+2+ |— ||52k+1 + || ||5 2%

< (S, 77 90)5,2k+2+(<7(l’7<7(/’)5,2k

%p



48 M. HADZ IC, J. JANG

To sum up, we have shown that

(4.40)

Yq)

1 Ze 85”(;)
72

||62k [ E—— H52k+1+||32y(l’||52k+2

+|| e H52k+|| e H52k+1+||a4(p||62k+2<||<72(P||62k+2+”y(p”52k

Inductively, we can recover all the spatial norms via |.“¢||3 ,, DYy
To be more precise, we first apply (4.40) to ¢ — L@ andk — k+ 1,

4.41)
810 2.7
|—5— 2 Ha k42 T |— Ha k43T 1027 ¢l]5. 2k-+4
279 , 835”(;)
HZTHS s HI=— ||3 2k+3+Ha4y(pH8 2kta S |’y3(pH5 2k+4+Ht72‘P”5 2k+2

‘We next note that
4 4
0.5 =09+ 782<p ——0.0
z

IS 9=0ro+- 83<p——82(p+ 20:0

4.42) o

RISP=00+- 84<p——83(p 822(;)—?481(;)

8 96 96

3?<5”<p=9?¢+;85<p—f84<p 5029 00+ 0.

It follows that
7 3
S 9=0p+_0lp——0'7,

and

8 4
aqu) = az6(p+ Eazs(p_ Eagy(l)

3 2
Then from the boundedness of 8;' Lo, % qu’ and % J:q’ in (4.41), we
deduce that
(4.43)
6 azs az4 3 2
192¢|15 kst = ||5 i tll—= 2 H5 a2 < oI5 et

Now applying (4.43) to . ¢ and k+ 1, we also deduce
(4.44)

] %
”@S‘PH%,%%"‘sz”fs,zms H el - I3, 2kia = [BzatellF 2k+6+|’y3

This concludes the proof. O
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4.2 Nonlinear energy estimates and proof of Theorem 4.4

In the estimates below we shall be freely using (2.58)—(2.60).
We commute the equation (4.1) with the operator ./, j =0,1,2,3,4.
As a result we obtain the following equation satisfied by ./ ¢ :

A0rr. TG+ 1:0:. 19 +38.51¢ + L5 5,579
J—1 . . .
4450 +Yy .S (a 0T+ b ,-,gazyf*%) — ZINs[9].
/=0

In the derivation of (4.45) we successively used Lemma 4.6. Taking the
(,+)s.2; inner product with ./ ¢, we obtain the following identity:

1d |= A , . . 4 ‘ ‘
54t [M‘yupf’wa)&zj+36(5M¢75ﬂ]¢)6,2j+3(935”(15,915”(15)5,2#1

(4.46)
Ao, .
+ (90, S 00)5.05 = 2 +C),

where
4.47)
2= Y (S (a0t by 0. )
J ;5< (40770 +bj1-s0, 0) ¢’>5,2j
and
(4.48) = (SIN5[9),.7760)52;

for any j =0,1,2,3,4. We recall that the functions ai(-),bi(-), k € N, are
defined by (4.23)—(4.24).

For any j € {0,1,2,3,4} the quantities 2; represent the quadratic error
terms and they are therefore very dangerous as they are a priori of the same
order of magnitude as the energy itself. The (at least) cubic error terms
¢; are better behaved from the point of view of the order of magnitude,
but they possess an intricate quasilinear structure and different ideas are
needed to control them.

Energy estimates for 2;

We recall that for any given § >0 or §* < § <0 withé = A2+ % >0,

the homologous solution A behaves like
2(T) ~re €T, B =1/E

Lemma 4.9 (Estimate for 2;). Assume the same as in Theorem 4.4. Then
the following energy bound holds:

4.49)

T T T
‘/ ,@jdc‘ < v/ @(G)dGJrCV/ e P9&(6)do, T€0,T)
0 0 0



50 M. HADZ IC, J. JANG

forany v > 0. Here B, > 0 is a constant defined in (2.60).

Proof. Applying the product rule (4.20) it is easy to see that the top order
error term appearing in the first sum on the right-hand side of (4.47) is of
the form

J . .
(4.50) =Y (4je770.579:) 55,
=1 ’
We apply the Young inequality to estimate (4.50):

Yo llaj—ellz=qo)

i1 . ) A . ;
Y| @ @770, 7190)s 25| < VIS 0cl3 5+ C 1776113,
(=0

T
<VP+Ce PS03,

The remaining terms appearing in the first sum on the right-hand side
of (4.47) are all below-top order. To illustrate this, consider the case £ = 1
in the first sum on the right-hand side of (4.47):

(y(ajflyjilqb)vyjq)f)&zj :(y“jflyjfl‘l)ayj%)a,zj
4.51) +2(0:aj 107719, Sc) 55+ (aj-1779, ST 9c) s
Observe that we used the product rule (4.20) on the right-hand side above.
The last term on the right-hand side of (4.51) has already been bounded

above. The first term on the right-hand side of (4.51) is bounded using the
Holder ineqaulity

((Yaj—lfj"¢75”j¢r 52,(<H5”a1 Wslleoll-S7 10 Nl5 2521 el 525
<vP+Cye P8,

where we used Lemma 4.7 to infer that ||.”a;_1wg||- < 1 and the defini-
tion of & and 2. To bound the second term on right-hand side of (4.51),
we use (4.30) with ¢ =.7/~1¢. We thus obtain

9.1~
(2105719, 7900) 5, | £ 100 12w el =L 521117 0l
<vP+Cpe P&,

just like in the previous estimate. Combining the last three bounds we
conclude that

(4.52) ‘(y(aj_lyﬂqs) Sge) s ’<v@+C BT,

Analogously to the above estimate, using Lemmas 4.7, 4.8, the Holder
inequality and the Young inequality we finally infer that

j-1 _ | ] ;
L (7 o). 70, 2 v3 L

<vP+Cye P&



STABLE STAR EXPANSION 51

Analogously, forany ¢ € {1,..., j} we first estimate the top-order term

~ 1/22 .
. : A . ||ij—1—EW5 7 0 9,71
(bj1-1@)2:5770,.7700)5.05| <V 1790el3 0+ C T
T
<vP+Cpe P8,

Using the Young inequality and Lemmas 4.7, 4.8, it is straightforward to
check that the remaining below-top-order terms in the first sum on the
right-hand side of (4.47) are also bounded by vZ + Cye P2*&. Therefore,
using the above bounds and integrating with respect to 7, we obtain the
bound (4.49). O

Convenient representation of N5 and commutator identities

We shall rewrite the quadratic nonlinearity Ng|-] defined in (3.5) in a
slightly different form, more conducive to our energy estimates. To that
end, for any k € NU {0} we define the following linear operator:

1 wg k 3
M, (P = ——0 29 (]) .
8.k W36+kz < Z2 Z (Z )

It is straightforward to check that the operator M ; is symmetric with re-
spect to the inner product (-,-)s

1,,4+k

(M5 101, 62) 5, = —/0 %@(23@)@(23%)&, 91,02 € Hy .

With the aid of M; ; the nonlinearity Ns[¢] (3.5) can be rewritten in the
following form:

(4.53)

/

N5[0]=po(0) + =2 p1(0) + pa(0)M5.00 -+ p3(0)Ms0(ps(0)) +019.0].

Here

0l 91:= Sors(9)2 [W‘é (Sa@nion) [ (1-0+ 52 @no))’ de]

)

and rational polynomials p;, i =0,...,6 are defined just before (3.7).

Lemma 4.10 (Commutator identities for M s and .’). For any k € N the
following commutation property holds:

(4.54) I Ms i =Ms 0.9 + (4 + Brd. + %) 9,
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where the functions oy, By, Y are given by

/
(4.55) o = (9+2k)w) + 48

Z
(4.56) Bi:= —3(4+k)Iwiw
(4.57) Yo = —9(4+ k) Twiwl

Proof. The proof is a direct calculation analogous to the proof of Lemma 4.6
and the relationship (2.17). [l

Lemma 4.11 (Uniform boundedness of commutator coefficients). For any
k € N functions o, By, Y from the previous lemma are smooth on [0, 1] and
forany j € N there exists a Cj > 0 such that

J ‘
) (ng,%C”L"“([O,l]) + HngHL‘”([O,l])> <Cj, €= ou,Br %
=0

Proof. The proof is a direct consequence of the formulas (4.55)—(4.57), the
generalized Lane-Emden equation (2.17) and the smoothness properties of
wg near 0 stated in Lemma 2.6. O

Lemma 4.12 (High-order commutators). Forany j € N the following com-
mutation property holds:

(4.58)
) el .
S Ms 00 =Ms ;-7 ¢ + Z R [(q/74y+ Bi 0.+ 7,}_%) y,;fpeq)}
(=0

where the functions oy, By, Vi are given by (4.55)—(4.57).

Energy estimates for ¢;

Lemma 4.13 (Estimate for ¢;). Assume the same as in Theorem 4.4. Then
the following energy bound holds:

(4.59)

(/ %dc‘§£(0)+<v+ sup \/E(o)>/ Ho)do+ swp (£3(0)+8%(0)). ©
0 0<o<7t 0 0<o<7t

forany v > 0.

Proof. Recall the definition (4.48) of the cubic error term € = (.7 N5 (9], ¢ )5 2;-
We can rewrite (.7/N;[¢], .5/ ¢:)s »; using (4.53) in the form

/

(NS0, 1900525 = (1 (po(0)) » F10:) 5+ <yf <ij<¢>> ,M)

(4.60)
+ (yJ (p2(¢)M5,O¢) 7<5ﬁj¢f)5’2j+ ((5/] (P3(¢)M6,0(P4(¢))) 7yj¢f)5’2j+ (y]Q[¢7¢

5.2
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Step 1: Estimates for the first and second term on the right-hand side
of (4.60). Using (4.21) and (4.20) for any j > 1 we may rewrite

71 .— . .
Fim@) =X (1) (7 witon o (vie)) 77 (3:0P)) + 8510
(=0

where B;[¢] consists of remaining terms after applying the product rule
(4.20). Each factor in B;[¢] contains at least one d; derivative and in gen-
eral a combination of d, and .¥. For instance,

Bi[9] =0, Ba[] =20.(p(¢))3:-7 ¢ +20:(pi(6))d:| 0:0 P,
B3[9] = 7 (B2[9]) +29:(p(9))0:72¢ +20..7 (p(9)) 9.7
+20:(p(6))0:7 (10:91%) +20..7 (p(9))2:(19-9 )

and so on. Since p;,(0) = 0 the above expression is at least quadratic in ¢.
A routine application of Lemma 4.8, the Hardy and Sobolev embedding
inequalities of Lemmas B.1-B.3 yields the estimate

||<7j(P0(¢))||6,2j S .

Together with ||.77¢¢|)3 , iS ¢ P79 we conclude that

Bt
e é”‘éo.

6D | (77 (po(9)) . 779:) 55, | S e PREVT ST+

From (2.17) and Lemma 2.6 it follows that % is in fact a smooth func-
tion and all of its .#-derivatives are uniformly bounded on the interval
[0, 1]. By the same argument as above we conclude that

(4.62)
(W . e e Brd
](yf <M;5p1(¢)> ,yf¢,> S P EVISvo+ .
5.2j

Step 2: Estimates for the third, fourth, and the fifth term on the right-hand
side of (4.60). Applying the product rule (4.20) and the chain rule (4.21)
we obtain

j .
4.63) S (p2(9)Ms00) = Y <k>5” “pa(9)-S Ms 09 +A;[9)]

k=0

where A ;[¢] consists of remaining nonlinear terms after applying the prod-
uct rule (4.20) and each factor in A ;[¢] contains at least one d, derivative.
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We focus on the first summation. We can rewrite it as

J

Y (,i) LT pa (). Ms 9

k=0
k=1

= Z ( )5/1 “p2(9) (Ma,zkykq) +) 5% [(ak_gyjtﬁk_zaz + }/k_é)yk—l—zq)])
(=0

(4.64)

=p2(9)Ms,,. 770 + %,

where the remainder term %, is given by

-1
Rj=pa(9) Y, 7" [(OﬂkfzyﬂLkaeaz + Yit) 5”"717%]
(=0

(4.65)

k-1
+ Z ( )V’ “p2(9) (Ma,zkykfiﬂr Yy 7t [(ak—£y+ﬁk—€az+7k—f)yk_l_£¢]> -

=0
We isolated the top order term p(9)Ms,;-#/¢ on the right-most side
of (4.64) while the lower-order remainder term Z%; is estimated by the

Sobolev and Hardy inequalities on Lemmas B.1-B.3 and Lemma 4.8. To
handle the top-order term, we note that

. . 1 1 . .
(pz(¢)Ms,zj«7’¢,Y’¢r)a,zj:/0 p2(9)0; <Wg+21Z2 (z35”¢)>z3«71¢rdz
(466)

:_,3 / Pa(9) 5wy 0.2 S T9) | dz+ 5 / 0)¢: 2\8 @77)Pwi dz
Just like in (3.39) using the Hardy inequality we have
1
1 ; ; ~
/ w02 0) e 5 / w2 () dz+ / 5 0779  dzS €.
0 0

Using (3.7) and Lemma B.3 it follows that || p2(9)]|.. < V/&. Therefore

4.67)
T 1 . . ~ ~
[ =30 [ o) 3w (0@ s 0) dzdo| 5 E(0)+°
0 0 z

rlw

(7).
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The second term on the right-most side of (4.66) is estimated similarly:
T opl
1 2 ani
[ ] oo 1o 1) Pt dzaol

T 1
1 : .
§/0 HP’z(‘P)%Hm<[o,1])/O ?W§+2’\8Z(Z3Yf¢)\2dzdo
(4.68)
T T
5/ eﬁzc/z\/é(G)og’(G)dGSV/ 9(c)do+ sup &*(o).
0

0 0<o<7

Using Lemmas B.1-B.3 and Lemma 4.8 and the L* — L? — L?> Holder in-
equality the remainder term (4.65) is easily shown to satisfy the energy
bound

(4.69)
(/OT (%),7792) 5., 40| S <v+ sup \/E(c)> /OT@(G)dG—i— sup &3(0).

0<o<rt 0<o<rt

From (4.66)—(4.69) we obtain the inequality
T
‘/O (S (P2(9)M5.09) .7 9c) s, dG’

(4.70) 550(0)4—(\/4— sup \/E(o)> /OT_@(G)ch— sup &%(o).

0<o<rt 0<o<rt

The fourth and the fifth term on the right-hand side of (4.60) are estimated
in an analogous manner:

[ (a0 1Msoon()) #7655, + (#1010.0], 7100) ] o]
4.71)
55“’(0)+<v+ sup @(0))/0 %(c)do+ sup &*(0).

0<o<rt 0<o<rt
Summing (4.61)—(4.62) and (4.70)—(4.71) we obtain (4.59). O
Proof of Theorem 4.4

Integrating the energy identity (4.46) with respect to T we obtain

1 /5. . : 4 . T T .
> (MW¢TH§,2,-+35\5”¢H§72,~+3||3Z5’J¢Hfs72,-+1> ’0+/0 ?T”yjfpr”%ljdo-
4.72)

T T
_/ o@jdﬁ—‘r/ ngdG
0 0

for0 < j<4.If —& < 6 <0, we apply Lemma 4.3 to the first term of the
linear combination of (4.72) and use the estimates for 2; (4.49) and ¢
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(4.59) to obtain

sup &(t +C1/ Pdo < CE(0)+Cs|_Z[9]|*+Cs sup (g%(G)+é‘72(G))

0<t'<t 0<o<7t

T T
+Cs <v+ sup @(o)) / @da+cv/ e P98 (0)do.
0<o<7 0 0

From (4.4), it is straightforward to check | Z[¢]|> < &%. Therefore, by
choosing sufficiently small v > 0 and M > 0 if necessary, we deduce the
energy-dissipation bound (4.18). If > 0, by using the energy positivity

(4.11), the estimates for 2; (4.49) and ¢; (4.59), and the smallness of M,

one can easily deduce (4.18).

4.3 Proof of Theorem 2.15

By Remark 2.4 the local-in-time well-posedness theory implies that
the unique solution to the initial value problem (4.1)—(4.2) exists on a time
interval [0, 7] where T ~ 1. Choose & > 0 so small that the time of

&0 ( )
existence T satisfies
(4.73) B2 < P2 , supé(r) < CE(0).
2C3 T
Define
T = sup{ solution to (4.1)—(4.2) exists on [0,7) and sup &(7') <4C,C&(0)}.
>0 0<7'<7t
Observe that 7 > T. From (4.18) we obtain
4.74)
=~ T ~ ‘ —Bat! Byt / T

sup &(7')+C @ §C25(§)+C3 e T E(T)dT, TE[E,Q].

€[4 7] 7

Therefore, using (4.73) we conclude that

(4.75)
~ = T ~ T, 1
sup &(7)+C / G()ar <Gi(D)+ Ce b wp 2y <cdD)+
’L'/E[T 2 B T/E[T ] 2
From this inequality we conclude that
~ ~ = T . T
(4.76) sup &(7') < 2C2éo(§) <2G,CE(0), T€ [5,9].

v'ell 1]

From the continuity of the map 7 — supy¢7 &(t') and the definition of
7 we conclude that .7 = o and the solution to (4.1)—(4.2) exists globally-
in-time. From the proved global-in-time boundedness of &, the estimate
Z?:oi B ¢TH%§,2J- < &, and the bound (2.60), the second claim of (2.64)
follows.

It now remains to prove the first part of (2.64). From the global-in-
time boundedness of &, there exists a weak limit ¢.. independent of T such
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that £(¢9..,0) = X3¢ _Hyfq)oouglj + 1057913 5,1 S & < Ce, which in
particular implies ./ ¢, € H 61.2j for 0 < j < 4. To show the strong con-
vergence of ¢(7) as T — o in .\”j‘é ={¢: ¢, €L} 5 for0 < j <4}
(low-regularity space), we observe that for any 0 < 7, < T,

Hmey¢wmmﬁ§=/’4H%/'ywﬂr&
2] 0

S(/ ‘”) (/ Ae / 3+2j|<7j¢r|2dzd7:>

< (e—ﬁzfz _ e—ﬁzfl)/ er < (e—ﬁzfz _ e—ﬁzfl ) €.

Therefore, g1ven a strictly increasing sequence T, — o, the sequence {7/ (7,) }:
is Cauchy in 53 - This completes the proof.

n=1

Appendix A: Spectral-theoretic properties of 5 and £ ;

In this section, we discuss the spectral theory of the linearized operators
Zs and L ; defined in (3.2) and Definition 4.1 respectively for —& < 6 <
0 where € > 0 is sufficiently small. Recall that for any k € NU {0},

(A.1) Ly =— 02.(witZ o, y).

3w§+kz4
Here we identify .5 o = Z5. Notice that £ ; is a singular Sturm-Liouville
operator, and it is nonnegative and symmetric with respect to (, ); 4:

4
(LW W)s i = (W, L5 v) = g”az‘l/”%,k

for any y € C([0,1]). Since C(]0, 1]) is dense in the weighted Sobolev
spaces, it is natural to consider the Friedrichs extension in L% k

When wg is given by the Lane-Emden solution, namely when 6 = 0, it
was shown in [1, 35] that .5 ¢ has the Friedrichs extension in L(z),o’ which
is a well-defined self-adjoint operator whose spectrum is purely discrete
with 0 as the smallest isolated eigenvalue. The proof relies on the quali-
tative boundary behavior of w: w/(0) =0, w(1) =0 and w(z) ~ 1 —z for
z < 1 sufficiently close to 1. Since wg behaves in the same way near the
boundaries, the same conclusion holds for .Z5 for any é < 0 sufficiently
close to 0. The same argument works for £ ; for any k € N. In order to
state the result, let us introduce appropriate function spaces:

(A2) Hé,k ={yeLy,|dlweLy,,, forall 0<I<}.

When k=0, Hg.k =H g where Hé = HV{E and L(zS . were defined in Defini-
tion 2.2. / ’
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Proposition A.1. L5 has the Friedrichs extension in L(ZS  With the do-

main Hék. It is a self-adjoint operator with respect to (-,-) s  whose spec-
trum consists of simple eigenvalues Lo < ] < -+ < Wy < Upp] < -+ —> 00,
The smallest eigenvalue is [y = 0 and the corresponding eigenspace con-
sists of constant functions.

Proof. The case of %) directly follows from Proposition 1 of [35] and
other cases can be treated similarly. For completeness, we will describe
the argument in [35] for other cases.

In order to apply the classical theory, we first perform the so-called
Liouville transformation:

z W3+k .
._ 5 s 204 T2k )
y./ 4W4+kdz, n:=z(3wsg ")y,
o\ 2

3Ws
1 W%+k
Here y € [0,y ] where y, = [, Wdz<00. Then
L5 =———-—7(—9n+qn
’ Zz(%W§+2k)% ( y )
where
2ws*)  dzdwy’ ) z0%+(3,2)?
Ws z Oy(w 20,7+ (o)
g=q0) = g 4T
W84 < W84 Z

Let us consider the operator 7pn = —3y277 +¢gn forn € C(0,y4). For
y sufficiently small, y ~ , / mz and the last term in ¢ dominates. Using

For y close to y,, we have £(y; —y)? ~ 1 —z where ¢ = —d,ws(1). The
biggest contribution of ¢ in this regime comes from the first term. It is

easier to compare in z variable. Using d, = 4%8@ we get
(7 +2k)(5+2k) (O,ws)?> (74 2k)(5+42k) 1
12 Ws 4 v+ —»)*

Hence, the boundary points y = 0, y_ are of limit point type for all K > 0
and for all 8 by Theorem X.10 of [39]. Therefore, as in Proposition 1
of [35] (see also [1]), the operator % with the domain C;°(0,y) has
the Friedrichs extension .7 in L*(0,y. ), a self-adjoint operator with sim-
ple eigenvalues o < 1 < -+ < Up < Upy1 < -+ — oo, The domain of
T is characterized by {n € C[0,y+] : n(0) =n(y+) =0, —8},211 +qn €
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L?(0,y,)}. By unwinding these results in terms of Zs  and y in z vari-
able, we obtain the desired result on the spectral theory of £ in the

weighted spaces L%yk. Notice that 1) € L?(0,y) corresponds to W € L ,.
Furthermore, we deduce that the domain of L%,k is Hg.k from the ellipfic
regularity (for instance, see Lemma 5.2 in [23]): for each fe L%_k, there
exists a unique solution ¥ € Hék solving L5,y = f. |

To finish the proof of the proposition, it suffices to show that O is an
eigenvalue of 257,{. It is easy to see that the set of constant functions

belongs to kernel of £ ;. Since .Z5 ; is non-negative and by the spectral
theory, the last assertion follows. U

We are now ready to prove Lemma 3.1 and Lemma 4.2. Since the
proofs of two lemmas are almost identical, we only provide the proof of
Lemma 3.1.

Proof of Lemma 3.1. From the spectral theory of ., the operator

4
Lso = —§8Z (w§z48z¢)

is completely diagonalizable and the smallest eigenvalue is precisely O,
i.e:
Lsop = wwiz* o, k€ NU{0},
and
O=uy < <pp<...
This implies the first statement. For the second claim, note that

4 3 3
((L5+36)9,9)5 = §H9Z<P||§,1 - 5b2||<P||§ > (1 — Ebz)H‘PH%
Hence for sufficiently small b satisfying b < %,ul, we deduce that

(L5 +38)0.0)5 2 10:015, + loll3-
]

Appendix B: Hardy inequalities and embeddings of weighted
Sobolev spaces

The L bounds on ¢ and its derivatives with suitable weights can be ob-
tained by using the Hardy inequalities and embedding inequalities. Since
our energy norms involve different weights near the origin and near the
boundary, we will utilize localized Hardy inequalities as in [18, 19]. In
order to state the results, we introduce suitable functions spaces. Let Zy be
a completion of C;°(0,1) with respect to the norm || - ||z, generated by the

inner product (u,v)z, := fol Z*uvdz. For any i € N we define Z; by

Z,-::{ueZO:c?;ueZO forall 0 <[<i}
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with [[u]|2 = Y_ ||0!ul|3,. Similarly, we introduce X, as a completion of
cr (O 1) with respect to the norm || - ||x, generated by the inner product
(u,v)x, fo wiuvdz for a > 1. We let

X:={veX,:dlvex, forall 0<I<i}
with [[v][3, = [VIIR, +[19:v]]%,

Lemma B.1 (Hardy inequalities). (1) For any u € Z1, we have

3

1 3 3
2 1 1
(B.1) / zz\u|2dz§/ z4|uz|2dz—|—/ Huldz.
0 0 0

(2) Forany u € Z,, we have

3

3
i 7
(B.2) /\u!zdz /z!ualzdm—/ z4|uz\2dz+/ Huldz.
0 0

(3) Let a > 1 be given. For any v € Xal, we have
1 1 ) 1 )
(B.3) ﬁ w2 |v[Pdz < ﬁ w v, dz+[ w§|v|“dz.
2 i i
As a consequence of the previous lemma, we have Hardy embedding
inequalities.
Lemma B.2 (Embedding inequalities). Let m be any nonnegative integer.

(1) Forany u € Z,NX;,, we have

2 % m 1
®)  ulp Y [ HokPds Y [ wdriobPa
k=00 =0+ §
(2) For any u € Z3 ﬁX;:nH, we have

3 i m+1
B5) W<y /0 o+ Y / " 9kuldz.
k=0

A direct consequence of the above lemmas are the L™ bounds presented
in the lemma below. We shall explain how to control the L™ norms by
two different notions of energy & and & introduced in (2.48) and (2.63)
respectively.

Lemma B.3. (1) Let ¢ = ¢(s,z) € H§ for each fixed s € [0,S] be given
so that 0l ¢ € Hgfifor each 0 <i < 8 and that the corresponding
energy &(s) < oo for all s € [0,S]. We recall Hé is defined in Def-
inition 2.2 and & is given in (2.48). Then the following estimates
hold:
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(a)
5 —
0]+ [00] +[020] + ¥ [P @w'T 99020 < VE
q=1
where 8(q) =0 for g <3, 6(q) =1 for q=4 and 6(q) =2
forg=>5.
(b)
5
|0:0[ +]0s0[ + ) [P wioa0| S VE
q=1

where 5((,]) = Oforq <3, 6(q) = lforq =4 and 6(q) =2

forg=>5.
(c)
(B.6) y )w%z‘*q)agaﬁ <VE
q=0
where 6(q) =0 for ¢ <3, 6(q) =1 for g =4 and 6(q) =2
for g =>5.

(2) Let ¢ = ¢(7,2) € O}, for each fixed T € [0,T] be given so that
d:¢ € ."me, T e H(%?S, and that the corresponding energy & <
s and dissipation 9 < o for all T € [0,T). We recall £}, is de-
fined in Definition 2.14, Hé.k is introduced in (A.2), and & , 9 in
(2.63) and (4.15) respectively. Then the following estimates hold:

(a)
0]+ (00| +[020| +|79| < V&
(c)
|2 @Dw192H9¢| + |2 W98 79| <V éE
for 1 <g<5. 6(q) =0forq<3, 6(q) =1 forq=4and
0(q) =2 for g=5. We also have
W22+ w39 S VE

(c)
Vo9 SV

For the proofs of the above lemmas, we refer to [18, 19].
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