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ABSTRACT

We show how accurate rates of formation and dissociation of peptide di?érs can be calculated using
direct transition counting (DTC) for analyzing replica-exchange cular dynamics (REMD)
simulations. First, continuous trajectories corresponding to syst replicas evolving at different
temperatures are used to assign conformational states. Second{ we le};z the entire REMD data to
calculate the corresponding rates at each temperature dire tl;‘frog e number of transition counts.
Finally, we compare the kinetics extracted directly, u@ the method, with indirect estimations

based on trajectory likelihood maximization using s -tin@ropagators, and on decay rates of state

autocorrelation functions. For systems withelatively/ low-dimensional intrinsic conformational
dynamics, the DTC method is simple to imple ent and-eads to accurate temperature-dependent rates. We
apply the DTC rate-extraction method to a ME D simulations of dimerization of amyloid-forming
NNQQ tetrapetides in explicit water. InNe sment of the REMD sampling efficiency with respect to

standard MD, we find a gain of moreXactor of two at the lowest temperature.

N
&
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High performance computing hardware capacity has continued its remarkable growth in recent years
with speeds rising by and large in accordance with Moore’s Law. From a software point of view, the
developments have been equally dramatic. Molecular dynamics (MD) cWre now capable of
reaching microsecond simulations routinely and millisecond simulations are accessible on machines
specialized in MD simulations,' and in aggregate through distributeds computing projects such as
Folding@Home?. Nevertheless, despite all the major advanc 83,0 utational resources are still limited
in what they can achieve in standard MD simulations with explicit g)ﬂvent molecules on even modestly
sized molecular systems, due to the complexity of thehonfmjmational dynamics. This has led to the

. - .
development of more efficient ways to extract the e%amw properties of the system.

N

The use of enhanced sampling method%ap_jme commonplace when simulating proteins and
3 4

biomolecules. Replica-exchange MD (R

-
popular modern methods used to cros%}\”igk ergy barriers, and to map the free energy landscape of

biomolecular systems, available inND simulation packages. In practice, REMD simulations

d simulated tempering™ ¢ are some of the most

provide accurate estimates{of th\epspulations of conformational states of a molecular system. However,
extracting quantitative inet}'c in ation from REMD trajectories regarding the transitions between the

v,

various conforma%\n § generally more challenging.”"* Previously proposed methods rely either
on a priori u@ions on the functional dependence of the transition rates on temperature (e.g.

Arrheniusdlike' '),

on more complex statistical analysis of transition paths'’ or algorithms using

7,18

likelihood ma)% ation and multi-dimensional optimization methods.

HSre, we use the direct transition counting (DTC) of Refs. 11 and 12 in its simplest form as a
?'re}ho\ or calculating transition rates from REMD trajectories that is easier to implement and leads to
similarly accurate temperature-dependent rates as compared to the alternative, more complex and indirect

methods.” '® We compare the DTC results to those of the maximum likelihood propagator based (MLPB)
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Publishimgthod. We apply both methods (i.e., DTC and MLPB) to all-atom REMD simulations of dimerization of
computationally and experimentally-relevant amyloid-forming NNQQ tetrapetides,® ' in explicit water —
one of the smallest two-state-like systems featuring peptide-peptide interactions that is, nevertheless,

challenging to analyze systematically using REMD.'"® We validate the rat{ed extracted using the DTC

method both by comparison to the corresponding MLPB rates and by %M decay rates of the

state autocorrelation functions of the system.”’* We assess the co spg%REMD efficiency,” and

we obtain remarkably good agreement with the theoretically pre ct%n estimating the dimer and
~—

dissociated populations. Q

II. THEORETICAL METHODS

a. DTC Method \\\D

The following is a derivation of the DTW(R‘S directly from a short time expansion of kinetic
rate equations. In Ref. 12, it was sh n\ ¢*resulting DTC estimators for the rate coefficients are
statistically optimal (i.e., being t r&v\\ﬂ ikelihood solutions for a rate system satisfying detailed
balance).

We assume that the co o%mal space of a system can be discretized into N distinct states that
£
n, dp,(

N
obey a master equ?/lo ) t)// dt = Z[kmn p,(t)—k,  p, (1), where p is the probability of being in
n=1

state m at time Q k,, is the rate of transition from state m to state n.2 2434 In matrix notation, this is

A
written( as™ ) —/ K(#)p(?), where K(f) is the N x N rate matrix and p(#) is the time dependent

£

b
ﬁ

cwctor of probabilities with elements such that p (£)>0,n e{l,...,N } At equilibrium,

%"iO and the first right eigenvector of K (corresponding to the first eigenvalue /11 =0) is therefore

given by p“(i.e., the vector of equilibrium populations that has positive elements, p’ >0, n €{l,..., N},
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and it is normalized according to the relation Z p;’ =1).
n=1

Central to the DTC method'"* ' for estimating rates is the assignment of conformational states of the

system. Here, the states were assigned by following each replica at diffzent temperatures, using a
u

31@‘\8’21’ 22 Our analysis of

the NNQQ dimer conformational dynamics follows the approach present DRef. 18, and is summarized

transition based assignment (TBA) method described and used in previous

also in Fig. S2. Briefly, two specific interatomic distances are se!>as itial reaction coordinates, as
shown in Fig. S1, as they allow a good discrimination betwgén«the different peptide-peptide interaction

modes. While these reaction coordinates need to be reasonably ood,hw subsequent state assignment step

does not depend on their absolute quality, as the TB et@ adds more specific information from
ansit

! -
analyzing the transition paths (i.e., time sequence&\(;\

events) to the state assignment process.
The method to determine the rate matrix wws (see Fig. S2). Consider an REMD simulation
of the system of interest with M replic& 2@ , simulation time for each replica. The atomistic

trajectories for each replica i e{l , mplified by using the TBA method to project them onto

states S, (t) € {I,D ,N } at tim%j‘ ST, :I For deriving the rates of the corresponding master
equation, the intrinsic s stemgy\a cs in each of the s; states is assumed to be Markovian, an assumption
£
that we test subseqétl&l Hére, we also define the temperature, 6, (t) , at which the system is at time
L

t for replica alues in the discrete interval & (t) € {Tl,D ,T M} . We can now count the number of

transitions, frefn state m to state n from all replicas, for each temperature T, with i E{l,D , M }
using, S
5 Mty Di-1
~ C = ; 2 5[sj (th),m]&[sj (th + At),n}&[@_/ (th)’T,}’
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Publishi®fere At is the frequency at which the coordinates of the system are saved and the states are assigned

along the replica trajectories s, (t) o) (a,b) is one if @ =b and zero otherwise. We assume that At is

small enough such that the number of additional transitions (including at different replica temperatures)

occurring within the A¢ time interval is negligible. This approximation corresponds to truncating the

Taylor expansion of the matrix exponential at the linear term: é(At) =e + KAf + O(At 2), where

r@rix) with lagtime At¢. The

C(At ) is the column-normalized transition probability matrix (Mark

truncation error can thus be assessed analytically and, as shown below, for typical MD simulations it is

negligible. We also assume that a replica m rémai ~at the same temperature

—
7; = ei(th ) = Qi(th + At) after a transition (i.e., a replica does npt change states during an exchange

event). This is a very good assumption for REMD simulations trajectories are saved frequently, at
an interval Af that is typically smaller than the exc Lg&‘lten‘lbt frequency. After assigning states (e.g.,
as done here by using the TBA method), the tran%:-c—annot be resolved within the interval Af
between two data points along the trajectory.

\ .
Finally, using the number of transitions C, thatrix K at temperature T; is determined by first
.
m

symmetrizing the unnormalized transi l\ rix to enforce detailed balance C:fn = (C}’m +C )/ 2,

and then by using \\
\ ' nym,i
[2] K;Z = (”_')” for m#n,and
y P At
/\ /

N
[3] K== 2. K.

n=1(n#m)

where PI: is the unnormalized equilibrium probability of state m, calculated by simply counting the

. 4
numbe%éf the REMD trajectory is in each particular state m at temperature 7:
ﬁ
KS M tR
PO =
Kﬂn 12
=g

/Al N

5[Sj (th),m]é’[Hj (th),Y;] =y C .

n=1

<

Il
(=]
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Note that P can also be estimated using the symmetrized matrix, P = E C”™ , which in practice
m nm
n=1(n#m)

leads to very small differences as compared to using Eq. [4]. Eq. [2] for the rates was obtained by Stelzl
and Hummer'? using likelihood maximization. Symmetrized transition countiin Eq. [2] were obtained as
a direct consequence of detailed balance. Note that Ref. 12 also consider ‘d%si Itaneous estimation of
equilibrium populations and rates in the kinetic model, and extends TQQBCS with transition paths

that could be longer than the interval between replica exchan es"?r infreducing fractional transition
H

S

We apply the DTC method to study the association.and dissociation of a dimer system of two

counts.

NNQQ monomers (Fig. 1) and compare the resulting ‘rates tothe ones calculated using an alternative,

more complex indirect MLPB method.' %! Th% ethod uses Green’s functions to express the

. . . \ LR g . .
likelihood of a trajectory between Markoy: states:“Che conditional probability G(n,At | m,O) for being in

I

state n after a lagtime Af having been‘ifistate'w at time 7, = 0 is related to the rate matrix K using

‘\>§”
[5] AL m,0) = [e“f L :

The likelihood of a Markévi @ory, A is calculated using

£
N Cnm(Af)

V. v
[6] /\ A=TTT1[G(nac1m0)] .

=1 1

=

where C, Al‘)&@ransition matrix corresponding to the lagtime Af, as defined earlier (omitting the
£

index § for the D temperatures), and /V is the total number of states. In the MLPB method, the
eléments thé rate matrix K are found by using a multi-dimensional stochastic search (i.e., simulated

18,21

ann lingSJSing a Metropolis Monte Carlo algorithm as described in Ref. 21) that uses the minimization
\w\he —log A as the optimization function.
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b. REMD Simulations

Our REMD simulations of NNQQ dimers were performed as described in Ref. 18, with the MD

package Gromacs® *°, using Langevin dynamics with a friction coefﬁcie@sl,” an integration
ald meth

time step of 2 fs, Berendsen pressure coupling,®® and a pa.rticle—mesh&\d d with a switching

distance for nonbonded electrostatics and van der Waals interactions N a cutoff distance of 10

A. The simulations were in the NPT ensemble with the Amberéw\fbree field* and explicit TIP3P*
—

water molecules. The simulation box side was 40 A, and congained 5525 atoms in total, including 2132

water molecules. To enhance the sampling, REMD i@ed J&Sth 16 replicas running at temperatures

spaced according to an optimized protocol*' in theﬂ: 10:00 K to 369.08 K.'8

Coordinates were saved every 1 ps, and R M}\e{c es were also attempted every 1 ps, with an
\

average acceptance probability of ~30%.¢Attempting an exchange as often as possible has been found to
enhance the sampling even further.?¢{* }Nﬁtia conditions were run, each starting from a potential

microcrystal structure as suggest@nicro—crystallography experiments by Sawaya et al."”” The

five initial conditions were simulated for«164 ns for each replica, giving a total REMD running time of

820 ns and thus a total ulation time of 13.12 ps. As shown in Fig. S3 (and also in Figs. S2 and S3

£
from Ref. 18), thisf m thalytwice the amount of data needed for convergence of the relevant kinetic

quantities. 5\

As an additional ‘test for convergence we also investigated the “equal occupancy” of replicas at each
£
temperature, s shdwn in Fig. S7 of Ref. 18) which is a useful method for assessing the performance of

paralle mper$1g simulations.***
—

T(“c&ajeé)ories were then analyzed using the workflow indicated in Fig. S2 and the corresponding rate

wi:&s were extracted and compared.
easuring the decay of the autocorrelation function is another method to extract the slowest

relaxation time of the system. For a two-state model with states denoted as 4 and B, the overall relaxation
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Publishirg of an REMD simulation with M replicas can be given as the weighted sum of each of the relaxation

rates of the per temperature data and weighted by the normalized product of the probabilities™

M
Al1-p')p'
- o 1 =,Z_1::41( pA)pA. /
T elax Z(I—PZ)P; 3\

i=1

where p; is the population of state 4 at temperature 7;, and A; is N ion rate of the system at

temperature 7;. Therefore, « is the overall relaxation rate of the ?r'é“'&EMD simulation, a weighted
-

average of the relaxation rates at each temperature. This expréssion vx&s derived in the fast exchange limit
building a coarse-grained kinetic network model usin@e leﬁal equilibrium approximation. For this
model, the solution for the relaxation rate and the@m; n$°of the total number of states in A (or B) is

mathematically equivalent with the one-dime sim ive harmonic oscillator model for large number

\

of replicas.”

The normalized folding state corre&\\b\fu tion c(¢) is given at long times by

(z)As<0)> (1=p)pe™

) <As2> i(l—p:)p; ’

i=1

[8]

in the limit of faz/exch Ad for large M. Therefore, the slope of the natural logarithm of the

on allews us to estimate the relaxation rate x .

was derived for simulated tempering (ST) simulations.*” A converged ST

trajectQry is esse tially equivalent with a replica trajectory in an REMD simulation. Therefore, the

—
f lowingso
- ZkABpB ZkBApA

[9] AL = +-

replica ) )
i i
Sr Yo,
i=1 i=1

ula can be applied to the per replica data of the REMD simulations
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way to Eq. [7] to give

N
NY Ak,p(1-p) /
[10] j'ij;lica = l;l

;pﬁlﬁ:(l—p;) | 3\

Thus, the effective relaxation rate for the per replica R-trajectories of Nste is given by the weighted

sum of the relaxation rates of each of the per replica trajectories, weighted«by the product of the folding
-

and unfolding probabilities and normalized by the producttof the Sums of the folding and unfolding
probabilities, and multiplied by the number N of replic&fhedj'fferences between Egs. [7] and [10] are

the multiplicative factor of N, and that the normaligation 1 th%s*um of the products and the product of the

sums of the probabilities, respectively. \
\

The efficiency 77, at temperature 7, o WM. simulation is given by

7, =

[11] - .
g NkUkka

Here indices U and B refer }o .hnd and bound states, respectively. This relation can be thought of as

the ratio of total number o and{tions per unit time averaged over the N replicas compared to the number

of transitions at%:ur at the temperature of interest 7, (usually the lowest temperature). For all values

of 77, gréater #han INit is more efficient to run a REMD simulation as opposed to a standard MD
- 4
simulation at t]sat mperature (i.e., using the same total computer time).

-

The §ariance O',ztEMD (¢,,,) in the population estimates of the (un)bound populations in an REMD

NS

ulation at temperature 7, is given by”

10
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Li=l O riaap L) = t_ N ’
sim zi=1piqi/1i

where £, is the total simulation time (for each replica), and the unbound fractions are simply g, =1- p,.

Here, following the analysis in Ref. 18, the 7 x 7 rate matrix ex cﬁfor the NNQQ dimeric system

1. DISCUSSION

is coarse grained to a two-state system with the associated di (stabs 1 to 6) as one macrostate and the

extracted by counting the amount of time spent in ‘®ac We see a linear increase in the population of

dissociated state (state 7) the second macrostate.'® h\(q;’uilﬁﬁjum populations shown in Fig. 2(a) are
o
h sta
the dissociated state with temperature. This el@consistent with the expectation that the unbound
state has higher entropy and enthalpy. \\‘\
.

In the following, we analyze the %'ces and compare them to the results found by the MLPB
method. In a spectral analysis, theslo relaxation times from the two methods agree well, as seen in
Fig. 2(b). The profile of axation rate is relatively flat across the temperatures. This can be
understood when the in, Vi(/llua qr and ko, rates (i.e., for dimer dissociation and association, respectively)
are plotted in Fi?/ &A(b) respectively. Again the match is remarkably good. The rate of
dissociation ko dcﬁampend on the concentration of the system. A clear trend is observed showing an
increase i off/ as the temperature increases, in keeping with an Arrhenius-like rate. By contrast, Kon
dependS only k‘é on temperature, with increased diffusion at higher temperatures compensated by an
inereasedssimulation box volume. The relaxation rate is proportional to Kofr + kon. Because kon 1s an order
0 agnitbde larger than ko, the relaxation rate is nearly independent of temperature.

SO\erall the DTC method'" '? is much easier to implement than the MLPB method. Excellent

agréement between the two methods is found. We thus recommend using DTC'" ' as a simple and more

direct way of extracting rates for an REMD system in cases where transitions between states can be

11
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The decay of the state autocorrelation function is another method to estimate the slowest relaxation
rate of a system, i.e., by estimating the inverse of the slope of the autocorrelation curve (e.g., see Fig. S4).
Fig. 4(a) shows the slowest relaxation times (t2) obtained from fits of e autocorrelation function

p\erhca” R-trajectories

and [10])* for the effective

calculated “per temperature” (red circles, ACF T) T-trajectories (see '*),

(blue crosses, ACF R). Values obtained from formulas given above (
relaxation rate of the REMD simulation are also shown (marke efﬁemd nd “eff rep”). The average
values for ACF T and ACF R are added for reference as daghed"lines: he effective relaxation rates can
be seen to approximate very well the intrinsic tlmescal -of th m. Interestingly, they are not only
very close to each other, but fall definitely within uppeii lower bounds of the values extracted

from the fitted autocorrelation functions (red and bluelines)

In Fig. 4(b) we show the computational efficieney.(1)) of running a REMD simulation with M replicas
(as compared to running an equlvalent ﬁ;l nger, MD simulation at the target temperature). We see
that it is approximately 2.2 tlmes mo t to run the REMD simulation with M replicas of the
system at the lowest (i.e., our targ perature of 310 K (Fig. 4(a)). We see a turnover point at

340.49 K beyond which £t becomes less efficient to run an REMD simulation using the current

emperature range, as fmolecgular transition rates generally increase with temperature. The variance 6° o
t t lecul t t 11 th t ture. Th 2 of

4

the equilibrium po uw ¥ (see Fig. 2(a)), can be calculated as described in Ref. 23 and illustrated in

Ref. 11. 5

In actu 'n'{ple entations of REMD calculations, one needs to choose a value for the time interval,
—

At PR N1 wh%ch replica exchanges are attempted. In order to gain a more quantitative insight, and to

(Qube convergence of the 7-state rates calculated via the DTC method, a series of replica exchange
te«Carlo (REMC) simulations*® *” were run for different At intervals. The Markov matrices used

REMD

to propagate the system in the MC steps were analytically calculated using the (“‘exact”) rates obtained

12
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data, the populations were calculated from the simulation trajectories, and were compared with the exact

populations using the Kullback-Leibler (KL) divergence*® measure

[12) KL()= Y P ()log(— 7).

1

Figure 5(a) shows the convergence of the 7-state populations captu edN measure as a function of
Q\

the simulation length.
—

The DTC method was then used to calculate the corresponding lﬁtes from the REMC trajectories. In

-

Fig. 5(b), the REMC rates are compared to the input, exact(REMD) rates by using a root mean square

\ =
exact \2

L0~ £

1,],0#] .

-1

deviation (RMSD) measure defined as

[13] €(?)

The KL divergence can in theory‘&ik& o in the long time limit, whereas the rates are limited by
our step size Af used in construc&ﬂarkov matrices for REMC. In the DTC method, it is assumed
that the higher order terms{can bewneglected, thus, for REMC simulations using the normalized counts,

C(At), the theoretically optiinal rates can be estimated as

[14] 5\ K=(C-1I)/At .
As shown in Fig. 5, the KL divergence of the populations converges towards zero for sufficiently
£
long simulati timés (Fig. 5a), and the corresponding error in calculating the rates from REMC data

conver tow%rds its theoretical minimum (Fig. 5b). In general, this convergence is faster for more
ﬁ

frequent %plica exchange attempts, an observation that agrees with previous studies on the error of

hlib{ium populations, ** and shown here as well for the calculated kinetic rates.

13
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In summary, we found that the DTC method'"*'? for extracting rates directly from REMD simulations
is simple to implement, in comparison to previously proposed methods, Whig( either use a more complex
maximum likelihood approach,'® 2! statistical analysis of transitio [ﬁjls,” rely on a priori
assumptions about the functional form (e.g. Arrhenius-like, '> ') o temperature-dependence of the

underlying transition rates. REMD simulations are increasingly OMU ns for achieving enhanced

—
sampling, yet extracting routinely quantitative kinetic information fr%m MD trajectories regarding the

transitions between the various conformational states is @"erally lenging.”1%- 1214

)

A
In the simple implementation used here to :kdy{'de binding-unbinding, the DTC method'" '

proceeds in two major steps, requiring only e&b\\lﬁq:o ssign Markovian states to REMD trajectories.

In a first step (as illustrated by the ox.%)w in Fig. S2), we use the continuous R-trajectories
™
corresponding to system replicas e \N'Qxa;he various temperatures to assign conformational states,
using the trajectory-based state assi t (TBA) method introduced earlier.'® ?' In a second and final
step, we analyze the entire D data to calculate the corresponding rates at each temperature, both
directly, from the numbgf of tramsition counts,'" '* and also indirectly, from short-time propagators (using
£
a maximum likelih?Kd ap acb/as in Refs. 18, 21) or from state correlation functions.?* %

Here, the (}ethod1 112 was applied to dimer formation of NNQQ peptides. We obtained excellent
agreement twen }) rates extracted using the DTC method and our previous, more elaborate maximum
likelihi og—\bassd ethod. We also tested theoretical predictions for the slowest relaxation time of the
sfstem by, monitoring the decay of the autocorrelation function both in per temperature REMD space (i.c.,

-u%lg ajectories), and in the per replica space (i.e., using R-trajectories). We assessed the

-
cotresponding REMD efficiency, and we showed using REMC simulations that more frequent exchanges

14
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Publishi@igreased the error in determining the kinetic rates, in addition to leading to more accurate populations of

the NNQQ dimers.

The DTC method'" > should be useful in the increasingly broad range of replica exchange studies
where there is a need for accurate calculations of transition rates between s&qﬁi:es the more typical

calculation of equilibrium populations and the associated free energy fe@ces. r example, together

with Hamiltonian replica exchange,®>® simulated tempering,* >*>*lambda, dynamics,’’ generalized
ensemble sampling,”® > or with other recent enhanced sampling %% DTC may be used to extract
-

more complete and accurate kinetic and thermodynamic data (e.gi) possibly in conjunction with the

DHAM method® for relating biased to unbiased transitién counts). In addition, the DTC method can also
be combined with analysis methods that take adv% additional information such as the automatic

identification of Markovian transition states®® fro jectories.

\\
\
ABBREVIATIONS \\

DTC = direct transition counting; olecular dynamics; REMD = replica-exchange molecular

dynamics; TBA = transm@smgnment MLPB = maximum likelihood propagator-based; DHAM

= dynamic hlstogram lysis me

3\
S
w ~
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PublishiFEGURE CAPTIONS

Figure 1. (a) Dimer formation of two tetrameric NNQQ amyloid peptides with association rate
kon and dissociation rate kotr. (b) Schematic illustration of a replica R-trajectory (black line) that
visits several temperatures during an REMD simulation, while transitioning for example between
two states S1 and S2. The red line is the corresponding state R-trajectofy obtained using a state-
assignment procedure (e.g., the TBA method, see text). An attempt td exchange temperatures is
made every Atremp and is either accepted (marked as “A”) or gejected ((R”). Note that R-
trajectories are continuous, even though they visit various temperatures, while the per-
temperature T-trajectories would be interrupted at times when exehange attempts are accepted.

Figure 2. (a) Equilibrium population p° of the dissociated State as.a function of temperature (To
= 310.00 K, Ti15s = 369.08 K). (b) Slowest relaxation time« ofithe system, as a function of the
temperature, extracted for each temperature T using the MLPB meéthod (blue, x marks) and the
direct transition counting (red circles) method. Errorbars reportthe standard error of the mean.

Figure 3. Temperature dependence of the NNQQ dimer rates of (a) dissociation Kofr, and (b)
association kon estimated from the REMD T4trajecteries using MLPB method (blue, x marks)
and the direct transition counting method (red Cigcles): Note that no a priori assumption on the
functional form of the T-dependence of the ratesye.g:, Arrhenius-like or not) was necessary.

Figure 4. (a) Slowest relaxation time %, ealculated by several different methods from the NNQQ
REMD simulation data using the state autocorrelation function for each temperature (red circles,
“ACF T”), and for each replica (blyewx marks, “ACF R”). The effective relaxation rates of the
system (“eff. remd” and “eff{rep”)\aré«calculated using analytical formulas (see text). The
average values of “ACF T” and “ACFR” (denoted as “avg. ACF T”, red dashes, and “avg. ACF
R”, blue dashes, respectively) are alse, shown for comparison. The rates extracted directly from
the “per replica” R-trajeefory rate matrices are also shown (marked as “rates R”, green line). (b)
Relative computational effigiency, n, of the REMD simulation at each temperature. Note that
n>1 at a certain tefaperatureJ, implies that REMD is more efficient than the corresponding

standard MD (i.e4 for Nstimés longer simulations, where N is the number of replicas) at that
temperature.

Figure 5. (a)“I[He KL divergence of the REMC calculated populations as a function of
simulatiod time, at'sgplica exchange attempt time intervals of 10 ps, 100 ps, 1 ns, and 10 ns. (b)
The error estitnated using Eq. [14] for the REMC simulations rates with respect to the exact rates
as a function pf'simulation time, for varying replica exchange attempt intervals. The inset shows
the same data jon a log-log scale.
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