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Processing for Fog Radio Access Networks
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and Shlomo Shamai (Shitzellow, IEEE

Abstract

This work studies the joint design of cloud and edge proogsgir the downlink of a fog radio
access network (F-RAN). In an F-RAN, as in cloud-RAN (C-RAB)baseband processing unit (BBU)
can perform joint baseband processing on behalf of the emaatio heads (RRHSs) that are connected
to the BBU by means of the fronthaul links. In addition to thanimal functionalities of conventional
RRHs in C-RAN, the RRHs in an F-RAN may be equipped with locathes, in which frequently
requested contents can be stored, as well as with basebandsping capabilities. They are hence
referred to as enhanced RRH (eRRH). This work focuses on élsigyl of the delivery phase for an
arbitrary pre-fetching strategy used to populate the cadafethe eRRHs. Two fronthauling modes
are considered, namely lzard-transfer modewhereby non-cached files are communicated over the
fronthaul links to a subset of eRRHs, andaft-transfer modewhereby the fronthaul links are used to
convey quantized baseband signals as in a C-RAN. Unlike #énd-transfer mode in which baseband
processing is traditionally carried out only at the eRRHs, doft-transfer mode enables both centralized
precoding at the BBU and local precoding at the eRRHs basdtdeonached contents, by means of a
novel superposition coding approach. To attain the adgastaf both approaches, a hybrid design of

soft- and hard-transfer modes is also proposed. The probfemaximizing the delivery rate is tackled
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under fronthaul capacity and per-eRRH power constraintsnéical results are provided to compare
the performance of hard- and soft-transfer fronthaulingdesy as well as of the hybrid scheme, for

different baseline pre-fetching strategies.

Index Terms

Fog radio access network, edge caching, pre-fetchingtffearh compression, beamforming, C-RAN.

. INTRODUCTION

Cloud radio access network (C-RAN) is an emerging architector the fifth-generation (5G)
of wireless system, in which a centralized baseband sigoakgsing unit (BBU) implements the
baseband processing functionalities of a set of remot® flaglads (RRHs), which are connected
to the BBU by means of fronthaul links|[1]{[3]. In the digithlonthauling adopted by the
Common Public Radio Interface (CPRI) specification [4], BBU quantizes and compresses
the encoded baseband signals prior to the transfer to thesRBa¢, e.g./ [5]-18]).

Recently, an evolved network architecture, referred tbagsRadio Access Netwo(k-RAN),
has been proposed, which enhances the C-RAN architectwakowing the RRHSs to be equipped
with storage and signal processing functionalities [A}[{IThe resulting RRHs are referred to
here asenhanced RRH&ERRHS]. In an F-RAN, edge caching can be performed to pre-fetch
the most frequently requested files to the eRRHs’ local cgche illustrated in FidJ1. In this
way, fronthaul overhead can be reduced and higher spetficaéiecies or lower delivery latency
can be obtained. It is emphasized that, unlike C-RAN [12}, gbal of the F-RAN architecture
is not that of minimizing the deployment and operating cdstsneans of reduced-complexity
edge nodes, but rather that of maximizing the system pedooa in terms of delivery rate by
leveraging boticloud (BBU) and edge (caching) resourcﬂi@]—[lQH.

As a cache-aided system, an F-RAN operates in two phaseslydhe pre-fetching and
the delivery phases [13]-[19] (see also[21][22]). Prestiitg operates at the large time scale

corresponding to the period in which content popularity aeme constant. This time scale

!In [I1], eRRHs are referred to as Radio Remote Systems (RRSs)
2See also[[20, Sec. D.
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encompasses multiple transmission intervals, as seeg i@ iBased on the cached file messages,
the delivery phase, instead, operates separately on eatdntission interval.

Related Works: In [13], the fronthaul-aware design of the pre-fetchingigolas studied
with the aim of minimizing the average delivery latency whgatisfying the cache memory
constraints. Since the optimization problem turns out t@abwixed integer nonlinear program,
the authors obtained a difference-of-convex (DC) problgmmgans of smooth approximation
and integer relaxation, and proposed a successive conyaoxamation algorithm. In[[14],
the authors consider the joint design of cooperative beanify and eRRH clustering for the
delivery phase, under an arbitrary fixed pre-fetching sgyatwith the goal of minimizing the
network cost, which is defined as the sum of transmit powerlaukhaul cost, under quality-
of-service constraints. A similar problem was tackled!iB][by assuming that coded, instead
of uncoded, caching is exploited (see alsd [23]).[In [24]taxisastic geometry-based analysis is
provided of a specific hybrid caching strategy (see S$Sec.$24, 11-B]). Reference [16] proposes
a hypergraph-based framework to obtain first-order quativé insights into the performance of
an F-RAN architecture without the need to perform the nomvea optimization studied in [13]-
[15]. An information-theoretic framework for the analysislatency in F-RANSs is developed in
[17].

Main Contributions. In all the references [13]-[17] summarized above, the fraat links
in an F-RAN are leveraged in hard-transfer modeto convey to the eRRHs the requested
content that is not present in the local caches. In contirasis work, we consider not only the
mentioned hard-transfer mode, but also a n®gdt-transfer moddor the use of the fronthaul
links. The proposed approach is based on fronthaul quaiotizand superposition coding: each
eRRH transmits the superposition of two signals, one thdbdslly encoded based on the
content of the cache and another that is encoded at the BBUj@emtized for transmission on
the fronthaul link. Specifically, we study the joint desighatoud and edge processing for the
delivery phase of an F-RAN for an arbitrary pre-fetchingattgy by considering hard-transfer
and soft-transfer fronthauling strategies. For both fnanting modes, we tackle the problem of
optimizing cloud and edge processing, i.e., processingeaBBU and at the eRRHSs, with the
goal of maximizing the delivery rate while satisfying froaul capacity and per-eRRH power
constraints. Furthermore, to reap the advantages of thefrtwmdhauling approaches, we also

propose a hybrid design of hard- and soft-transfer modeghas akin to [8], where it was
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UE, UE, UE, UEy,

Figure 1. lllustration of an F-RAN, which has both cloud ardbe processing capabilities: the BBU, in the “cloud”, can

perform joint baseband processing and the eRRHs are eqlipitle local caches.

studied in the absence of caching. Numerical results areiged to compare the performance
of hard- and soft-transfer fronthauling modes, as well &shibrid scheme, for baseline pre-
fetching strategies.

The rest of the paper is organized as follows. We describesyseem model in Se¢.]1l and
review some baseline pre-fetching strategies in G€c. 1d.di€cuss the design of delivery phase
under hard-transfer fronthaul mode in Secl IV and then pe@onovel soft-transfer strategy in
Sec.[V. A hybrid design of hard- and soft-transfer modes uslistl in Sec["MI, and extensive
numerical results are presented in Sec] VII. We close themagh some concluding remarks
in Sec.[VIII.

Notation We adopt standard information-theoretic definitions fbe tmutual information
I(X;Y) between the random variabléS andY [25]. The circularly symmetric complex Gaus-
sian distribution with meam and covariance matriR is denoted byC A (u, R). The set of all
M x N complex matrices is denoted Iy *", andE(-) represents the expectation operator.
The operation-)" denotes Hermitian transpose of a matrix or vector, arisl defined as — a
for a binary variablex € {0,1}. For a scalar, | x| denotes the largest integer not larger than

x.
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Pre-fetching

SN B

Transmission intervals

Figure 2. lllustration of the time scales of pre-fetchingl atelivery phases.

[l. SYSTEM MODEL

As illustrated in Fig[L, we consider the downlink of an F-RANhere N;; multi-antenna
user equipments (UEs) are served Ny multi-antenna eRRHs that are connected to a BBU
in the “cloud” through digital fronthaul links. In additioto the functionalities performed by
conventional RRHs in C-RAN, such as upconversion and RFstngssion, each eRRIHIn an
F-RAN is equipped with a cache, which can starB; bits, wheren is the number of (baud-
rate) symbols of each downlink coded transmission blockthieumore, it also has baseband
processing capabilities. Each eRRHbs connected to the BBU with a fronthaul link of capacity
C; bit per symbol of the downlink channel fare ANz = {1,..., Ng}. We denote the numbers
of antennas of eRRH and UEk by ng; andny, respectively, and define the notatiomg =
ZieNR ng; andng £ Zke/\/'y Ny k-

We consider communication for content delivery via theioetl F-RAN system. Accordingly,
UEs request contents, or files, from a libraryfofiles, each of size.S bits, which are delivered
by the network across a number of transmission intervaks Fsg.[2). Labeling the files in order
of popularity, the probability?(f) of a file f to be selected is defined by Zipf’s distribution
(see, e.g., [13]-[15])

P(f)=cf™ (1)

for f € F 2 {1,...,F}, wherey > 0 is a given popularity exponent ard> 0 is set such that
ZfeFP(f) = 1. Note that, as the exponentincreases, the popularity distribution becomes
more skewed towards the most popular files. EachkUgquests filef, € F with the probability
(@), and the requested fileg are independent across the index

Assuming flat-fading channel, the baseband signak C"v+*! received by UEL in each
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transmission interval is given as

Vi = Z Hy x; + zi, = Hpx + 74, (2)

iENR

wherex; € C"#i*! js the baseband signal transmitted by eRRid a given downlink discrete
channel use, or symball, ; € C*vx*"ri denotes the channel response matrix from eRRé
UE k; z, € C"v+*! is the additive noise distributed as ~ CA(0,X,,) for some covariance
matrix X, ; Hy, = Hy1...Hyn,] € Cvrxmr collects the channel matricdd,; from each
eRRH;i to any UEk; andx £ [x;;...;Xy,] € C"#*! is the signal transmitted by all the eRRHs.

We assume that each eRRHis subject to the average transmit power constraint staged a
E [[x|* < P (3)

Furthermore, the channel matricH, ; }rens, e, are assumed to remain constant during each
transmission interval and to be known to the BBU and eRRHs. rbbust design with imperfect
CSI or via alternating distributed optimization [26] is aeftthe scope of this work.

The system operates in two phases, namely pre-fetching elney (see, e.g., [21]). Pre-
fetching operates at a large time scale corresponding tgoéned in which file popularity
remains constant. This time scale encompasses multiplertigsion intervals as illustrated in
Fig.[2. The delivery phase operates separately on eachrtissien interval. We assume that files
are transmitted in successive transmission intervalsl alhtcurrent requests are satisfied, i.e.,
UE & successfully decodes the requested fildfor all £ € Ay. Then, new requestsf trens,
are considered and the corresponding files are transmitted.

In the pre-fetching phase, each eRRH downloads and stores up td3; bits from the library
of files, which is of sizenSF bits (see Figlll). We define tHeactional caching capacity:; of

eRRH as
A B;
Hi=gF-

Accordingly, each eRRH can potentially store a fractionof each file (seel[17][21][22]).

(4)

Different standard pre-fetching policies will be consiltias detailed in SeCJlll. Note that pre-
fetching strategies cannot be adapted to the channel msitnicrequested file profilefy }xen;,
in each transmission interval.

In the delivery phase, the eRRHSs transmit in the downlink in order to deliver thquested
files Freq = Ukeny, { fr} to the UEs. The transmitted signa) of each eRRH is obtained as a
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function of the information stored in its local cache, aslvasl of the information received from
the BBU on the fronthaul link. We consider two different apgpches depending on the type of
the information transferred on the fronthaul linksard-transfer fronthaulingand soft-transfer
fronthauling In the former, the fronthaul links are used for the trangieiard information
regarding the missing files that are not cached by the eRRHs H3]-[15]; while, with the
soft-transfer mode, the fronthaul links transfer quamtizersion of the precoded signals for the
missing files, in line with the C-RAN paradigm. Soft- and handde fronthauling strategies
were compared for C-RAN systems, i.e., with no caching, imgeof achievable rates under an
ergodic fading channel model in_[27] and in terms of energgeexiture in [[28]. In the next
sections, we detail separately the pre-fetching and dgliphases. Moreover, for the delivery
phase, we will consider separately operations with hard-saft-transfer fronthauling, and also

with a hybrid scheme that combines the advantages of the novahauling approaches.

IIl. PRE-FETCHING PHASE

The pre-fetching policy choosesB; bits out of the library ofnSF bits to be stored in the
cache of eRRH. Different policies for caching can be considered, inahgdcoded caching
[15][23]. The pre-fetching strategy is determined basety @am long-term state information
about the popularity distributio®(f), as well as on the cache memory siZés }.c ., file size
nS and the fronthaul capacitig’”; }icp,,-

In this paper, as in [14][16][21], we limit our attention temepded strategies. To this end, for
the sake of generality, we assume that eachffile split into L subfiles(f,1),...,(f, L) such
that each subfilg¢f,[) is of sizenS; bits with >, _ . .S; = S and L £ {1,...,L} (see, e.g.[]21,

Sec. lll]). Then, the pre-fetching strategy can be modebledidfining binary caching variables

{cj‘,l}fef,leﬁ,ieNR as

. 1, if subfile (f,[) is cached by eRRH i
Cri1= ) (5)

0, otherwise

while satisfying the cache memory constraint at eRR&$

> ) €8 < B = 'S, for all i € Np. (6)

feF lel

Fig. 3 illustrates an example.
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nS bits

/4 N

nS; bits e s nS; bits

Subfile (f,1) =———— < Subfile (f.1)

File /|

2 2 3 _
f Cr 1 Cry =1 Cry =1
v W -
Local \é % Local é Local
cache eRRH1 eRRH2 cache  ©RRH3 cache

Figure 3. lllustration of the pre-fetching phase for an egamwith Nr = 3 eRRHSs.

While the problem formulation to be given in later sectiongplaées to any choice of pre-
fetching variables[(5), the following subsections disctla®e explicit standard pre-fetching
strategies that will be considered in Séc.1VIl for numeripalformance evaluation. For the

rest of this section, we set; = 1 for i € N in order to avoid a more cumbersome notation.

A. Cache Most Popular

We first consider a pre-fetching strategy in which all eRREshe the samé&/~ most popular
files, namelyf = 1,..., N¢, where N¢ is given asNy = |pF'| in order to satisfy the cache
constraints. This approach, which was also considereddn$gc. V], is expected to be a good
choice when the parameterof the distributionP(f) is large, i.e., when only a few popular

files are frequently requested by UEs. We obtain it by setfing 1 and

1, if f< Ny -

o
Cra=
0, otherwise

We refer to this strategy as Cache Most Popular (CMP).

B. Cache Distinct

When the parametey is small, it may be advantageous to store as many distin& &ite

possible in the caches. Thus, we also consider a pre-fetcétimtegy where eRRH 1 stores
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files 1, Np + 1,...; eRRH 2 stores file®, Nz + 2,...; and so on, until caches are full. This
pre-fetching strategy, referred to as Cache Distinct (GP@btained by choosing = 1 and

_ 1, ifi=mod(f —1,Ng)+1
C‘Zf’l - . (8)
0, otherwise

The numberN. of files that can be stored in each cache is agéin= |uF'|.

C. Fractional Cache Distinct

Unlike CMP, CD does not enable cooperative transmissiom fnaultiple eRRHs based only
on the content of the caches, since each file cannot be stgneulitiple eRRHs. To address this
issue, which can be significant if the fronthaul capacitiesare small, we consider a Fractional
Cache Distinct (FCD) pre-fetching strategy, where eachffile split into multiple subfiles, i.e.,

L > 1, and distributed over the eRRHs as described below.

1) Partial Caching {t < 1/Ng): In this case, there is not enough caching capacity to stbre al
files. Each filef is then split intoNy + 1 disjoint subfiles, i.e.L = N + 1, so that the firstVg
fragments(f,1),...,(f, Ng) are distributed over eRRHs chosen randomly without rephece,
while the last fragmentf, Nr + 1) is not cached. To this end, the sizes of the files are set to
S; = wS and S, = (1 — Nru)S for I € Ny andl = Ng + 1, respectively. This policy can be
implemented by setting the caching variab(l% to

c;,l _ 1, ifl=1ip | ©
0, otherwise
wherei;, ..., iy are obtained as random permutations of the numbers , Nz, which are
independent across the file ind¢x Randomized caching was also considered_in [14, Sec. V]
without file splitting, i.e., withL, = 1.

2) Redundant Cachingu(> 1/Ng): In this case, eRRHs can potentially store overlapping
fragments of all files. Each filg' is split into Ny disjoint subfiles, i.e.,. = Ng, each of
equal sizeS, = S/Ng. Each cache can hence store up|iaVz| segments of each file. To
populate the caches, we divide each cache ptdy| disjoint parts each of.S; bits. Each part
j =1,...,|uNg] across all eRRHs is populated by means of a random permutafithe
eRRHs’ indices for each file as discussed above, with theatdbhat we exclude permutations

by which an eRRH would store a segméiit/) more than once.
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We close this section with two remarks. First, a hybrid CME &CD caching policy was
proposed in[[24], whereby part of the cache of each eRRH id tsecache the same most
popular files and the rest is instead leveraged to storendisfiagments of less popular files.
The second remark is that the optimization of pre-fetchitrgtegy based on long-term state
information could be addressed by adopting stochastieropdition techniques (see, e.d., [29]),

but here we leave this challenging aspect as an interesfiag problem.

IV. DELIVERY PHASE WITH HARD-TRANSFER FRONTHAULING

For a given pre-fetching strategy, in this section, we abersthe design of the delivery phase
in each transmission interval under the hard-transfertfiu mode, where the fronthaul links
are used to transfer hard information of subfiles that arecached by eRRHs. This mode was
also considered in_[13]-[15]. The formulation consideremtehis akin to that of[[14], with the
difference that in this paper we study the maximization af ttelivery rate under fronthaul
capacity constraints, rather than the minimization of a poomd cost function that includes
both downlink power and fronthaul capacity aslinl/[14]. Thalgsis of hard-mode fronthaul is
included here mostly for the purpose of comparison with tfé-tsansfer mode.

We allow any subfil€ f, /) to be delivered to the UE at a ratg; < S;, so thatnRy; < n.S) bits
are transmitted to the UE in the given transmission intefl/aé remainingwS; — nR;,; bits can
then be sent in the following transmission intervals by s@\va similar optimization problem.
Our goal is that of maximizing the rate;; that can be transmitted on a per-transmission
interval basis.

Hard-mode fronthauling requires the determination of #teo$ eRRHs to which each subfile
(f,1) is transferred on the fronthaul link. We do this by defining tiinary variabled}J as

1, if subfile (f,1) is transferred to eRRH i

dy; = (10)

0, otherwise
The fronthaul capacity constraint for each eRRI$ stated as

>N di Ry < G (11)

feF lel
Based on the cached or transferred subfilgé$) with cjc’l =1or d}J = 1, respectively, each

eRRH i performs channel encoding to produce the encoded baselgmal ;. Denoting as
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Nri £{(f,1)|cs, =1 or d;; = 1} the set of subfiles available at eRRHthe eRRH performs
linear precoding as in_[14] to obtain the transmitted sigaahs
= D> Visu=) D (L-cudi) Vs, (12)
(fDENF,; fEF leL
WhereV}J e Crrixnsii is the precoding matrix for the baseband sigsal € Cs.7*! that
encodes the subfilgf, ) and is distributed as;; ~ CA/(0,I).
With (12), the received signak, in (@) can be written as
Yk = Z HVy, s+ Z Z H, sy + 2z, (13)
leL F€Frea\{ i} €L

where the aggregated precoding matvix; € C"=z*"s.s: for subfile (f,1) is defined as
Vi 2 [(L=¢dy Vi (1=c5,d7 ) Vi ..o (1= rdi VT . (14)

In (13), the first term is the desired signal to be decoded byré¢lseiving UEX, and the second
term is the superposition of the interference signals eingothe files requested by the other
UEs.

We assume that, based onl(13), eachAJterforms successive interference cancellation (SIC)
decoding. Without loss of generality, we consider the dewpdrders;, ; — ... = sy, 1 SO that

the rateR;, ; of the subfile(f;,) is bounded as
Rpo < qra (V) (15)

2 I (Sp05 YelSots - > Sp0-1)

L
= log det Z Hkak,mV}hmH;i + Z Z Hkvf,mv}mHJ]rg + Ezk
m=l F€Freq\{fK} meL

L
—logdet | > H V., Vi Hi+ > Y HV., VI H+%, |,
m=I41 FE€EFreq \{fr} mEL

where we defined the notatiovi = {V,} jer., ez

A. Problem Definition and Optimization

We aim at maximizing the minimum-user rafg,;, defined asR,.;, = minscr,., Ry while

satisfying per-eRRH fronthaul capacity and power constsaiwhereR; £ > e Ry1 denotes
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the achievable delivery rate for filg. We recall from our discussion above that maximizing
R, is instrumental in reducing the number of transmissionruatis needed to deliver all the

files F.., to the requesting UEs. The problem is stated as

maximize R, (16a)
V,Ruin,R
s.t. Rmin S Z Rf,l7 f € freqa (16b)
lec

Rii<aqu(V), €L, keNy, (16¢)
> dy Ry, < Cy i€ N, (16d)

fE€EFreq lEL
Rf,l S Sl7 f € from l € ,C, (166)
S S -éd <E Vi E) <P, i€ N (16)

[E€Freq IEL

where we define the matrikl; € C"#*"x: containing zero entries except for the rows from
S inr; + 110 Y np; containing the identity matrix of sizer;, and the notatioR £
{Rj:} feFre,1cc- In the problem, the constrairit (16e) imposes that the fgteof each subfile
be limited by the subfile sizé;, and the constrainf (1I6f) is equivalent to the per-eRRH powe
constraints[([3) within the precoding model{12). We empteashat in [16), the pre-fetching
variables[(b) and the fronthaul transfer variables (10)fixed.

The solution of problem[(16) is made difficult by the non-cexity in the constraint (16c).
Here, noting that the left-hand side df (16c) has the DC sirecwhen stated in terms of
the covariance matrice®;;, = Vf,l\?‘},l >~ 0, as in [6][7][14], we adopt the concave-convex
procedure (CCCP) for tackling (IL6). Specifically, we addrpsoblem [(16) with optimization
variablesW = {W} ;cx. e, by relaxing the rank constraintank(W ;) < ng ;.

The resulting algorithm is described in Algorithm 1, whelne functiong, ;(W® 1 W®) is
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defined as

Gy (WD W) (17)

L
Llogdet ( > HW{HI+ Y Y HW/IVH] + 3,

fk?m
m=l feJTreq\{fk} meL

L (t+1) (t+1)
Yot HeW R HL 37 gy Domee He WV H 4 5,
L t t
Zm:l-i—l ka;k),mH}; + Zfe]—‘req\{fk} Zme[j HRW}’)mH}; + Ezk

with the notationp(A,B) = logdet(B) + tr(B~'(A — B)). After the convergence of the

—®

algorithm, each precoding matri;, is obtained a&/ ;; < V., (W) diag(d, ,,(W))/2,
where Vy(A) takes theN leading eigenvectors of the matriX as its columnsdy(A) is a
vector whose elements are given as the corresponding ailgeisy and each precoding matrix
Vi, for eRRHi can be obtained ¥, < (1—¢%,d} )E[V ;. We refer to[[14] for a discussion
of known results on the convergence of CCCP. We also note dinaslternative approach, not
based on rank relaxation, would be to use successive copgrxmation methods [31] based

on lower bounds obtained from Fenchel duality (see, €.@)).[3

V. DELIVERY PHASE WITH SOFT-TRANSFER FRONTHAULING

Unlike the hard-transfer mode that uses the fronthaul littksransfer hard information on
missing files, in the soft-transfer mode typical of C-RANg tinonthaul links are used to transfer
a quantized version of the precoded signals of the missieg. fibccordingly, the signak;
transmitted by eRRH on the downlink channel is given as the superposition of tigoas,
one that is locally encoded based on the content in the cauh@rother that is encoded at the
BBU and quantized for transmission on the fronthaul linkisTyields

X; = Z Z c},leﬂlsf’l + X, (29
fEFreq IEL
where Vj;,l e Crrixmsiri is the precoding matrix for the baseband sigsgl encoding the
cached file(f, 1), while x; represents the quantized baseband signal received frofBBbleon
the fronthaul link. Note that in a C-RAN, the transmittedr&gwould be given solely by the

guantized signak;, which is discussed next.
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Algorithm 1 CCCP algorithm for probleni_(16)
1. Initialize the matricesW () to arbitrary positive semidefinite matrices that satisfg ther-

eRRH power constraint§ (16f) and get 1.

2. Update the matrice8V 1) as a solution of the following convex problem:

maximize  Ruin (18a)
WD) >0, Rpmin,R
s.t. Rmin S Z Rf,la f € freqa (18b)
lec

Ryt < Gy (WED WD) e L, ke Ny, (18¢)
>N dy R, < Ch i€ NG, (18d)

fEFreq lEL
Rf,l S Slv f € freqv l S ‘Cv (186)
S S -édyy) (E}Wﬁ”Ei) <P, icNz (18f)

[E€Freq lEL

3. Stop if a convergence criterion is satisfied. Otherwiset sett + 1 and go back to Step 2.

The BBU precodes the subfiles that are not stored in each eRBtbiducing the signal
= D > G Ups (20)
fEFreq lEL
WhereU},l e Crraxmssi is the precoding matrix for the baseband sigsal that encodes the

fragment(f, ) not available at eRRH. The signal[(2D) is quantized, obtaining the sigkahs
X; = X; + q, (21)

whereq; denotes the quantization noise independenkoénd distributed asgy; ~ CA (0, ;)
with the covariance matriX2; >~ 0. The signalsx; and x; for different eRRHs: # j are
quantized independently so that the quantization noiseatsg); and q; are independent [5]

Using standard information theoretic results (see, e2&.,, Ch. 3]), the signak; can be reliably

*The multivariate compression method proposed_In [6] allthes signalsk; andx; for different eRRHsi # j to be jointly
qguantized, hence obtaining correlated quantization soMé& do not further pursue the application of multivariatenpression

here, although its inclusion in the analysis could be cdrdet in a similar manner.
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recovered by eRRH if the condition
9: (U, Q) 21 (Xi5 %) (22)
=logdet [ > > Uy U, + 9 | —logdet () < C;
fE€Freq lEL

is satisfied, where we define the notatidis= {U’ } e, cc.ieny andQ = {Q;}icn,.
With ([19), the signaly;, received by UEL in (@) can be written as

Vi = Z H, V85 + Z Z HVysp + Hig + 2, (23)
leL f€Freq\{fx} lEL
where we defined the aggregated precoding ma¥fiy = [V} ;...; V¥ for subfile (f,1)

with Vi, £ ¢ Vi +¢; U% | and the quantization noise vect@r= [qy; . . . ; qu,] distributed as
q ~ CN(0,Q) with £ diag(Q, ..., Qy,). Similar to the case with hard-transfer fronthauling,
we assume that UE performs SIC decoding based dnl(23) with the decoding osder —
... — sy, 1, SO that the rate?;, ; of the subfile( f;,[) is bounded as
Ry < it (V. ) (24)
£ I (Sp 0 YklSs01 5 Spui-1)

L
= log det Z Hk\_/'fbm\_/'}k,mHL + Z Z Hkvf,mv},mHL + HkQHL + Xy
m=l fE€Freq\{fi} meL

L
—logdet | Y MV, Vi H+ > > MV, VI H +HOQH +%, |,
m=l+1 JEFrea\ i} meL

where we defined the notatiovi = {V,} jer., ez
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A. Problem Definition and Optimization

As in Sec[IV-A, we aim at maximizing the minimum-user ratg;, = minc ., R; subject
to per-eRRH fronthaul capacity and transmit power constsaiThe problem is stated as

maximize Rin (25a)
V,Runin,R
st Ruin < Rypty | € Freas (25b)
lel

Rfk,l < Qi1 (\7, Q) , l e ﬁ, k€ NU, (25C)
Rf,l S Sl7 f € frcqa l € £7 (256)
S Y (BIVAVEE+ ) < P i€ N (25f)

fE€EFreq lEL

where the functiony;(V, Q) is defined, with a small abuse of notation, fram1(22), as

g: (V,Q) 2logdet | Y Y & BV, Vi E; +Q; | —logdet (), (26)
fE€Freq LEL

given that, if¢;, = 1, thenE[V, = U’ .
As for problem [16), we tackld (25) by means of the CCCP appraes applied to a rank-
relaxed version of[{16), where the optimization variables given asW;; £ V,, V!, and the

rank constraintsank(W ;) < ng ¢, are relaxed. The resulting algorithm is detailed in Aldurit
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Algorithm 2 CCCP algorithm for probleni (25)
1. Initialize the matricesW® and Q™ to arbitrary positive semidefinite matrices that satisfy

the per-eRRH fronthaul capacity constrairits (25d) and paeestraints[(25f) and seét= 1

2. Update the matrice8V 1) and Q(+" as a solution of the following convex problem:

maximize Roin (29a)
W+ Q¢+ -0, Rin, R
s.t. Rmin S Z Rf,l7 f € freqa (29b)
leL

Ryt < @y (WED QU WO QO) e £, ke Ny, (29¢)
g (WO QD W Q) < ¢, i € Np, (29d)
Rf,l S Sb f € freqa l e ‘Ca (296)
> Y (EIWEVE + Q) < P, i€ N, (29f)

[E€Freq LEL

3. Stop if a convergence criterion is satisfied. Otherwiset sett + 1 and go back to Step 2.

2, where we defined the functions

dk : (W(H_l), Q(H—l)’ W(t), Q(t)) (27)

2 Jog det ZH wiH - Y Y m W H - 1.0 H] + 3,

fre,m
m=l fE€Freq\{f1} meL

(t+1 T t+1 T
+Hk9<t+1 H +3%,,

—
® ot ®) ot
S e o W H 4 3 e m gy 2omee HeW 3 Hy,
+H,QVH! + %,
and g; (WD QU+ W) Q) (28)

Iy D feFueg 2uler cflETW(Hl E; + Q"
D feFreq 2uleL CflETW(t E; + Q"
After the convergence of the algorithm, each precoding ima¥f;, is obtained asVy; «+
Vs, (Wyi)diag(dy ,,(Wy))'/? as in SeclIV-A.

— log det (Q t+1)> .

ns,f,l
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VI. DELIVERY PHASE WITH HYBRID FRONTHAULING

In this section, we consider the design of a hybrid hard- aftdteansfer mode fronthauling
scheme, whereby, unlike the strategies discussed in[SeantivSec[V, the capacity of each
fronthaul link is generally used to carry both hard and sufibimation about the uncached files.
A similar scheme was also considered!(in [8] for a system witlcaching. In this scheme, as a
hybrid of (12) or [19), the signat; transmitted by eRRH on the downlink channel is given as

= > (1 —ddy,) Vs + %, (30)
[E€Freq lEL
where, as forﬂIQ)Vj;,l € Crrixnsisijs the precoding matrix applied by eRRHN the baseband
signalsy, encoding the subfil¢f,!), andx; represents the quantized baseband signal received
from the BBU on the fronthaul link. Similar td (19), the firgrim for subfile(f,!) is non-zero
if the subfile(f,1) is available at the eRRH by caching or via hard-mode frorithgui.e., with
¢, =1ord;; =1, respectively.
The BBU precodes the subfilég, /) that are not available at eRRH i.e., with & ,d}, = 1,

producing the signal

Xi= > &dyUssp, (31)

fEFreq IEL
where U},l e Crrixmsri s the precoding matrix for the baseband sigsal. The quantized
signal x; in the right-hand side of_(30) is given as {(21) which can bébdy recovered by
eRRH: if the condition

g: (U, Q) & I (%;;%;) (32)
= log det ( > e dy Ul Uy + Q) — log det (£2;) < C;
f€Freq lEL

is satisfied, where we recall th&t; denotes the covariance matrix of the quantization noise in
1), and we defined’; < C; as the rate used on th¢h fronthaul for the soft-transfer mode.
The rest of the frontahul link of; — C; bit/symbol can be used for the hard-transfer mode,
i.e., for transferring the subfilesf, ) with d, = 1. Accounting for both soft- and hard-transfer
fronthauling, the fronthaul capacity constraint for ea&tReél : is then stated as

SN dy Ry +Ci < C (33)

feF lel
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With (30), the signay;,. received by UE: in (2) can be written a$ (23), with the only difference
that the aggregated precoding matNk, £ [V} ;...; V7] for subfile (f,1) consists of the

submatricesV’,, £ (1 — & d’ )V, + & ,d% U’ . Assuming the SIC decoding with the same
decoding order, the ratB;, ; of the subfile(fx,[) is achievable if the condition_(24) is satisfied.

A. Problem Definition and Optimization

We aim at optimizing the precoding matric®sand U applied at the eRRHs and the BBU,
along with the capacitie€ £ {éi}ieNR used for soft-transfer fronthauling, with the goal of
maximizing the minimum-user rate, as in Sec. IV-A and $eé| While satisfying the fronthaul
capacity [(3B) and per-eRRH power constraifils (3). The prabtan be formulated as

maximize R, (34a)
V,Rmin,R,C
s.t. Rmin S Z Rf,lu f € froq; (34b)
lel
Rfk,l S 4kl (vu Q) ) l € L? k € NU7 (34C)
9:(V,Q) < Ci, i € N, (34d)
Z Zd;,lRf,l +C; < Cy, i € Np, (34e)
feF lel
Rf,l S S[, f € Jtreqa l e ‘Ca (34f)
Z Z tr <E;-[Vf7lV}7lEi + Qz) <P, i€ NR. (349)
fE€Freq lEL

As for problems[(16) and (25), we can apply the CCCP approach rank-relaxed version of
the problem[(34), where the rank constrainiak(W;;) < ng, are removed. The procedure

follows in the same manner as for Algorithms 1 and 2, and voll Ine detailed here.

VIlI. NUMERICAL RESULTS

In this section, we present some numerical results that eoenghe performance of hard-
transfer and soft-transfer fronthauling modes, as well fathe hybrid scheme, with the pre-
fetching strategies discussed in Sed. 1ll. We consider &AN- system where the positions of
eRRHs and UEs are uniformly distributed within a circuldt oéradius500m. The channeH;, ;

from eRRH: to UE k£ is modeled ad;; = ,/—pMI:Ik,i, where the channel powey, ; is given
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Figure 4. Average minimum rat&,.i, versus the parameter of the Zipf's distribution in[(1) for a F-RAN downlink under

soft-transfer fronthauling mode.(=0,1/3,1, F =3, S =1, C = 0.2 and1 and P/Ny = 20 dB).

aspi,; = 1/(1+ (di,i/dp)*) and the elements dﬁk,i are independent and identically distributed
(i.i.d.) asCN (0, 1). We set the parametetls = 50m anda = 3. We consider a symmetric setting
where the covariance matriX,,_ is given asX, = Nyl for all UEs k£ € Ny, and the eRRHs
have the same transmit power and fronthaul capacity, K.es P andC; = C for i« € Ny and
are equipped with caches of equal size, il&.~= B and u; = i for ¢ € Nz. For hard-transfer
fronthauling, we assume that the fronthaul transfer vég&@fl’} s 7., are set such that the
subfile(fx, ) requested by UE is transferred on the fronthaul links to th&- eRRHs that have
the largest channel gaind; ;||% to the UE and have not stored the subfile, whdie< Ny is

a parameter that defines the scheme. Note that this imph¢stth cooperative cluster of eRRHs
for the transmission of any subfile for the hard-transfer enisdof size N plus the number of
eRRHs that cache that subfile. Moreover, the variablgs} scr,.,..cc of the hybrid fronthauling
strategy proposed in S€c.]VI is set to those of the hardfeamsode with N giving the best
performance. If not stated otherwise, we 8§t = Ny = 3 andng; = ny;, = 1.

We first study the impact of the file popularity on the F-RANfpemance. To this end, in Fig.
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[, we plot the average minimum rakg,;, versus the parameterof the Zipf’s distribution in[(1),
where the average is taken with respect to the channel, éfsiests and the system geometry,
for an F-RAN downlink with soft-transfer fronthauling. Wetsthe parameters’ = 3, S = 1,

C =0.2andC =1 and P/N, = 20 dB. We compare the performance of CMP and CD pre-
fetching with . = 1/3 with the case of full ¢ = 1) and no {» = 0) caching (FCD is not shown
here to avoid clutter). Note that full caching is equivalemtthe MIMO broadcast part of the
cut-set upper bound [33, Theorem 14.10.1]. It is observenh fthe figure that the performance
gain of the CMP pre-fetching strategy with a largerand hence with an increased bias towards
the most popular files, is more pronounced for lower valuetheffronthaul capacity’. This is
because, in the regime of smdll, cooperative transmission by means of cloud processing, as
in C-RAN, cannot compensate for the lack of cooperation dppdties on the cached files that
affects the CD approach. In contrast, wheis sufficiently small, the CD strategy outperforms
CMP approach, which suffers from a significant number of eachisses, particularly for low
values ofC. We also note that, whenis sufficiently large, the performance of CMP approaches
that of full caching scheme even with a small fronthaul cégadue to the high probability that
cooperative transmission across all eRRHSs is possibledbasly on the cached contents.

In Fig.[B, we investigate the effect of the fractional caghtapacity.. on the average minimum
rate in two regimes of fronthaul capacity, namely low, h&fe= 0.5 bit/symbol, and moderate,
here,C' = 1.5 bit/symbol. We adopt the FCD strategy and compare the pedoce of soft-
and hard-transfer fronthauling modes with the hybrid modsgppsed in Sed. VI. Note that, as
per the definition in Se¢.IlI-IC, FCD modifies its operationyoat the values of. = 0, 1/3,

2/3 and1, which are marked in the figure. Note that all schemes prottidesame performance
for 4 = 1, since every eRRH has access to the requested contents.l@themphasizes the

different relative behavior of the soft and hard fronthaglstrategies in different fronthaul and
caching set-ups. In particular, the soft-transfer frootimg strategy is seen to offer potentially
large gains for low fronthaul and sufficiently large cachicgpacities. This suggests that, if
the eRRHs have sufficient caching capabilities, soft-fieanfsonthauling provides the best way
to use low-capacity fronthaul links. Conversely, if therftieaul capacity is large enough as
compared to the minimum delivery rate, and if the cachingacdyp is sufficiently large, hard

fronthauling can offer some, albeit not major, performageis over soft-mode fronthauling.

We also observe that, for the hard-transfer mode, the optsiza of the cooperative cluster,
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Figure 5. Average minimum ratB.i» versus the fractional caching capagityfor an F-RAN downlink under FCD pre-fetching
(C=05andl.5 F=6,S=1andP/No =20 dB).

which depends oV, increases with the fronthaul capacity. Finally, the hgletheme is seen
to outperform the soft- and hard-transfer modes, partiuk# lower caching capacities.

We then further study the role of the fronthaul capacity bgtipig in Fig.[6 the average
minimum rateR,,;, versus the fronthaul capacity for an F-RAN system with the FCD pre-
fetching, and withy = 1/3 and1, FF =6, S = 2, v = 0.2 and P/N, = 20 dB. From the
figure, we observe that the partial caching capacity of thRH&® here withy = 1/3, can be
compensated by a larger fronthaul capacityFor instance, the soft-transfer fronthauling mode
with ¢ = 1/3 needs a fronthaul capacity @¢f = 3.38 bit/symbol to achieve the full-caching
upper bound within 5%. Also, it is seen that, for small franthcapacityC, it is desirable to
reduce the cluster size, and henge, for hard-transfer fronthauling, since a larger clusteesi
requires the transfer of each subfile to more eRRHs on thehaoh links of small capacity,
which limits the rate of the subfile. The figure confirms theesbation in Fig.[b that, if the
fronthaul capacityC is sufficiently large, the hard-transfer mode can provideegerformance

gains over soft-transfer fronthauling, as long as the cadpe cluster size is properly selected.
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Figure 6. Average minimum rat&.i, versus the fronthaul capacity’ for an F-RAN downlink under FCD pre-fetching
(w=1/3andl, F =6, S =2,~v=0.2 and P/No = 20 dB).

Furthermore, we note that the hybrid scheme has the capyatolimprove over both soft- and
hard-mode fronthauling, except for very low- and very hfginthaul capacity regime, in which
it reverts to the soft- and hard-mode schemes, respectively

We now examine the impact of the file sizeon the optimal caching policy. In Figl 7, we
show the average minimum raf&,;, versus the normalized file size for an F-RAN downlink
with soft-transfer mode fronthauling. We set the paranseter= 6, ' = 0.5, v = 0.5 and
P/Ny = 10 dB. The figure suggests that, for all pre-fetching stratediee minimum rateR,,,;,,
increases with a large¥ in the regime of small file sizes, in which the performancensted by
the file sizeS rather than the fronthaul capacity. Moreover, the performance gain of the FCD
strategy compared to the CMP and CD is more pronounced fgeraf, since the partitioning
of a file into multiple fragments becomes more advantageouthe purpose of caching as the
file size S increases.

Finally, Fig.[8 plots the average minimum rak&,;, versus the SNRP/N, for an F-RAN
downlink with the FCD pre-fetching and parameters sej.as 1/3 and1, F' = 6, C = 0.5,
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v = 0.5 andS = 1. It can be seen that, when the SNR is large, the performanimited by
the fronthaul capacity’, and thus increasing the cluster size of the hard-transfettiauling
results in a performance degradation. We can also see tlftatrawsfer fronthauling, which
has the flexibility to automatically control the clusteresizia the design of the precoding and
guantization noises covariance matrices, in this exanmpigroves over the hard-transfer scheme

at sufficiently large SNRs.

VIIl. CONCLUSION

In this work, we have studied joint design of cloud and edgecessing for an F-RAN
architecture in which each edge node is equipped not onlly thi¢ functionalities of standard
RRHs in C-RAN, but also with local cache and baseband prougsapabilities. For any given
pre-fetching strategy, we considered the optimizationhaf telivery phase with the goal of
maximizing the minimum delivery rate of the requested fileisilev satisfying the fronthaul
capacity and per-eRRH power constraints. We consideredasic fronthauling modes, namely
hard- and soft-transfer fronthauling, as well as a hybridien@pecifically, with the hard-transfer
mode, the fronthaul links are used to transmit the requd#iesdthat are not in the local caches,
while the soft-transfer mode employs the fronthaul linkofeing the C-RAN principle of
transferring quantized baseband signals. We comparectf@mance of hard-, soft- and hybrid-
transfer fronthauling modes with different baseline prehing strategies.

It was concluded, by means of extensive numerical restiéd, doft-transfer provides a more
effective way to use fronthaul resources than the hardstearmode in most operating regimes
except for very low SNR regime and moderate fronthaul capdci such regimes, hard-transfer
fronthauling with a carefully selected cluster size canvjge minor gains. It is emphasized
that these results hold under the assumptions of informdkieoretically optimal point-to-point
compression for communication on the fronthaul links. Whtl is known that point-to-point
compression can be improved upan [7], the comparison betwee two modes should be
revisited in the presence of less effective compressiorven enly quantization (see also [27]
for further discussion in the context of C-RAN). Moreovére thumerical results highlighted the
trade-off between fronthaul and caching resources, wigesietmaller fronthaul capacity can be
compensated for by a larger cache, particularly for moreveklepopularity distributions.

Among open problems, we mention here the analysis in theepoesof imperfect CSI and
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the design of a practical symbol-by-symbol, instead of k|donthaul quantization algorithms
[34].

REFERENCES

[1] A. Checko, H. L. Christiansen, Y. Yan, L. Scolari, G. Kards, M. S. Berger and L. Dittmann, "Cloud RAN for mobile
networks - a technology overvieW|EEE Comm. Surveys Tutorialgol. 17, no. 1, pp. 405-426, First Quart. 2015.

[2] M. Peng, C. Wang, V. Lau and H. V. Poor, "Fronthaul-coasted cloud radio access networks: Insights and challe¢hges
IEEE Wireless Commvol. 22, no. 2, pp. 152-160, Apr. 2015.

[3] O. Simeone, A. Maeder, M. Peng, O. Sahin and W. Yu, "Cloadiod access network: Virtualizing wireless access for
dense heterogeneous systems," arXiv:1512.07743, Deé. 201

[4] Ericsson AB, Huawei Technologies, NEC Corporation, gt Lucent and Nokia Siemens Networks, "Common public
radio interface (CPRI): interface specification," CPRIdfieation v5.0, Sep. 2011.

[5] O. Simeone, O. Somekh, H. V. Poor and S. Shamai (Shitzxwiink multicell processing with limited backhaul capsi
EURASIP Journal on Advances in Signal ProcessE@09.

[6] S.-H. Park, O. Simeone, O. Sahin and S. Shamai (Shite)nt'precoding and multivariate backhaul compression fier t
downlink of cloud radio access network$EEE Trans. Sig. Processingol. 61, no. 22, pp. 5646-5658, Nov. 2013.

[7] S.-H. Park, O. Simeone, O. Sahin and S. Shamai (Shitzprithaul compression for cloud radio access networks:&bign
processing advances inspired by network information thedEEE Sig. Processing Magvol. 31, no. 6, pp. 69-79, Nov.
2014.

[8] P. Patil and W. Yu, "Hybrid compression and messageisastrategy for the downlink cloud radio-access netwoRdc.
IEEE Inf. Theory and Application Workshop 2012an Diego, CA, USA, Feb. 2014.

[9] M. Peng, S. Yan, K. Zhang and C. Wang, "Fog computing basatio access networks: Issues and Challenges,"
arxiv:1506.04233, Jun. 2015.

[10] S. Bi, R. Zhang, Z. Ding and S. Cui, "Wireless commurimas in the era of big data." arXiv:1508.06369, Aug. 2016.

[11] China Mobile, "Next generation fronhtaul interfac&yhite Paper, Oct. 2015.

[12] China Mobile, "C-RAN: The road towards green RAN," WhiPaper, Oct. 2011.

[13] X. Peng, J.-C. Shen, J. Zhang and K. B. Letaief, "Backlaaware caching placement for wireless networks,"
arxiv:1509.00558, Sep. 2015.

[14] M. Tao, E. Chen, H. Zhou and W. Yu, "Content-centric spamulticast beamforming for cache-enabled cloud RAN,"
arXiv:1512.06938, Dec. 2015.

[15] Y. Ugur, Z. H. Awan and A. Sezgin, "Cloud radio accesswaeks with coded caching|" arXiv:1512.02385, Dec. 2015.

[16] B. Azari, O. Simeone, U. Spagnolini and A. Tulino, "Hypeaph-based analysis of clustered cooperative beamfigrmi
with application to edge caching," to appearl#EE Wireless Comm. Letters

[17] R. Tandon and O. Simeone, "Cloud-aided wireless nétsvavith edge caching: Fundamental latency trade-offs in fog
radio access networks," submitted, Jan. 2016.

[18] R. Tandon and O. Simeone, "Fog radio access networksddrental latency trade-offsProc. IEEE Inf. Theory and
Applications Workshop (ITA) 2016a Jolla, CA, Jan. 2016.

[19] Y. Ugur, Z. H. Awan and A. Sezgin, "Cloud radio accesswwgks with coded caching,Proc. IEEE Inf. Theory and
Applications Workshop (ITA) 2016a Jolla, CA, Jan. 2016.

January 12, 2016 DRAFT


http://arxiv.org/abs/1512.07743
http://arxiv.org/abs/1506.04233
http://arxiv.org/abs/1508.06369
http://arxiv.org/abs/1509.00558
http://arxiv.org/abs/1512.06938
http://arxiv.org/abs/1512.02385

[20]
[21]

[22]

(23]
[24]

[25]
[26]

[27]

(28]

[29]

[30]

[31]

[32]
[33]

[34]

27

M. Chiang, "Fog networking: An overview on research oppnities," arXiv:1601.00835, Jan. 2016.

M. A. Maddah-Ali and U. Niesen, "Cache-aided interfare channels,Proc. IEEE Intern. Symp. on Inf. Theory (ISIT)
2015 Hong Kong, China, Jun. 2015.

A. Sengupta, R. Tandon and O. Simeone, "Cache aidedlesfrenetworks: Tradeoffs between storage and latency,"
arXiv:1512.07856, Dec. 2015.

V. Bioglio, F. Gabry and I. Land, "Optimizing MDS codesrfcaching at the edge." arXiv:1508.05753, Aug. 2015.

Z. Chen, J. Lee, T. Q. S. Quek and M. Kountouris, "Coofgacaching and transmission design in cluster-centrialkm
cell networks," arXiv:1601.00321, Jan. 2016.

A. E. Gamal and Y.-H. KimNetwork information theoryCambridge University Press, 2011.

A. M. Fouladgar, O. Simeone, S.-H. Park, O. Sahin andran&i (Shitz), "Signal and interference alignment via ragss
passing for MIMO interference channels," to appeailians. Emerging Telecomm. Techn@016.

J. Kang, O. Simeone, J. Kang and S. Shamai (Shitz), 'theaht Compression and Precoding Design for C-RANs over
Ergodic Fading Channel," to appearlBEE Trans. Veh. TechnologarXiv:1412.7713.

B. Dai and W. Yu, "Energy efficiency of downlink transmign strategies for cloud radio access networks,"
arxiv:1601.01070, Jan. 2016.

M. Razaviyayn, M. Sanjabi and Z.-Q. Luo, "A stochasticsessive minimization for nonsmooth nonconvex optinrat
with applications to transceiver design in wireless comitations networks," arXiv:1307.4457, Jul. 2013.

H. A. L. Thi and P. Tao, "The DC programming and DCA redsgith DC models of real world honconvex optimization
problems,"Annals of Operations Researchol. 133, no. 1-4, pp. 23-46, Jan. 2005.

G. Scutari, F. Facchinei, L. Lampariello and P. Song,stiibuted methods for constrained nonconvex multi-agent
optimization - Part |: Theory," arXiv:1410.4754, Oct. 2014

J. Borwein and A. LewisConvex analysis and nonlinear oprimitzation: Theory andnmegles Springer Verlag, 2006.

T. Cover and J. Thomaglements of Information Theorger. Wiley Series in Telecomm., 1st ed. New York NY, USA:
Wiley, 1991.

W. Lee, O. Simeone, J. Kang and S. Shamai (Shitz), "Maitate fronthaul quantization for downlink C-RAN,"
arXiv:1510.08030, Oct. 2015.

January 12, 2016 DRAFT


http://arxiv.org/abs/1601.00835
http://arxiv.org/abs/1512.07856
http://arxiv.org/abs/1508.05753
http://arxiv.org/abs/1601.00321
http://arxiv.org/abs/1412.7713
http://arxiv.org/abs/1601.01070
http://arxiv.org/abs/1307.4457
http://arxiv.org/abs/1410.4754
http://arxiv.org/abs/1510.08030

	I Introduction
	II System Model
	III Pre-Fetching Phase
	III-A Cache Most Popular
	III-B Cache Distinct
	III-C Fractional Cache Distinct
	III-C1 Partial Caching (1/NR)
	III-C2 Redundant Caching (>1/NR)


	IV Delivery Phase With Hard-Transfer Fronthauling
	IV-A Problem Definition and Optimization

	V Delivery Phase With Soft-Transfer Fronthauling
	V-A Problem Definition and Optimization

	VI Delivery Phase With Hybrid Fronthauling
	VI-A Problem Definition and Optimization

	VII Numerical Results
	VIII Conclusion
	References

